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STELLINGEN

De ontwerpmanagement theorie voor EDI systemen is falsificeerbaar en bruikbaar
in het verklaren van het succes van het EDI systeemontwerp.

Dit proefschrift.

Het niveau van het ontwerpmanagement van EDI systemen is met name bepaald
door het niveau van het management van het ontwerpproces, de aandacht die
geschonken wordt aan aspecten van het EDI systeem, de relatic met het
topmanagement en de relatie tussen ontwerpers en gebruikers.

Dit proefschrifi.

Bij het hanteren van internationale berichtenstandaarden voor elektronische
berichtenuitwisseling, zoals bijvoorbeeld EDIFACT, dient men er rekening mee te
houden dat deze standaarden weinig uitsluitsel geven over de semantiek en
pragmatiek van de uit te wisselen gegevens.

Dit proefschrifi.

De, in het onderzoek gehanteerde, combinatic van kwantitatieve en kwalitatieve
onderzocksmethoden is bruikbaar voor het onderzoeken van factoren die het
succes van het ontwerp van EDI systemen kunnen verklaren.

Dit proefschrift.

Projectleiders van EDI projecten hechten ongeveer twee keer zoveel belang aan
het kwaliteitsniveau van het ontwerp van het EDI systeem dan aan de kosten of

het levertijdstip.

Dit proefschrift.
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Een gebrek aan falsificeerbare en bruikbare theoric€n met betrekking tot het
ontwerpen van informatiesystemen is een van de hoofdoorzaken waarom
Bestuurlijk  Informatiekundigen nog mniet kunnen verklaren waarom
informatiesystemen falen danwel succesvol zijn.

Het besturingsmodel is bepalend voor het informatieplan.

J.M. Bots, E. van Heck, A.A. Kampfraath (1989), Het besturingsmodel is
bepalend voor het informatieplan, Informatie, 31, 11, 829-836.

Het feit dat mensen op een dwaze manier besturen kan voor een belangrijk deel
worden verklaard uit de eigenschap van mensen om zichzelf te beschermen tegen
afwijkende informatie. Dit fenomeen staat bekend als cognitieve dissonantie.

Barbara Tuchman (1988), De Mars der Dwaasheid: Bestuurlijk onvermogen van
Trgje tot Vietnam, Agon, Amsterdam.

Turbulentie in de zon, zichtbaar als zonnevlekken op het zonneoppervlak met een
cyclus van ongeveer 11 jaar, heeft, via een invloed op het klimaat op aarde, een
statistisch aantoonbaar effect op de mondiale landbouwproduktie.

G. van Dijk, E. van Heck, C. Kruyt (1989), Zonnevlekken en landbouw-
produktie: Nicuwe relaties bij oude speculaties, Landbouwkundig Tijdschrift, 101,
5, 16-20.

Wetenschappers zijn als artiesten. Zij vormen vanuit creatieve idee€n een theorie.
Praktijk-georiénteerde mensen beslissen of het kunstwerk succesvol zal zijn.

Lia Persoons.

Stellingen hebben bij Nederlandse proefschriften veelal de vorm van errata, zij

worden op een los velletje bijgevoegd. Bij sommige proefschriften hebben zij ook
de functie van errata.

Eric van Heck
Design Management of Electronic Data Interchange Systems
Wageningen, 17 November 1993
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1  INTRODUCTION

1.1 Motivation

Design is one of the most fascinating activities known to man. Architects design
skyscrapers, composers design their symphonies, the engineer designs a compact disc
and the system architect designs an information system. Design as a process can be
defined as to create, fashion, execute, or construct according to a plan. Design, as the
product of the design process, can be defined as a preliminary sketch or outline showing
the main features of something to be executed.

Although design is one of the most fascinating of human activities it is little understood.
How was the creative idea for the design of the Empire State building conceived, why
did Mozart design his beautiful symphonies, how did that anonymous engineer design
the compact disc, how do system architects design information systems, why is one
design nicer, better, more usable than another? Underlying those questions there are
other questions related to issues like: can we stimulate creative ideas, is it possible to
initiate, direct and control design activities, if we manage those activities do we lose our
creativity and become engulfed in bureaucracy? Answers to those questions are difficult
to find. In this study answers were looked for by exploring theory and practice.

Practice

In this study the design process of information systems and the product of that process
will be investigated. More specifically a particularly subset of information systems so-
called Electronic Data Interchange (EDI) systems will b2 investigated. An EDI system
is an information system which exchanges electronically structured and normative data
between computers of transaction-related organizations. This definition can be further
clarified by giving an exact definition of the terms used:
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Structured and normative data. The exchange of data is defined by a careful
definition of the exchanged data. Data is structured into messages. A precise
definition has to be given for each item of data.

Interchange between computers. The automatic generation, communication and
processing of data between computers is the key element in EDI. To be more
precise, it is better to define it as the interchange between applications, because if
organizations do not integrate EDI when it is applied internally, then they are not
making optimal use of it.

Transactions-related organizations, EDI is related to the exchange of data between
computers of independent organizations. Data exchange supports the exchange of
products/services between those organizations.

EDI facilitates the integration of intra-organizational information systems for the
participating organizations. System integration integrates different information providers,
system tasks, technologies, subject areas, information sources, user groups, but more
important, integrates decision processes- in and between organizations, see Beulens
(1991), Bots et al. (1990); Kampfraath (1990); Penzias (1991); Schiefer (1992); and
Zuurbier (1991). Before those EDI systems are implemented and operational they have
to be initiated, designed and built. The design of an EDI system is based on an
architectural model or a formal specification of an EDI system. Within the next four
years, there will be an explosion in the growth of the European EDI market: in 1990 the
total value of products and services amounted to 86 million dollars, for 1994 the
projected figures are 396 million dollars (Computerworld 1990). Just recently, more
attention has been given to research on EDI systems, see for example Benjamin et al.
1990; Bemelmans and Kreuwels 1990; Dankbaar 1991; Hofman 1989; Sokol 1989; Sol
et al. 1990; Streng et al. 1992; Van Heck et al. 1991; and Venkatraman and Kambil
1991,

Not all creative ideas become reality. Some ideas lead to brilliant products: some turn
out to be a disaster. Skyscrapers collapse, symphonies are never played, airplanes crash.
These disasters are equally numerous in the world of information technology (IT), see
Oonincx (1982); Roos (1991); and Paans (1992). Some mishaps are well known and
worth a mention. In the Netherlands, for example, the development of an information
system to provide students’ monthly grants lead to enormous chaos (De Hart et al.
1987).

10
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The development of information systems has usually been organized and carried out in
the form of projects (Bots et al. 1990). Typically these projects:

have been significantly late (when compared to planned completion dates);

have exceeded the initial budget by more than 25% (and sometimes by even more
than 200%);

have supplied products which have had less than the expected functionality;
have supplied products which have had quality problems which have seriously
reduced the effectiveness and usability of these products;

and, in addition, an unacceptably high number of these projects have failed to
deliver usable products (Turner 1990).

At the first National EDI congress in the Netherlands in 1990, managers, designers and
users of EDI systems were optimistic. But failures were also reported in the development
stages of EDI systems. For example Kubicek (1992) reported difficulties in the
development of the German banking business system called ’Electronic Cash’. The
system handles electronic payment carried out by means of machine-readable cards at the
point of sale which are then authorized and cleared in a network between the retail trade
and the banking business. This is an example of Electronic Funds Transfer at Point Of
Sale (EFTPOS). Kubicek (1992:30) reported that:

"After a history of more than 10 years during which still further system alternatives
.. have been developed and tried in field tests, it is extremely uncertain whether the
electronic cash system can still be implemented on a broad basis in the trade.’

Also Mehler (1991) reported some major failures related to the (external) integration of
information systems in the United States. He indicated that system integrators need
constant monitoring and quality assurance. Also, he observed that system integrators in
an interorganizational context ignored the most basic rules of project management.
Konsynski (1992) argued that EDI plays a critical role in intra and inter-organizational
integration. The sharing of business processes, technology interconnection and
management control creates significant interdependencies that require planning.
Management needs to play a significant role in the development and maintenance of
policy that relates to electronic linkages involved in relationships with suppliers,
customers, and competitors.

11
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It would seem that the first optimistic opinions have been tempered. The design of EDI
systems is not easy. Many organizations, with many representatives, are involved. Each
of them with its specific vocabulary and semantics. Communication between those actors
is difficult. The answer to the question of how to manage these processes seems to be
far removed. So in the context of EDI system design too, it seems to be worthwhile to
pose the questions: how were inose EDI systems designed, why did they turn out to be
successful or not successful and what constitutes successful in this context anyway?

Theory

The questions which have been raised have a highly practical orientation but can also be
approached from a theoretical perspective. Nothing is quite so practical as a good theory
(Van de Ven 1989). Further theoretical questions are: which theoretical perspectives are
useful in order to learn how the design process can be understood, what can be learned
from these theories, how do these theories explain successful or unsuccessful design and
what do these theories explain about the possibilities of initiating, directing and
controlling design activities?

In this study theoretical concepts from organization theory are used. It was decided to
concentrate on two relevant schools of thought within organization theory. First the
question was raised: can design be understood from a decision-making perspective? The
school of thought dealing with this question is named the Decision-making school. The
Decision-making school focuses on the assumption that individuals and organizations
behave in a procedural rational fashion. Procedural rationality is the effectiveness, in
light of human powers and limitations, of the procedures to choose actions (Simon 1978).
From a procedural standpoint, our interest would lie not in the solution of the problem
itself but in the method used to discover it or the process that generated it. A theory of
procedural rationality is a theory of efficient procedures for finding good solutions.
Simon (1979) distinguished three phases within the decision-making process: intelligence,
design, choice. Design in this sense deals with the inventing, developing and analyzing
possible courses of action.

Second the question was raised: can design be understood from the context in which it
has taken place? The school of thought dealing with this question is called the
Environmental school. In this school decision-making is expanded to management.
Management can be defined as the initiation, direction and control of purposeful
activities (Kampfraath and Marcelis 1981). In the Environmental school the focus is on

12



Introduction

the relationship between environment variables and appropriate management concepts and
techniques that lead to effective goal attainment (Luthans 1976).

From those fundaments a theory was developed which can provide answers to the more
practically-oriented questions outlined earlier. Theoretical and practical questions which
are at the heart of the scientific speciality of Information Management. Theoretical
concepts can be distinguished in terms of their descriptive or prescriptive nature.
Descriptive concepts or models describe the reality as it is. Prescriptive concepts
prescribe the reality as it should be. In the field of Information Management it would
seem that prescriptive concepts are dominant, see for example Nielen (1969); Laagland
(1983); and Roest (1988). It would seem that the relative youthfulness of this specialism
caused this prescriptive orientation. The problems stated in this field stem from the fact
that researchers too often focus on prescriptive models of which the foundations are not
theoretically grounded. There is a lack of sound descriptive concepts in the design
process of information systems. In this study a descriptive theory related to the design
management of EDI systems will be developed.

This study has been motivated on practical and theoretical grounds. But let us be more
precise. What is the specific problem this study addresses, what are the objectives or
what new insights will the reader have gained by the end of this study?

1.2 Problem definition
This study has focused on three central questions. Those questions are:

What factors are responsible for the success or failure of the design of an EDI
system?
How are these factors related to the success or failure of the design of an EDI
system?
Why are these factors responsible for the success or failure of the design of an EDI
system?

In this study three objectives have been pursued. These objectives are:

To investigate the design process of EDI systems from a practical and theoretical
perspective;

13
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To develop a model to describe factors relevant to EDI system-design success;
To investigate the proposed model empirically.

The model to be developed is called the Design Management Theory for EDI systems.
In the field of Information Management little interest has been shown for descriptive
models outlining the management of the design of EDI systems. The choice of the three
objectives outlined above was motivated by a desire to contribute to the theory of EDI
system design management,

The three central questions have been split up into more operational questions like:

What are the characteristics of EDI systems and what is the development process
involved?

What can be learned from the Decision-making and Environmental school?
What theoretical framework is falsifiable and what useful?

How can this theoretical framework be tested?

What are the results of the testing?

What is the interpretation and explanation of these results?

These questions will be answered in the following chapters.

1.3  Qutline and scope

This study follows the empirical cycle described by De Groot (1981). The cycle
describes a scientifically responsible method of gaining and using knowledge and
insights. The starting point for this study is the problem definition. The empirical cycle
can be divided into phases. De Groot (1981:29) distinguishes five phases:

Phase 1:  Observation. Collecting and grouping of empirical factual material and
forming of hypotheses;

Phase 2:  Induction. Formulation of hypotheses;

Phase 3: Deduction. Determination of special consequences from the hypotheses in the
form of testable predictions;

Phase 4:  Testing. Testing of the hypotheses with regard to the outcome of predictions
on new empirical material;

14
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Phase 5:  Evaluation. Evaluation of the outcome of the testing in connection with the
formulated hypotheses or theories and in connection with possible, new and
corresponding research.

In this study the phases 1, 2 and 3 will be called the ’theory building’ part of the
empirical cycle, phase 4 the 'theory ftesting’ part of the cycle and phase 5 the
‘interpretation and perspective’ part. A description of the activities is given for each
phase.

Theory building

In phase 1 of this research the design of EDI systems was reviewed with the help of
literature research. Characteristics of EDI systems dealing with design and management
were mapped out in theory and practice. Two schools of thought seemed to be relevant
related to the problem stated: the Decision-making school and the Environmental school.
In phase 2 constructs and variables, related to those schools of thought, were used to
formulate the Design Management Theory for EDI systems. The Design Management
Theory was formulated with hypotheses. In phase 3 the variables in the hypotheses were
operationalized. Hypotheses were transformed into testable predictions.

Theory testing

In phase 4 hypotheses were tested. Theoretical concepts can only be proven valid when
variables of the concept can be observed and measured. Therefore in this study great
care has been taken in the selection of a research strategy. Which research approaches
are useful, which research material is useful, how can the variables be measured?
Researchers have debated at length about the strengths and weaknesses of used research
methods and material in the specialized field of Information Management, see for
example Cash and Lawrence (1989); Kraemer (1991); and Nissen et al. (1991). In
general two approaches emerge from the debate: the quantitative approach and the
qualitative approach. Usually the quantitative approach uses statistics to generalize its
results. The qualitative approach focuses on the details of the research object in terms
of its context and dynamics. In this study the choice of the research approach and
material has been justified on the basis of the problem stated. Both alternatives have their
strengths and weaknesses and they should be seen as complementary rather than mutually
exclusive. Kaplan and Duchon (1988) and Weill and Olson (1989) suggest that in the
field of information systems research, a wider selection of methodologies should be used
and a combination of qualitative and quantitative measures in the same study. In this
study it was decided to use both approaches, more specifically, the survey research

15
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method with a survey using a questionnaire in a structured interview setting and multi-
variate analysis methods on the one hand, and the case study with analytic induction on
the other. The first test was quantitative in nature. Hypotheses were tested by using
survey research. A questionnaire was composed and used based on the Design
Management Theory. Special attention was given to the quality of the measuring
instrument by testing its validity and reliability. Thirty-five EDI project managers from
35 different EDI projects were interviewed in a structured interview setting using this
questionnaire. Data were analyzed by using multi-variate analysis methods. The results
of the survey were analyzed and some new questions raised. The second test was of a
qualitative nature. These new questions were studied in depth using the case study
method. The case study on the EDI Flower project was concerned with the design
process and the product of that process. Documents were analyzed and the project
manager was interviewed.

Interpretation and perspective
In phase 5 the results were evaluated by interpretation and discussion.

Scope of the research
The scope of the research is subject to certain limitations. The following limitations have
been imposed for the following reasons:

The research is restricted to EDI systems; EDI systems are new phenomena in the
specialized field of Information Management, little information is available on this
issue. The interorganizational aspects of these systems make the development more
difficult to manage and therefore more challenging to investigate.

The research is restricted to decisions taken before and during the design process
of EDI systems. No specific attention is paid to the building and implementation
of these systems. In the literature some evidence is found for the thesis that the
successful implementation and use of information systems is strongly affected by
the decisions taken in the design process. For example Bots et al. (1990:563) argue
that 64 % of software faults in information systems are related to the design process
of information systems. The rest, 36% of software faults, are related to the
building and implementation process of information systems. It was assumed that
those relations also exist in the development of EDI systems.

16
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The research is restricted to the design process of EDI systems in projects; No
attention is paid to the design process of EDI systems in a non-project form.
Measuring the success or failure of the design process and its product and judging
relevant factors related to design management are more complicated and complex
in those situations. In the Netherlands most design processes of EDI systems are
carried out in the form of projects. They have been described by Ediforum, the
National Dutch EDI organization, see Ediforum (1990); Ediforum (1991); and
Ediforum (1992).

Empirical research is restricted to Dutch EDI projects; cost and time factors led
to the decision to investigate Dutch EDI projects running in economically relevant
sectors in the Netherlands,

1.4 Structure of the book

The structure of the book follows that of the empirical cycle. The book is divided into
three parts: theory building, theory testing, interpretation and perspective.

Theory building

In part I the theoretical framework is constructed. Part I consists of three chapters. In
chapter 2 background information on EDI is provided and the design of EDI systems is
considered in detail. Chapter 3 contains a description of the two relevant schools, for the
problem stated, within organization theory: the Decision-making school and the
Environmental school. Within the Decision-making school three perspectives are
distinguished: the rational, the political and the garbage-can perspective. Within the
Environmental school three perspectives are also distinguished: the contingency, the
strategic choice, and the consistency perspective. In chapter 4 fundamental constructs and
variables of those perspectives are integrated and used as foundation for a theoretical
framework called the Design Management Theory. The theory is presented in the form
of testable hypotheses.

Theory testing

In part II the theoretical framework is tested corresponding with phase 4 of the empirical
cycle. Part II consists of three chapters. In chapter 5 the research approach and research
material related to a quantitative test are described. It is argued that a survey of EDI
project managers in a structured interview setting is appropriate. In chapter 6 the data

17
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of the survey are presented. Specific questions have arisen from the results of the survey.
These have served as the starting point for a case study. A justification for the use of a
case study for this purpose is given. In chapter 7 the research approach and research
material related to a qualitative investigation and the results of the EDI Flower project
are presented.

Interpretation and perspective

In part III the interpretation of the empirical results takes place. Part III consists of two
chapters. In chapter 8 the results of the survey and the case study are interpreted and
discussed. A revised Design Management Theory is presented. In chapter 9 summary and
conclusions are presented and suggestions for further research are outlined.

1.5 Summary

®  Electronic Data Interchange (EDI) deals with the electronic interchange of
structured and normative data between computers of transactions-related
organizations. For organizations in the 1990s, the design of EDI systems will be
of importance accomplishing effectivity and efficiency objectives. The designing
of EDI systems is a fascinating but little understood activity.

This study will focus on the factors responsible for the success or failure of the
design of an EDI system. Three questions are central is this study:

What factors are responsible for the success or failure of the design of an
EDI system?

How are these factors related to the success or failure of the design of an
EDI system?

Why are these factors responsible for the success or failure of the design of
an EDI system?

In this study three objectives are pursued. These objectives are:

To investigate the design process of EDI systems from a practical and
theoretical perspective;

To develop a model to describe factors relevant to EDI system-design
SUCCESS;

18
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To investigate the proposed model empirically.

Two theoretical questions have been investigated. The first question is: Can design
be understood from a decision-making perspective? The second question is: Can
we understand design from the context in which it has taken place? Answering
these questions involves an investigation of two schools of thought: the Decision-
making school and the Environmental school. These schools may provide
theoretical answers to these theoretical questions. The answers will form the
foundation for a Design Management Theory to be developed in this study.

19






PARTI THEORY BUILDING

*Everyone designs who devises courses of action aimed at changing existing
situations into preferred ones.’

- Herbert Simon, The Sciences of the Artificial -
"There is a good deal of superstition among designers as to the deathly
effect of analysis on their intuitions - with the unfortunate result that very

few designers have tried to understand the process of design analytically.’

- Christopher Alexander, Notes on the Synthesis of Form -






2  CHARACTERISTICS OF EDI SYSTEMS

2.1 Introduction

The main focus of the central questions is EDI system design. This chapter will focus
on the characteristics of EDI systems and how they are designed in practice. The
following questions will be raised:

What are EDI systems and what are the characteristics of these systems?
How can the quality of EDI systems be defined?
What are the characteristics of the development of EDI systems?

In section 2.2 the definition of an EDI system will be looked at more closely. Reasons
for installing EDI systems, domains and examples of EDI systems will be discussed. In
section 2.3 the quality of EDI systems in terms of the quality of the product viz. the EDI
system will be presented. In section 2.4 the development process of those systems will
be investigated.

2.2 Definition of EDI systems
First EDI and EDI systems will be defined. Second, EDI will be compared with other
forms of communication like fax, telex, and e-mail. Third, EDI systems will be

described in terms of reasons for installation and domains.

EDI systems
As described in the previous chapter EDI is defined as:

23
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The electronic interchange of structured and normative data between computers of
transactions-related organizations.

The definition can be further clarified by analyzing some discussions related to aspects
of EDI, such as:

Interchange between computers. The automatic generation, communication and
processing of data between computers is the key function of EDI. To be more
precise, it is better to define it as the interchange between application systems,
because if organizations do not integrate EDI in their internal application system,
then they are not making optimal use of it. There is some discussion as to whether
EDI is the interchange of electronic data or the electronic interchange of data.
Those who adhere to the first definition consider the exchange of floppy discs to
be a form of EDI. Those who adhere to the second definition would reject this as
a form of EDI. The second definition is chosen in this study.

Transactions-related organizations. The first discussion on this part of the
definition centres around the definition of organization. One school of thought sees
the electronic interchange of data between two branches of one organization as a
form of EDI. Their opponents say this is not a form of EDI because there is an
interchange between legally independent organizations. This study adheres to the
first school of thought. The characteristics of EDI are not exclusively related to the
independency of two organizations. In other words, the electronic interchange
within a single organization is also EDI. However, this study concentrates on the
design of EDI systems between two or more independent organizations.

The second discussion on this part of the definition concerns conflicting views on
the meaning of transaction-related. In the first version, only commercial
transactions are a form of EDI. In the second version, non-commercial transactions
(like Computer Aided Design data) are also a form of EDI. This study opts for the
second version.

An EDI system can be defined as:
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A business facility for the electronic exchange of structured and normative data
between computers of transaction-related organizations.
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Instead of paper documents linking the organizations, electronic equivalents of the
documents would be transmitted. This substitution requires efforts in three broad areas
(Konsynski 1992). First, each organization must replace the manual interpretation of
incoming documents with computer software. Second, the two (or more) organizations
must replace the functions of the postal service with an agreement on a telecom-
munications link. Finally, the organizations must establish the terms and conditions
governing electronically-placed orders and agree on the operational details of an
electronic link (Konsynski 1992). An EDI system provides information for business
functions. These business functions are performed by users with the help of the
information provided by the EDI system. In the EDI system the two following
components seem to be relevant: the application system and the communication system,
The application system of organization A provides an in-house file. The communication
system converts the in-house-file into an EDI message which is communicated through
a communication network and reconverted to the in-house file of the receiving
application system of organization B,

EDI systems could be seen as a species of interorganizational systems. Interorganizati-
onal systems (IOS) are defined as:

Information systems that are jointly developed, operated and/or used by two or
more organizations that have no joint executive (Wierda 1991).

Groenenboom (1992) identifies four forms of interorganizational information systems:

1. An IOS with message coupling. The 10S is an instrument for message exchange
between organizations. Electronic post and EDI systems with post box
communication are examples of this form.

2. An IOS with access to databases. Not only message exchange but also access to
databases is provided. One example is videotex systems.

3. An IOS with access to application systems. Not only databases but also the
application systems themselves are usable by both partners.

4.  An integrated IOS. It is a completely integrated system suitable for common use
by the partners in the developed information system.

Other forms of data exchange
There are other ways of exchanging data in the form of documents between
organizations. The following ways can be distinguished, see also table 2.1:
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Manually-prepared messages. These messages are prepared on paper by typewriter
or dataprocessor. The message is delivered by post to the other organization.
Automatically-prepared messages. The message is automatically prepared on paper
by the sending organization. The receiving organization might read and interpret
the received data on the message.

Fax- and telex messages. Messages are manually or automatically prepared and are
distributed to the receiving organization by fax- or telex machine.

Electronic mail messages. With electronic mail it is possible to send messages from
one PC to another, so that the message can be read on screen.

Videotex messages. With the help of a PC or terminal a connection can be made
with the computer of another organization. Data can be obtained from or sent to
the databases of this computer.

Table 2.1: methods of data exchange and their characteristics (Van der Vlist et al.

1991:27).

data exchange automatic electronic structured/ between computers
exchange exchange normative of different

organizations

. manually-prepared messages no no yes/no no

. automatically-prepared messages no no yes/no no

. fax- and telex messages yes/no ves yes/no no

. electronic mail messages yes/no yes no no

. videctex messages no yes yes no

. electronically-readable messages ho no yes yes

. EDI messages yes yes yes yes

. PDI messages yes yes yes yes

Electronically-readable messages. Messages are distributed by an electronically
readable information carrier, like a tape or floppy disc. The preparation and
processing of the data is done by computers. The carrier is sent to the receiving
organization.

EDI messages. The application program in the EDI system prepares an EDI
message automatically. The message is exchanged automatically and electronically.
The message is structured and normative. The receiving computer recognizes the
content and form of the EDI message and processes it automatically.
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PDI messages. Product Data Interchange (PDI) messages are messages in which
the content of the message deals with the specification of products.

In the near future, some global network services will provide EDIPOST and EDIFAX,
EDIPOST will enable EDI messages - which are undeliverable by electronic means - to
be printed out and dispatched by the postal system. EDIFAX will offer an alternative fax
route to EDI messages which cannot be delivered by normal interchange means. In this
study only the exchange of EDI messages will be investigated.

Reasons for installing EDI systems

From the literature and the practice several reasons for installing EDI systems can be
distinguished, see Johnston and Vitale (1988); and Rockart and Short (1989). Two
streams can be categorized. The first stream deals with strategic/effectiveness objectives,
the second stream deals with efficiency objectives. The strategic/effectiveness objectives
are:

Providing existing products for new markets. It is argued that EDI systems can
reduce lead time which facilitates the selling of products in (geographically) new
markets.

Providing new products. 1t is reported that organizations can offer new products
or services (for example databases) of which EDI systems are an important
element. For example, Venkatraman and Kambil (1991) reported new services
related to tax-return filing.

The efficiency objectives are:

Improving the quality of interorganizational communications. Stern and Kaufmann
(1985) identified three ways to improve the quality of the interorganizational
communication by using EDI systems: (1) faster transmission, (2) greater accuracy,
an (3) more complete information about the transactions.

Reduction of administration costs. It is argued that EDI systems produce less paper
resulting in less paperwork and fewer paper costs, also fewer faults in data
processing and data distribution are reported. For example EDP Analyzer (1987)
describes an American study which reports a fault reduction by 30% in the sending
of invoice messages.

Reduction total inventory-management costs. Anvari (1992) paid attention to the
impact of EDI on the reduction of the total inventory-management costs. He
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concluded that the reduction in the level of inventories constitutes a major benefit
of EDI systems. It reduces lead time, it reduces uncertainty during lead time and
it reduces ordering costs.

Domains of EDI systems

Lyytinen and Hirschheim (1987) distinguish the four domains of an information system
@S): as the technical domain, data domain, user domain and organizational domain. Bots
et al. (1990:25) distinguish a fifth domain in an IS: the software domain. These domains
could also be distinguished in an EDI system. In an IS and EDI system these domains
interact and are subject to constant change. In general, automatization replaces the user
and organizational domain by the technical and software domain (Bots et al. 1990:124).
These five EDI system domains will be discussed in detail.
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Technical domain. The technical domain deals with the technical infrastructure of
the EDI system. The technical infrastructure deals with the internal and the external
technical infrastructure. The internal technical infrastructure deals with the internal
hardware of the applications and the internal telecommunication infrastructure. The
external technical infrastructure deals with the hardware and telecommunication of
the external network. The external technical infrastructure (in the Netherlands) may
be the telephone network (circuit switching) or Datanet 1 (packet switching) or a
Value Added Network (VAN) (mmessage handling).

Software domain. The software domain deals with the software for the electronic
interchange of data and the software of the applications. An overview of EDI
software providers and costs and features of EDI software packages in the United
States for 1989 is given in Eyler (1989). In the Netherlands a survey for 1991 is
described by Ediforum (1991).

Data domain. The data domain deals with the nature, form and content of the data
processed by, and communicated in the EDI system. As discussed before, EDI
deals with structured and normative data. Information can be defined as data that
has been processed into a form that is meaningful to the recipient and is of real or
perceived value in current or prospective decisions (Davis and Olson 1984). Three
aspects of information are important: syntax (rules), semantics (meaning) and
pragmatics (effect, result) (Bots et al. 1990:118). In EDI systems structured and
normative data are exchanged between computers. Standardization is one of the
basic conditions. An international standardization has been developed named
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EDIFACT (Electronic Data Interchange For Administration, Commerce and
Transport). EDIFACT embodies international rules, recommendations, norms and
data definitions. These are published in the United Nations Trade Data Interchange
Directory (UNTDID). In figure 2.1 a paper invoice with an equivalent EDI invoice
message is shown. In the upper part of figure 2.1 the interchange of three invoices
is presented. In the third invoice data are obtained related to, for example seller,
invoice date, consignee etcetera. In the lower part of figure 2.1 the equivalent EDI
invoice message is presented. An EDI message is divided into segments. Mostly
coded identifiers are used in EDI messages e.g. identification of seller/buyer. Air
freight, for example, is indicated by the value ’40’ in segment TDT.

Kubicek (1992) concentrates on the question of whether data exchange formats
like e.g. EDIFACT define syntax, semantics and pragmatics for the automatic
processing of business documents. His answer is that EDIFACT does not give
these definitions. EDIFACT deals with the syntax and not with the semantics and
pragmatics of datacommunication. EDIFACT defines the syntax of message types
i.e. the sequence, length and data type of the segments of a message. Semantics
refer to the meaning of the characters in these data fields. In a few cases (for
example price) they can only be understood by a further qualifier (for example
currency). A common key covering the supplier, customer and article has to be
agreed on, and for the quantity, a packing unit has to be determined. Pragmatics
is to be understood as the expected activities at the receiving end, triggered by the
message and likely reactions. The functionality of the application programmes have
to be determined in the light of these action-reaction patterns (Kubicek 1992). The
second problem relates to the criteria for mapping the locally-agreed definitions of
entity types and attribute types with, for example, the EDIFACT segments and
datafields. At this moment this mapping process is done more or less randomly.
No objective criteria occur to consistently map the locally-defined data to the
internationally-defined data.

User domain. The user domain identifies the skills, competence, personal traits,
and motivational factors of the user population that is directly or indirectly involved
with the system. The user performs specified business or organizational functions.
The fact that EDI deals with the exchange between computers means there are no
(direct) users in the exchange process. The (end)users can be identified as the users
of the application systems in the organizations participating. Application systems
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receive from and send data to the communication system. The users get data from

these application systems.

<«

Syntax delimiters
Interchange header
Message header
Message ref,

Seller ident.
Seller ref.
Consignee ident.
Purchase order ref,
Buyer idemt.
Contract ref.
Invoice currency
Payment terms
Transp, details
Torms of delivery
Package details
Package weight
Markings

Detail delim.
Article line details
Article line details
Summary delimiter
Total invoice
Message control

Second message
Third message

Interchange control
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N
T INVOICE |
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R INVOICE
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A Electronics Ind. Internat. Invoice ref: MK 1209/88 }— BCM 1 segment
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Consumer Electronics Consumer Electronics ]~ NAD segment «—
o} Washington, USA New York, USA Buyer (BY)
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Transport details IDT |Terms of delivery TOD
3 Airfreight XL 641,23-9-88 cif Washington
I
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v Consumer Elsctr.Wash. 4 pallets 1200 KG PAC
o}
I
c Specif, of commodities LIN Quantity | Price Amount
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s
a4 Electr,switching comp. A A 'y Data elements
L |t L 1 ] LIN segment A
ASC 7890-2314 ASC/12 1000 BCS NLG 8.5 8500
— Automatic switching comp.
TOTAL 19500

UNA:+,?°*
UNB+UNOA: 1+501234: 14+586421:91+881023+CE145 "
UNH+1025+INVOIC:88:1"

BGM+380+MK1209/88+88102°
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RFF+CT+EII/88-4561"
NAD+CN+7859-218"
RFF+PO+CE4539/HP659/003
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RFF+CR+IMP-1489/374/032'
CUX+NLG: IN'
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TDT++40+KL 641,23-09-88"
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Figure 2.1:paper invoice with equivalent EDI invoice message
Commission of the European Communities 1989:55).
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Organizational domain. The organizational domain captures the nature and content
of organizational roles by which organizational activities and tasks are carried out.
The users have to follow procedures to fulfil the organizational roles. Some of the
procedures deal with the interaction with the EDI system.

Examples of EDI systems

In this section some examples of EDI systems will be presented. The first example is
taken from the financial sector. The second example deals with an EDI system in the
agribusiness. The third example is taken from the transport sector. The fourth example
of an EDI system deals with the production of trucks.

Example Royal Bank of Scotland

The Royal Bank of Scotland has processed its first EDI trade payment in which
both payment and associated remittance details are passed electronically from
customer to supplier via the bank. The bank’s EDI Trade Payments system is
currently being used on a pilot basis and is a truly paperless system (Electronic
Trader 1991a).

Example AVEBE

The major Dutch starch producer AVEBE has implemented a new worldwide EDI
solution in order to facilitate direct and indirect links with it trading partners.
AVEBE exports over 700,000 tonnes of goods to over 100 countries. Its orders
vary in size, and are handled in a number of different languages, factors which
complicate logistics considerably. The company’s old system relied on a number
of leased lines between sales offices which were using different systems. One of
the problems was the cost of communication, which was determined by the cost
of the leased lines. Other disadvantages were that it used a central automation
concept, and that it was not very suitable for dealing with external trading partners.
The company therefore decided to go for the development of a corporate EDI
network. AVEBE decided to move away from a specific network type solution.
Instead it elected to use an ODEX/OFTP solution, provided by Data Interchange,
and the X.25 packet-switched network was chosen as the main communications
medium. As a result the system, named Starchnet, uses the same infrastructure to
provide direct communications with certain of its trading partners, notably the
hauliers, and indirect communications with trading partners already using a VAN.
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Indirect communications are also applied to the international sales office in Europe,
the Far East and USA (Electronic Trader 1991b).

Example SEALAND

SEALAND is a worldwide transportation and logistical organization. It provides
a worldwide network of proprietary terminals, warchouses and intermodel
connections. These facilities enable them to load more cargo, in more places, more
rapidly and deliver a broader and more innovative array of transportation and
logistics services ’door-to-door’. EDI systems offer a sophisticated yet flexible,
tailored service. One of the EDI systems is named Sea-Lect™. It is for booking,
tracking and managing the shipment of perishable commodities. It links customers,
electronically, in any location directly to the Sea-Land mainframe. Customers can
check routes, sailing schedules, connection services, tariffs and book cargo
electronically. Customers can track cargo and get immediate answers about booking
status, freight bills, manifests, and customs clearance. Customers can access a
special commodities database for planning and logistics information.

Example DAF

DAF produce trucks and use EDI with 40 of their 900 suppliers. One of these
suppliers provides truck seats. The following messages are exchanged between
DAF and the supplier. Some weeks before the planned supply a prognoses is given
of the number of seats required. Some days before the planned supply the exact
number of seats plus the specification is given. One day before the planned
delivery DAF informs the supplier which seat has to be delivered when and where.
The last piece of information is particularly critical in terms of time. DAF uses
EDI to lower the average costs of inventories and to reduce the average lead time.

2.3 Quality of EDI systems

In the world of information systems (IS) more attention is now being paid to the quality
of those systems. The focus is now on the quality of the product viz. the IS and to the
quality of the process viz. the development process of the IS. In this section the quality
of an EDI system in terms of product quality will be determined. Steenkamp (1989)
identifies four major approaches to product quality:
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The metaphysical approach. The metaphysical approach concentrates on the essence
of quality. Quality is synonomous with innate excellence. Basically, it is an
unanalyzable property that an individual can learn to recognize only through
experience. People differ about quality not because quality is different but because
people are different in terms of experience.

The production management approach. This approach regards quality as a concept
that is objectively measurable. Quality is described in technical specifications.
Quality is conformity with these technical specifications.

The economic approach. This approach studies the role of product quality in the
market. Quality is in this approach, as in the product management approach, an
objective property inherent in the product.

The perceived quality approach. The perceived quality differs from the other
approaches in that it regards quality neither as obsolete nor as objective. Quality
is a subjective concept, dependent on the perceptions, needs, and goals of the
individual consumer.

This study focuses on the production management approach and the perceived quality
approach with respect to information systems as a product. In the production
management approach the better the product conforms to its prescribed specifications,
the better the quality. Product quality is achieved and maintained by four basically
interrelated quality-determining parameters: quality of design, quality of production,
continuity of service, and customer service after sale (Steenkamp 1989:11). This study
focuses on the quality of design. Basically, quality of design refers to the determination
of the quality standard the product must meet. Another term for quality of design is the
well-known ’degree of excellence’. Quality of design pertains to three activities (Juran
1974):

1. Identification of what the consumer means by quality and identification of the
consumer’s quality needs;
Development of a product concept that meets these quality needs;

3. Translation of this concept into a detailed set of specifications which, if the product
fulfils these specifications, will meet the consumer’s needs.

An important tool in achieving quality of design is reliability engineering. It involves (1)
constructing designs from their basic parts, (2) determining the failure probabilities for
each system or subsystem, and (3) trying to strengthen the weak links in the chain by
product redesign or by incorporating more reliable components (Garvin 1983).
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In the perceived quality approach, perceived quality is simply measured in terms of
"fitness for use’ or some variant thereof. It is generally recognized that consumers’
perceptions of quality are based on one or more cues. A cue is defined as any
informational stimulus about or relating to the product. Steenkamp and van Trijp (1988)
tried to integrate the production management and perceived quality approach by:

Identification of quality criteria of consumers in the target market;

Translation of these consumer criteria in technical product specifications;
Establishing methods of production and quality control in order to meet technical
product specifications.

Their methodology is helpful to link quality perception to objective product standards.
Quality perception research can act as research guidance for consumer-oriented product
development. In other more adult fields, what quality constraints look like is clear, but
in the field of information systems it is still difficult to formulate these quality
constraints. One of the first reseachers in that field was Boehm (1978), who focused on
software quality in general. The adapted version of Boehm’s quality tree is presented in
Bots et al. (1990:545). Quality is refined into the cues usability, maintainability and
portability. Hofstede (1992) argued that the quality of an information system, in his
case a Decision Support System, can be meaningfully assessed. Groenenboom and Van
Putten (1989) argue that by specifying the quality attributes one has to focus on the
problems of the user. One of the few studies to explicitly focus on the user is that of
Delen and Rijsenbrij (1990a and 1990b). They distinguish dynamic quality attributes and
static quality attributes of an IS related to respectively users, and developers and
administrators. This study used these quality attributes and translated them into quality
attributes of an EDI system. In figure 2.2 the quality attributes of an EDI system are
presented. The dynamic quality of an EDI system can be refined into the reliability, the
continuity, the efficiency and the effectivity of the EDI system. Reliability deals with the
certainty that the data are exchanged in a correct, complete and permissable way within
the given time constraints. Continuity deals with the certainty that data exchange will
take place, even if there were to be a serious interruption. Efficiency deals with the ease
with which the EDI system provides the information. Effectivity deals with the way in
which the information provision contributes to the business objectives as specified in the
information policy. These attributes are relevant for the user(s) of the EDI system. The
static quality attributes are refined in flexibility, maintainability, testability, portability,
connectivity, re-usability and suitability of the infrastructure. These static quality
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attributes are relevant for the developers and administrators of the EDI system. Those
quality attributes have to be specified in the EDI system design.

Quality of an EDI system

dynamic quality attributes static quality attributes
f I I |

roliability continuity efficiency effectivity
correctness organizational certainty rapidity covering functions flexibility
completeness  elasticity userfriendliness availability maintainability
permissibility repairableness carefulness usefulness testability
timeliness degradation possibilities connection manual support dec. making portability

turning possibilities workability manual support end-user connectivity

re-usability
suitability of
infrastructure

Figure 2.2: quality attributes of an EDI system, derived from Delen and Rijsenbrij
(1990a and 1990b).

2.4 Development of EDI systems

In this section a closer look at the development of EDI systems will be taken. The
question is: how are EDI systems developed in practice. The development of EDI
systems is rather new. In the literature there is no consensus about how to develop those
systems. In order to have an idea about the development steps executed in practice, the
development methods used by consultancy organizations in the Netherlands were
investigated. In Ediforum (1990) twenty nine (!) of these development methods are listed
in the form of stepwise plans. These methods are presented by the consultancy
organization which developed and used the development method. Within the group of
consultancy organizations three groups could be distinguished. The first group has a
hardware background (for example Bull, Digital, Nixdorf), the second group has a
software background (for example Cap Gemini Pandata, CSD, Volmac), the third group
has an organization consultancy background (for example Bakkenist, Berenschot, Coopers
& Lybrand, KPMG Klynveld Bosboom Hegener). The following general characteristics
of these EDI system development methods could be distinguished:

Most development methods are project-oriented;
Most development methods distinguish steps and products;.
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Most developing methods follow the Information System Development Life Cycle
(ISDLC);

Most development methods focus on the strategic aspects of introducing EDI in
organizations;

Most development methods advise starting with a pilot project, evaluating it and
eventually starting up a broader project;

In general the following steps could be distinguished in the development methods. For
each of the steps the important activities are described:
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Orientation. In the orientation process organizations look at what EDI has to offer.
They execute an external and internal analysis. In the internal analysis they ask
what (new) organizational objectives can effectively be reached by using EDI and
what (new) organizational objectives can be efficiently achieved by using EDI. The
product of the orientation process is a proposal for a pilot project. In the proposal
objectives, possible partners, possible application areas, resources, global planning,
project organization and expected end-products have to be specified.

Preparation Pilot project. In the preparation process attention is focused towards
the selection of the project manager, the members of the project organization, and
the management of the development process. Attention has to be given to a further
specification of the selected application areas. Also the organizations participating
have to be selected. The preparation process results in a pilot project plan. This
plan serves three functions. For the project group it is a guide for the management
of the project. For the participating organizations it represents a commitment by
their top management to provide essential resources to the project. Thirdly, the
document shows how the coordination and cooperation between the participating
organizations has been specified.

Pilot Project. In the pilot project process five sub-processes can be distinguished:
defining the EDI system, designing and building the EDI system, implementing the
EDI system, using and maintaining the EDI system, and evaluating the pilot
project. In the definition phase the demand represented in the form of a program
of requirements is set up. The supply is investigated as well, this is done by
analyzing the possibilities of standard EDI messages, EDI software and EDI-related
hardware. The different network providers have to be investigated too. The supply
and demand have to be attuned. In the design and building phase the functional and
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technical requirements are specified to such an extent that it then becomes possible
to write the required computer programs and build the technical architecture. Also
the organization around the EDI system (procedures) has to be specified. Once
built, the EDI system has to be tested. In the implementation phase the EDI system
is first implemented and then used and maintained. In the evaluation phase one has
to consider whether the objectives of the pilot project were actually met and
whether it is feasible to broaden the application of EDI towards new areas or new
organizations.

4.  Preparation Broadening project. In this preparation process attention must be paid
to the specification of these new application areas, the selection of new
organizations willing to participate, and a new plan for the project organization.
The preparation process results in a specified broadening project plan.

5. Broadening project. The broadening project can be divided into five phases: define
the EDI system, design and build the EDI system, implement the EDI system, use
and maintain the EDI system, and evaluate the broadening project.

2.5 Summary
The following questions were answered in this chapter:
What are EDI systems and what are the characteristics of these systems?

®  Definitions and characteristics of EDI systems were investigated. An EDI system
can be defined as a business facility for the exchange of structured and normative
data between computers of transaction-related organizations. Five relevant domains
of an EDI system can be distinguished: the technical domain, software domain,
data domain, user domain and organizational domain. In an EDI system these
domains interact and are subject to constant change. Automatization in general
replaces the user and organizational domain by the technical and software domain.
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How can the quality of EDI systems be defined?

The quality of EDI systems seems to be of increasing importance. Two approaches
seems to be relevant: the production management approach and the perceived
quality approach. The first approach defines quality as conformance to technical
specifications. The second approach defines (perceived) quality as *fitness for use’.
This study linked the two approaches. Dynamic and static quality attributes of EDI
systems are distinguished which are relevant in the design process of those systems
for respectively users, and developers and administrators.

What are the characteristics of the development of EDI systems?

Characteristics of the development of EDI systems are derived from the
development methods used in practice. Different development methods are used to
develop EDI systems. Important characteristics of those development methods are
that they are project-oriented, follow the information system development life-
cycle, distinguish processes and products, pay attention to strategic aspects of EDI,
and start with the definition of pilot projects.



3  THEORIES ON DECISION-MAKING AND ENVIRONMENT

3.1 Introduction

In the previous chapter the design of EDI systems was investigated from a practical
point of view. In this chapter the problem will be investigated from a theoretical point
of view. Two theoretical questions will be raised. The first question is: Can design be
understood from a decision-making perspective? The second question is: Can we
understand design from the context in which it has taken place? This study will
elaborate on two relevant schools of thought: the Decision-making school and the
Environmental school. The first school views organizational problems in general, and
more specifically the designing of systems, as a decision-making process. Within this
school of thought three different perspectives will be discussed. Herbert Simon, the
1978 Nobel Prize laureate in Economics, has provided numerous insights into this
school of thought. Most of his papers and essays are contained in the two volumes
entitled *Models of Bounded Rationality’ (Simon 1982). The second school of thought
elaborates on management and the relationship between management and
environment. Its main proposition is that there is no one best way to organize and not
all methods of organizing are equally effective. Appropriate management concepts and
techniques that lead to effective goal attainment have to be chosen with regard to
relevant environmental variables. In this chapter two questions are discussed:

How can the design process of EDI systems be understood as seen through the
eyes of adherents to the Decision-making school?

How can the design process of EDI systems be understood as seen through the
eyes of adherents to the Environmental school?

In section 3.2 the Decision-making school and its three perspectives will be
presented. In section 3.3 the lessons learned from this school of thought will be
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discussed. In section 3.4 the Environmental school and its three perspectives will be
presented. The lessons learned from this school will be discussed in section 3.5.

3.2 The Decision-making school

Three different perspectives will be discussed within the Decision-making school: the
rational perspective, the political perspective, and the garbage-can perspective.
Batelaan (1991) distinguished these three perspectives or models but also argued that
these three perspectives are complementary in the sense that they explain different
aspects of how decisions are actually arrived at.

The rational perspective

Rationality denotes a style of behaviour that is appropriate to the achievement of
given goals, within the limits imposed by given conditions and constraints (Simon
1964). The goal may be assumed to take the form of maximizing the expected value
of a utility function over some time interval. Further, the existence of the utility
function may be derived from postulates about the ordering and consistency of the
choosing organism’s preferences. If a distinction is wanted between this very strict
species of rationality and more general forms, the former may be termed optimality,
the latter adaptiveness or functionality. The goal may be assumed to consist of criteria
to be satisfied in an all-or-none way. It is important to make the distinction between
those theories that locate all the conditions and constraints in the environment, outside
the rational actor, and other theories that argue that constraints arise from the
limitations of the actor himself as information processor. The first case is known as
objective rationality, the second one as subjective or bounded rationality. The goals
referred to in the definition may be goals of the choosing organism, goals of the
social system to which he belongs, or goals imputed by the observer. An
unambiguous use of the term rationality requires the user to specify what assumptions
he is making about both goals and conditions.

Simon (1978) argued that a theory of rational behaviour must be quite as much
concerned with the characteristics of the rational actors - the means they use to cope
with uncertainty and cognitive complexity - as with the characteristics of the objective
environment in which they make their decisions. In such a world, we must give an
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account not only of substantive rationality - the extent to which appropriate courses of
action were chosen - but also procedural rationality - the effectiveness, in the light of
human cognitive powers and limitations, of the procedures involved in choosing
actions. Behaviour is substantively rational when it is appropriate to the achievement
of given goals within the limits imposed by given conditions and constraints (Simon
1976). It should be noted that in this definition the rationality of behaviour depends
upon the actor in only one single respect - his goals. Given these goals, the rational
behaviour is determined entirely by the characteristics of the environment in which it
takes place. Behaviour is procedurally rational when it is the outcome of appropriate
deliberation (Simon 1976). Its procedural rationality depends on the process that
generated it. From a procedural standpoint, the interest would lie not in the problem
solution but in the method used to discover it. It should also be noted that a theory of
rationality for problems is not a theory of best solutions - of substantive rationality -
but a theory of efficient procedures for finding good solutions - a theory of
procedural rationality.

Rational choice involves two kinds of guesses: guesses about future consequences of
current actions and guesses about future preferences for those consequences. Men try
to imagine what will happen in the future as a result of their actions and they try to
imagine how they should evaluate what will happen. Theories of choice under
uncertain conditions emphasize the complications involved in guessing future
consequences. Theories of choice under conflict or ambiguity emphasize the
complications of guessing future preferences (March 1986).

Simon published two papers that became a basis for the theory of choice. The first
paper (Simon 1955) examined the informational and computational limits on
rationality imposed by human beings. It suggested a focus on stepfunction utility
functions and a process of information gathering that began with a desired outcome
and worked back to a set of antecedent actions sufficient to produce it. The second
paper (Simon 1956) explored the consequences of simple pay-off functions and search
rules in an uncertain environment,

In the rational perspective, the decision-making process is conceived of as linear and
orderly and is often described by using distinct phases or stages. Simon (1979)
distinguished three phases within the decision-making process. The first phase, called
intelligence, deals with searching the environment for conditions calling for decisions.
Raw data are obtained, processed, and examined for clues that may identify
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problems. The second phase, called design, deals with the inventing, developing, and
analyzing of possible courses of action. This involves processes to aid understanding
of the problem, to generate solutions, and to test solutions for feasibility. The third
phase, called choice, deals with selecting the particular course of action from those
available.

People try to make decisions in a functional rational way but they are restricted by
two - to some extent overlapping - concepts. These are bounded rationality and
incrementalism. These are two concepts that give some valuable comment on the
rational perspective of decision-making.

Bounded rationality

The concept of bounded rationality refers to the cognitive limits of human beings.
’Objective’ social reality is too complex to be handled in all its complexities, so
people develop their own constructions of reality. These constructions or models
enable human beings to reduce complexity and to transform social reality into
something that can be dealt with in decision-making processes (March and Simon
1958:152). As a result of people’s limited information-processing capacities, it
becomes very difficult to find optimal alternatives. In the bounded rationality
paradigm actors are limited by the information-processing capacity of human beings.
Actors do not:

Have a complete set of information on the alternatives open to them and the
consequences of these alternatives;

Oversee the future consequences of all the alternatives if they have no
experience with those alternatives; '
Consider all the consequences.

Disjointed incrementalism

Lindblom (1980) criticized the view that decision-making processes and policy-making
processes can be approached from a perspective in which it is presumed that
processes are to be structured into several stages or phases. He argued that:

"The step-by-step approach also risks falling into an assumption that policy
making proceeds through a relatively orderly, rationalistic process. That policy
making proceeds in this manner should be questioned rather than assumed
(Lindblom 1980:4).

42



Theories on Decision-making and Environment

He viewed organizational decision-making as an incremental process of ‘muddling
through’ (Lindblom 1959). The search for solutions is incremental which means that
it is focused on the area near the old solution. Lindblom argued in his later work that
policy makers do not face a given problem, but instead they must identify and
formulate their problem. He pointed out that political interaction and political con-
troversy are important concepts for understanding the decision-making process.
Lindblom developed a theory in which the rational perspective is adjusted for
cognitive limits and political considerations. He developed a strategy of disjointed
incrementalism which has three fundamental limitations compared with the rational
ideal. These three limitations are:

Decisions are conceived as a result of margin-dependent choices, which means
that the search activities are focused on incremental changes in the actual
situation;

From the infinite number of incremental options only a restricted variety of
policy alternatives is actually considered;

For each alternative only a restricted number of consequences is evaluated.

Lindblom advocates that objectives are adjusted to means in the sense that what we
establish as policy objectives we derive for a large part from an inspection of our
means (Braybrooke and Lindblom 1963:93). Processes of policy formulation and
goal-setting interact and these processes can be characterized by a reconstructive
treatment of data. Original problem definitions and value systems may be changed as
a result of new information. Analysis and evaluation are serial, remedial-oriented and
socially fragmented (Braybrooke and Lindblom 1963).

Logical incrementalism

Quinn (1980:51) went further than just focusing on the ’cognitive limits’ of people.
He points out that the ’process limits’ are of equal importance, that is the timing and
sequencing imperatives necessary to create awareness, build comfort levels, develop
consensus, and select and train people - that constrain the system yet ultimately
determine the decision itself. Quinn (1980) demonstrates that most managers in large
companies follow a logical incremental process in strategic decision-making.
Managers purposely guided important actions incrementally toward strategies
embodying many of the structural principles of elegant formal strategies (Quinn
1982). The process is rarely completely orderly, rationally predictable, or consistent.
Instead it responds flexibly and opportunisticly to new threats, crises, and proposals,
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which could not have been foreseen at the time initial stimuli appeared to suggest the
need for strategic changes (Quinn 1980:91). It seems to be that managers 'muddle
with a purpose’. They take a much more proactive approach towards change than
suggested by Braybrooke and Lindblom (1963). Quinn (1980:104) outlines typical
processes in logical incrementalism, like sensing needs, amplifying understanding,
building awareness, creating credibility, legitimizing viewpoints, generating partial
solutions, broadening support, identifying zones of opposition and indifference,
changing perceived risks, structuring needed flexibilities, putting forward trail
concepts, creating pockets of commitment, eliminating undesired options, crystallizing
focus and consensus, managing coalitions, and formalizing agreed-upon commitments.
The essence of managing incrementalism lies in these sequential consensus-building
processes, these can be assisted, calibrated, focused and even stimulated by more
formal strategic analysis and control techniques (Quinn 1980:146). These formal
planning techniques are just a building block. In a later article Quinn (1985) focused
on logical incrementalism and innovation in which the same principles appeared.

Rational perspective and IS design

Simon (1972) elaborated on bounded rationality and design. He took the game of
chess as a microcosm that mirrors interesting properties of decision-making situations
in the real world. He pointed out that:

*The engineering activities usually called 'design’ have not been much discussed
under the heading of rational decision-making. The reason for this should be
clear from the foregoing discussion: classical decision theory has been
concerned with choice among given alternatives; design is concerned with the
discovery and elaboration of alternatives. Our exploration of the microcosm of
chess has indicated, however, how the theory of design can be assimilated to a
satisfying theory of rational choice.’

Simon (1972) argues that in a situation where a chess player is searching for a
combination (a strategy), he will not ordinarily, enter into such a course of action
unless he can see it through to the end - unless he can design, that is, a water-tight
mating combination. The evaluations and comparisons that take place during the
design process are not, in general, comparisons among complete designs. Evaluations
take place, first of all, to guide the search - the elaboration of the design itself. They
provide the basis for decisions as to whether the design should be elaborated upon in
one direction rather than another. Complete designs, when they are finally arrived at,
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are not generally evaluated by comparing them with alternative designs, but by
comparing them with standards defined by aspiration levels. Simon (1972) pointed out
that in the design of complex objects the process has an even more involved search
structure. Here, the early stages of the search take place in highly simplified spaces
that abstract most of the detail from the real-world problem, leaving only its most
important elements in summarized form. When a plan, a schematized and 'aggregated
design, has been elaborated in the planning space, the detail of the problem can be
reintroduced, and the plan used as a guide in the search for a complete design.

In a Dutch article 'Designing, process models and decision-making’ Bosman (1986)
investigated the causes of failure with regard to the design process of information
systems. He focused on the lack of adequate methods for the formulation of the
pragmatic aspect of the design of information systems. Firstly, he discussed the
relation between methods of research and design. He distinguished two types of
theories (conceptual and empirical) and two approaches (descriptive and prescriptive).
Those form four theory/approach combinations. Every combination can attribute to
design in the following way, see figure 3.1.:

1. Conceptual theory/prescriptive approach. In general, conceptual prescriptive
theories present a solution for a given problem in the form of an algorithm.
These algorithms can be used by the designer. Arrow a indicates the relation
between those theories and design.

2.  Conceptual theory/descriptive approach. Bosman distinguished conceptual
descriptive theories which can be translated into empirical models (2a) and those
which can not be translated into empirical models (2b). There might be a
relation between these theories and design but they are not represented in figure
3.1 because these theories do not have algorithms and are not empirically
specified.

3.  Empirical theory/prescriptive approach. Empirical prescriptive theories are
derived from the conceptual prescriptive theories and the algorithms are filled in
empirically. Those algorithms can be used by the designer. Arrow b indicates
the relation between these theories and design.

4. Empirical theory/descriptive approach. Empirical descriptive models are widely
used in design, for example in simulation programs and in spreadsheets. The
relation with the underlying conceptual theory of such models is often obscure.
Those models are used in the design, indicated by arrow c.
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theory (model) conceptual empirical
approach
descriptive (a) (2a)
(4)
descriptive (b) (2b)
prescriptive (1) 3
a b c
1
design

Figure 3.1:relation between theories and design, Bosman (1986:311).

Bosman (1986:312) focused in his article on arrow c¢. He argued that the lack of
empirical descriptive models for the pragmatic aspect of information systems causes
failures in information systems’ design. He started his argumentation by saying that
solving problems in organizations, like designing, implies the use of a rationality
paradigm. Every solution of a problem implies a problem definition, one or more
solutions and one or more criteria from which to choose. The choice of the criteria
and the way they are used implicates a certain form of rationality (Bosman
1986:312). He chose bounded rationality and especially procedural rationality as a
useful paradigm with regard to design. He explained that the choice of bounded
rationality leads to a focus on decision-making processes in the investigation of
organization problems. He also explained that the choice and the essence (of bounded
rationality) implies the use of an empirical descriptive model of the design problem,
which makes it possible to come up with judgments on rational designing. Bosman
(1986) used rational behaviour in the way Simon (1976) had described procedural
rationality:

’Behaviour is procedurally rational when it is the outcome of appropriate de-
liberation. Its procedural rationality depends on the process that generated it.’

A process can be conceptualized as the specification of certain phases which a

problem solver runs through to find a solution. Less attention has been given up to
now to the relation between the paradigm of bounded rationality and the necessity of
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describing the existing state in terms of an empirical descriptive model, see (4) in
figure 3.1. There are two ways to develop empirical descriptive models: equations
models and process models. Bosman (1986) argued that the development of process
models needed more attention.

The political perspective

In contrast to the rational perspective the political perspective conceives organizations
as pluralistic. Organizations are divided into various interests, subunits, and
subcultures (Pfeffer 1981). Politics arise because the subunits perceive matters
differently and want to act differently. The goals are consistent within a coalition, but
they are inconsistent within the organization as a whole (Pfeffer 1981:31). The
composition of the coalitions depends on the topic of decision and the setting in which
the decision process takes place. The process of decision-making is disorderly and is
strongly influenced by the distribution of power within and outside the organization.
Negotiations between diverse and sometimes competing interest-groups determine to a
large extent the final outcome of decision processes, see for example Pettigrew (1973)
and Pennings (1985).

Integration

Batelaan (1991) argued that it would be useful to combine both the rationality and
politicality within one model of decision-making because these concepts represent two
fundamentally different aspects. Neglecting one of them, he argued, has negative
consequences for understanding the nature of decisions. Batelaan (1991) proposed that
Mintzberg et al. (1976) succeeded best in integrating both concepts. Mintzberg et al.
(1976) investigated 25 strategic decision processes. They identified a basic structure
underlying these ’unstructured’ processes. They identified 3 central phases: the
identification phase, the development phase and the selection phase. The identification
phase comprises decision recognition in which opportunities, problems, and crises are
recognized and evoke decisional activity, and diagnosis, in which management seeks
to comprehend the evoking stimuli and determine cause-effect relationships for the
decision situation. In the development phase a set of activities lead to the development
of one or more solutions to a problem or a crises or to the elaboration of an
opportunity. The selecting phase is a multistage, iterative process, involving
progressively deepening investigation of alternatives. They also identified 3 sets of
supporting routines: decision control routines, decision communication routines, and
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political routines. Finally they identified 6 sets of dynamic factors: interrupts,
scheduling delays, feedback delays, timing delays and speed ups, comprehension
cycles, failure recycles.

Political perspective and IS research

For example, Markus (1983) focused on power, politics, and MIS implementation.
She distinguished three theories of resistance to management information systems
(MIS). Simply stated, people resist MIS, due to internal factors specific to their
situation, poor system design, and the interaction of specific design features with
aspects of the organizational context of system use. Data from a case study were used
to illustrate the theories and to demonstrate the superiority, for implementors, of the
interaction theory.

The garbage-can perspective

The third perspective in the Decision-making school is the garbage-can perspective. In
their article A Garbage Can Model of Organizational Choice’ Cohen et al. (1972)
argue that a decision is an outcome of four relatively independent streams of garbage
within the organization. These streams are: problems, solutions, participants and
choice opportunities. Cohen et al. (1972:16) state that: 'The garbage-can process is
one in which problems, solutions, and participants move from one choice opportunity
to another in such a way that the nature of the choice, the time it takes, and the
problem it solves all depend on a relatively complicated intermeshing of elements’.
Cohen et al. (1972) question whether decision-making is always directed to problem-
solving. They argue that problems and choices are often partially uncoupled.
Decision-making is thought of as being solving problems, but in reality that is often
not what happens. The outcome of the interaction between the different streams of
garbage depends on a complicated intermeshing of elements. Problems are worked
upon in the context of some choice, but choices are made only when shifting
combinations of problems or solutions, and decision makers happen to make action
possible. This is sometimes the case after problems have left a given choice arena or
before they have discovered it. But Cohen et al. (1972:17) conclude that:

*The great advantage of trying to see garbage can phenomena as a process is
the possibility that that process can be understood, that organizational design
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and decision-making can take account of its existence and that, to some extent,
it can be managed.’

Ambiguity

March and Olson (1976) collected contributions which elaborate on the garbage-can
perspective in their book ’Ambiguity and Choice in Organizations’. By the term am-
biguity they intend to signal four major kinds of opaqueness in organizations:

1.  Ambiguity of intention. Many organizations are characterized by inconsistent
and ill-defined objectives.

2.  Ambiguity of understanding. For many organizations the causal world in which
they live is obscure.

3. Ambiguity of history. The past is important, but in organizations it is easily
specified or interpreted.

4.  Ambiguity of organization. At any point of time individuals vary in the attention
they give to different decisions. The pattern of participation is uncertain and
changing.

March and Olson (1976:27) describe how the streams of problems, solutions,
participants and choice opportunities are channelled by organizational and social
structures. Elements of structure influence the outcomes of a garbage-can decision
process (a) by affecting the time pattern of the arrival of the problems, choices,
solutions or decision-makers, (b) by determining the allocation of energy by potential
participants in the decision, and (c) by establishing linkages among the various
streams.

3.3 Discussion

In this section the question as to how we can understand the design process of EDI
systems from perspectives within the Decision-making school will be answered.

Learning, problem-solving, decision-making

In the literature, much of the discussion is about the similarities and differences
between learning, problem-solving and decision-making. Learning research is
concerned with the ways in which information is extracted from one problem situation
and stored in such a way as to facilitate the solving of similar problems on a
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subsequent occasion. Decision-makers may learn from past decisions by making a
better estimation of the effects of decisions, by adjusting the objectives after
experiencing the effects of past decisions or by developing more routine in decision-
making (Oskam 1989:26). Problem solving research focused especially upon how a
problem should be, or is being, solved. Decision-making research focused upon how
a decision comes about. Problem solving and decision-making are both sides of the
same coin. As Starbuck (1983:91) said:

*Although often equated with decision-making, problem solving is defined by its
origin, whereas decision-making by its ending - a decision.’

This study does not go into this discussion in detail. Its main focus is on decision-
making.

Procedural rationality

Following the argumentation of Bosman (1986), the assumption is that solving
problems, like designing, in organizations implies the use of a rationality paradigm.
Every solution of a problem implies a problem definition, one or more solutions and
one or more criteria on which to base the final choice. The choice of the criteria and
the way they are used implies a certain form of rationality. Bounded rationality, and
especially procedural rationality, is a useful paradigm with regard to design. Bosman
explained that the choice of bounded rationality leads to a focus on decision-making
processes in the investigation of organization problems. He also explained that the
choice and the essence (of bounded rationality) implies the use of an empirically
descriptive model of the design problem, which makes it possible to come up with
judgements on rational designing. Takkenberg (1983) also addresses himself to
procedurally rational behaviour. He argues that the development of a yard-stick for
procedural rationality must always start with a description of the procedures used in
the existing process of decision-making. Experimenting with descriptive models is a
way of searching for and detecting possible improvements. With the help of a
descriptive model, the improvement of new procedures over existing procedures can
be shown, as Takkenberg (1983) explains. In terms of the problem definition of this
study, described in chapter 1, the design process of an EDI system may viewed from
a decision-making perspective. The design is the result of a process of discovery and
elaboration of alternatives. In this process designers follow some steps towards the
design (solution). In acting within the confines of bounded rationality they follow the
phases of the decision-making process: intelligence, design, choice. The development
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of empirically descriptive models seems to be essential in the bounded rationality
perspective.

Conceptually and empirically descriptive models

Although this study fully agrees with the argumentation of Bosman (1986) one
elucidation and one extension must be made. The elucidation is on the use of the
conception of design and the design process. Bosman argued for using empirically
descriptive models for the design of information systems during the design process.
Those empirically descriptive models deal with the object of design. This study goes
further in arguing that these ideas can also be extended to the design process itself.
The design process itself can be viewed from a procedural-rationality perspective.
Empirically descriptive models of the design process itself can also help to stress
problems with regard to the design of information systems in general and, more
specifically, of EDI systems. These models can be used in the design process of the
design process.

Lessons
The following lessons were learned from the Decision-making school perspectives:

Design is concerned with the discovery and elaboration of alternatives. It is the
second phase in a decision-making process, after the intelligence phase and
before the choice phase.

Actors behave in a procedurally-rational way in a decision-making process.
Behaviour is procedurally rational when it is the outcome of appropriate
deliberation. Its procedural rationality depends on the process that generated it.
The effectiveness of the decision-making process, in the light of human
cognitive powers and limitations, is then investigated by the procedures to
choose actions,

The choice of procedural rationality implicates the use of an empirical
descriptive model of the design problem and the design process.

The process of decision-making is sometimes disorderly and is strongly
influenced by the distribution of power within and outside the organization. The
outcome of a decision-making process depends on four relatively independent
streams: problems, solutions, participants and choice opportunities.
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3.4 The Environmental School

This section elaborates on the Environmental school within Organization Theory
which focuses on the relationship between management and the environment.
Decision-making as a construct is expanded to management and defined as the
initiation, direction and control of purposeful activities (Kampfraath and Marcelis
1981). It relies on an open system view of the organizational world. Three different
perspectives will be discussed within the Environmental school: the contingency
perspective, the strategic choice perspective, and the consistency perspective.

The contingency perspective

Within the Environmental school, one of the dominant perspectives is the contingency
perspective or structural contingency theory. For a detailed description see Van de
Ven and Astley (1981) and Ten Holt (1987). Contingency theory discusses the
relation between (independent assumed) situational, contextual or environmental
variables and (dependent) structural variables. The central hypothesis of the
contingency theory is the congruency hypothesis: ’effective structuring requires a
close fit between the contingency factors and the design-parameters’ (Mintzberg
1979:219), also called the consistency or fit hypothesis: 'The key concept and
hypothesis ... is ... consistency or fit and its relation to effectiveness ... matching
strategy and structure’ (Galbraith & Nathanson 1978:1). Pfeffer (1981) puts it in
another way by saying that the consonance hypothesis of the contingency perspective
states that those organizations that have structures that more closely match the
requirements of the context are more effective than those that do not. Lammers
(1983:435) presents an overview of research in organization sociology. In his
presentation he distinguishes two groups of contingency theories. The first group is
on the relation between organizational structure and its appropriateness/effectiveness
with situational influences acting as an intermediate variable. This group start from
the central hypothesis that the appropriateness and effectiveness of organizations is
dependent on the organizational structure conditioned by situational influences. The
second group is on the relation between situational influences and organizational
structure. Lammers (1983) identifies five sorts of situational influences: environment,
technology, size, age, and power.
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Within the contingency perspective, two dominant views could be distinguished.
These two views are the resource-dependence view and the information-processing
view. The difference in those two views lies in the conceptualization of the
environment. In the resource-dependence view environment is defined as a source of
depletable resources. Organizations are dependent on other organizations who
compete for the same resources or provide these resources. Behaviour (and therefore
the structure) of organizations could be explained by the resource dependencies. As
Pfeffer and Salancik (1978:39) summarized:

*The underlying premise of the external perspective on organizations is that
organizational activities and outcomes are accounted for by the context in which
the organization is embedded.’

Two arguments seems to be important in the resource-dependence view (Pfeffer
1982):
The first argument deals with external constraints. Organizations will respond
more to the demands of those organizations that control critical powers;
The second argument deals with managing external dependencies. Managers
attempt to manage their external dependencies, both to ensure the survival of
the organization and to acquire, if possible, more autonomy and freedom from
external constraint.

In the information-processing view attention is given to the decision-making processes
within the organization and the uncertainty surounding the decision-making.
Information on the environment will be used by decision-makers in the organization
to hold or change the strategy, processes and structure. The perception of information
is the intervening variable between the environment and the activities of the
organization. One of the dominant researchers in the information-processing field is
Galbraith (1973). He views organizations as information-processing systems.
Organizations have a good structural fit if the information-processing capacity of the
organization structure fits the information-processing demands of the environment and
the technology.

The resource dependence view and information-processing view have made the
functional relationships between organization and environment explicit. A contingent
relationship is a functional relationship between two or more variables. Contingency
management is concerned with the relationship between relevant environmental
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variables and appropriate management concepts and techniques that lead to effective
goal attainment (Luthans 1976:29). The external environmental variables are the
independent if’s, and the management variables are the dependent then’s in the
contingency relationship. For example, if the economy is undergoing a recession and
the firm operates in an oligopolistic market structure, then a bureaucratic organization
structure would be most appropriate for goal attainment.

The major difference between situational and contingency approaches is that a
contingency approach implies that there is a functional relationship between
designated environmental conditions and the appropriate management concepts and
techniques for effective goal attainment. The environment does not cause the
management concepts and techniques to occur. Rather there is merely a functional
relation between the independent environmental variables and the dependent
management variables.

Environmental variables

The external environment is outside the formal organization system and can be
divided into a general and a specific classification (Luthans 1976:50). The general
external environment loosely consists of social, technical, economic, and
political/legal forces. The specific environment loosely includes suppliers, customers,
and competitors. The internal environment is essentially the formal organizations
system. The major internal variables include the organizational structure, the
processes of decision-making, communication and control, and the organizational state
of technology.

The environmental dimension most often considered is uncertainty. Burns and Stalker
(1961) were among the first to notice that different environmental conditions made
different organizational structures more or less appropriate. They found that a
mechanistic, or bureaucratic organizational, structure was appropriate for more stable
and certain environments, while an organic, less formalized and centralized structure
was found more frequently and was more successful in rapidly changing
environments. Lawrence and Lorsch (1967) argued that different organizational units
faced different sub-environments and that, for instance, the environment of a
production department was very different from that faced by marketing or research
and development. They argue that each subunit would develop a structure matching
its own subenvironment, therefore leading to a higher degree of differentiation within
the organization. The higher the degree of differentiation, the more difficult it is to
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coordinate and integrate the entire system. Pfeffer and Salancik (1978) argued that the
three basic dimensions of the environment were the degree of concentration of
resources, the scarcity or munificence of the resources, and the degree of
interconnectedness of the organizations.

Mintzberg (1979) distinguishes the following contingency factors: age of the
organization, size of the organization, technical system, environment, power. With
regard to the environment Mintzberg (1979) argues that four characteristics of
organizational environment are discussed in the literature. They are stability,
complexity, market diversity, and hostility. Mintzberg (1979) construct four
hypotheses on these characteristics. These are:

The more dynamic the environment, the more organic the structure;

The more complex the environment, the more decentralized the structure;

The more diversified the organization’s markets, the greater the propensity to
split into market-based units (given favourable economies of scale);

Extreme hostility in its environment drives any organization to centralize its
structure temporarily.

He also constructed a fifth hypothesis which considers the effect of dimensions that
impose contradictory demands on the structure of organizations. This hypothesis is:

Disparities in the environment encourage the organization to decentralize
selectively to differentiated work constellations.

With regard to the contingency factor power, Mintberg (1979) identifies three power
factors: the presence of outside control of the organization, the personal needs of its
various members and the power of social norms. At this moment the first one is
important. The hypothesis is as follows:

The greater the external control of the organization, the more centralized and
formalized its structure.

The two most effective means to control an organization from outside are (1) to hold

its most powerful decision-maker responsible for its actions, and (2) impose clearly-
defined standards on it. The first centralizes the structure, the second formalizes it.
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Management variables

The management concepts and techniques can be classified into process, quantitative,
behavioural, and systems categories. It recognizes that all four major schools of
management thought can make a significant contribution to contingency management
(Luthans 1976:52). Process management variables deal with planning, organizing,
directing, communicating, and controlling. Quantitative management variables deal
with basic quantitative methods, decision models, and operations research.
Behavioural management variables deal with learning, behaviour modification,
motivation and group dynamics. System management variables deal with general
system theory, system design and analysis, and management information systems.

Contingent Relationship

The functional relationship is the central proposition of contingency management. It
represents the goal of any scientific pursuit - the determination of functional
relationships which lead to improved understanding, prediction, and control (Luthans
1976). It must be recognized that once a given contingency relationship is empirically
established, this is only one input into what action management will eventually
implement in actual practice.

Contingency perspective and IS research

Weill and Olson (1989) reviewed 16 issues of JMIS and 26 issues of MIS Quarterly
(two leading management information systems (MIS) journals), for the period March
1982 through June 1988 representing 177 articles in total. Of these, 105 (59 percent)
were empirical and they reviewed each of these in detail. For each of these articles
the contingency variables, MIS variables, MIS performance, organizational
performance and comments were described. There was an - overwhelming
preponderance of the contingency model in MIS research. Indeed over 70 percent of
the empirical studies in these two journals show some use of a contingency model,
whether explicit or implicit (Weill and Olson 1989:76).

Weill and Olson (1989) focus on the application of the contingency theory with
regard to management information systems. They define the contingency theory as
follows:

*The contingency approach attempts to understand the interrelationships within
and among organizational subsystems as well as between the organizational
system as an entity and its environments. It emphasizes the multivariate nature
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of organizations and attempts to interpret and understand how they operate
under varying conditions ...” (Weill and Olson 1989:60).

There are a number of important assumptions underlying contingency theory. These
are:

Fit. Contingency theory assumes that the better the ’fit’ among contingency
variables (e.g., between technology and organizational structure), the better the
performance of the organization.

Performance. Performance may or may not be actually measured in the study;
when it is, it is generally narrowly defined by financial measures such as return
on investment, profit, or net worth.,

Rational actors. The theory assumes that organizational actors perform in ways
that are always in concert with the superordinate goal of organizational
effectiveness. As a consequence, there is goal consensus among decision makers
within an organization. If the critical variables requiring ’fit’ were known,
organizational decision makers would adapt the organization to a better fit.
Equilibrium. An organization with ’fit’ is at equilibrium, and performance is a
result of that equilibrium. There is no time lag between the independent
variables and their impact on organizational performance.

Deterministic model. Although the methodologies employed do not generally
allow conclusions about causality, clear causal inference is often made.

For example, Tait and Vessey (1988:93) who used the contingency perspective in IS
research, state that ’Contingency theory acknowledges that certain variables may
affect the outcome of a particular process. Contingency theory itself has no content; it
is merely a framework for organizing knowledge in a given area. Therefore, if we
are to draw on contingency theory (...) we must draw on well-established contingency
theories from other disciplinary areas as well from prior research in information
systems’.
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The strategic choice perspective

The second perspective in the Environmental school is the strategic choice
perspective. Child (1972) criticized the contingency perspective for neglecting the
importance of strategic choice. He argued that:

Organizations were not as tightly coupled to environments as implied by the
contingency perspective;

Profits and effectiveness were not the only outcomes of interest to those in the
dominant coalition who determined the structure;

The effects of the environments were mediated through the filter of managerial
perceptions.

The direct source of variation in formal and structural arrangements is not the context
of the organization, but the strategic decision-making process of the dominant
coalition. The strategic decisions are influenced by the evaluation of the environment
by the dominant coalition. The strategic choice perspective constitutes a neo-
contingency metaphor emphasizing the importance of decision makers who serve as
the link between organizations and environments (Miles and Snow 1978). Empirical
studies based on the strategic choice concept extend the contingency metaphor by also
allowing for environments as acts of managerial invention rather than mere discovery.
One example of an empirical study is the work of Miles and Snow (1978). They
describe the process by which prospectors, defenders, analyzers and reactors enact
and respond to their environments. They found that a mix of strategic types tended to
coexist in the sense that one could find a mix of strategic postures within the same
industry, and even within the same local environment within that industry.

Strategic perspective and IS research

In his article ’Information Technology, Organization, and the Response to Strategic
Challenges’ Child (1987) explores the contribution of IT towards the different modes
of organizing transactions that are being adopted within the contemporary strategic
context of mature economies. IT is not the determinant of organization, though it
certainly extends the range of possibilities. Child (1987:47) argues that

"Probably the most significant area of change at the present time lies in the
development of coordinated contracting arrangements by previously integrated
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Sfirms. Here the key managerial requirement is to apply the same degree (though
not kind) of control and coordination to transactions within a chain or network
of firms as could be applied within one integrated firm.’

Child concludes with the statement that in particular IT can facilitate the process of
externalization, which has been encouraged by strategic challenges.

Schrama (1991) argued that the strategic choice perspective is suitable to represent the
relationship between organization and technology. The strategic choice perspective is
concerned with freedom of choice with respect to the environment, the organizational
domain and the organizational form. Schrama (1991) focused on the true freedom of
choice related to the organizational form by the introduction of new information
technology. He examined the introduction of personnel information systems for eight
municipal organizations. He identified two clusters of variables dealing with
decentralization and coordination. Within each typology three types could be
distinguished. Out of nine possible combinations, there were six present at the study,
all of which differed significantly from one another. A substantial freedom of choice
in organizational forms was reported. No conclusions could be reported with respect
to the organizational form of the personnel functions being determined by situational
factors.

The consistency perspective

An answer on the contingency and strategic choice perspective has recently been
formulated by Broekstra (1986). He tried to overrule the problems by developing a
so-called consistency model at a higher abstraction level. The model is centred around
two relevant questions within an organization. Those questions are:

1. What business are we in? This question deals with the external stability. The
question will be answered in an organization by two aspect systems: the
entrepreneur system and the technology system.

2.  What organization do we need? This question deals with the internal stability
and will be answered by the management system and the socio-psychological
system.
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Every internal aspect system has an equivalent environmental aspect system. These
are respectively business structural developments, technological developments,
managerial-structural developments, labour market- and social developments. The four
internal aspect systems are the entrepeneur system, the technological system, the
managerial system, and the social-psychological system. Broekstra (1986) also
distinguished the political system viz. the dominant coalition. The central proposition
of the model is the mutual consistency between the aspect systems. There has to be
consistency between the powers of the environment and the actions and reactions of
the organizations, between the internal structure and functioning of the organizations,
and between the aspect system and their external counterparts. Differences between
the contingency and consistency perspective are the following:

In the contingency perspective, variables have a functional and a non-interaction
relationship. In the consistency perspective, variables have an explicit
interactional relationship.

In the contingency perspective, variables are described in terms of relations
between variables. In the consistency perspective, variables are described in
terms of changes in and interactions between aspect systems.

The contingency perspective deals with matching and the factor ’time’ is not
dominant. The consistency perspective deals with searching for equilibrium and
stability. The factor "time’ plays a dominant role.

Consistency perspective and IS research

One of the first researchers in the field of Information Management to adopt the
consistency perspective and apply it in relation to the development of information
systems was Brevoord (1991). He distinguished four aspect systems. They are the
information provision system, technical infrastructure, organizational infrastructure,
and social infrastructure. Those systems are related with the dominant coalition. The
information household is mutually influenced by other application areas within the
organization and the environment. Variables related to the environment, related to the
organization and related to a concrete project, influence basic choices related to the
information household. Breevoord argued that one of the reasons for automatization
projects failing was that the situationality of a project was often not recognized. So
specific organization or project circumstances were not adequately catered for.
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3.5 Discussion

In this section the question of how we can understand the design process of EDI
systems from perspectives within the Environmental school will be answered.

Strengths and Weaknesses
In the literature reports are given of the strengths and weaknesses of the contingency
perspective. The strengths encompass:

Concept of situationality. The concept of situationality is an important strength
compared with the classical theories of Taylor, Fayol and Weber. Instead of
‘there is one best way to organize’ the contingency perspective proclaims the
statement 'there is no best way to organize’. Dependent (internal) organizational
variables are influenced by independent (external) environmental variables.
Empirical refutation. One of the assumptions of the contingency perspective is
the deterministic model. Although the research approaches employed do not
generally allow conclusions about causality, claims of clear causal inference are
often made. The use of causal inference makes it possible to identify simple
causal - effect relations which can be researched statistically.

IS research. Within the field of Information Management their is a
preponderance of contingency models in IS research. Knowledge is available on
the development and results of these models.

Schoonhoven (1981) suggest that there are five problems with the contingency
perspective. These five problems or weaknesses encompass:

Lack of clarity. The contingency theory is not a theory at all, in the
conventional sense of theory of a well-developed set of interrelated propositions.
It is more an orienting strategy or metatheory, suggesting ways in which a
phenomenon ought to be conceptualized or an approach to the phenomenon
ought to be explained.

Contingency relations as interactions. Lack of clarity blurs the fact that an
empirical interaction is predicted. When it is asserted that there is a relationship
between two variables which predict a third variable, they are stating that an
interaction exists between the first two variables.
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Functional forms of interaction. Theoretical statements fail to provide any clues
about the specific form of the interaction intended. A theory interpretation could
be multiplicative or it could be a *matching’ or *maximizing’ theory. Depending
on one’s interpretation of the theorists’ ideas, contingency theory is capable of
producing precise hypotheses as well as corresponding functions.

Analytical model used. The operational and computational procedures that
researchers tend to use assume that the relationships studied are linear. This
sometimes misplaced assumption of linearity is important for two reasons. The
researcher fails to check for nonlinear relations. Second, the assumption of
linearity masks the fact that contingency relations are symmetrical.

Assumptions about contingency relationships. An assumption of symmetrical
effects is hidden in the language of the contingency theory. Its suggests a
nonmonotonic effect of the independent variable over the dependent variable, in
stead of the usual assumption that an effect is constant over all values of the
independent variable.

Also Weill and Olson (1989:67) reported some weaknesses related to the contingency
perspective used in information systems research, like use of naive meta-theory,
conflicting empirical results, ill-defined concepts of fit and performance, and the
narrow perspective of researchers. Weill and Olson (1989) argued that they saw that
as an unnecessary restriction if applied to organizational research which has
flourished since the emergence of multiple theories. MIS research, they conclude, can
only benefit from the exploration of additional paradigms. Most weaknesses are
related to operationalization and measurement. The fundamental propositions of the
contingency perspective seem to be embraced.

The overall conclusion with regard to the contingency perspective addressed by
Schoonhoven (1981:350) was that:

*Contingency theory is not a theory at all, in the conventional sense of theory as
a well-developed set of interrelated propositions. It is more an orienting strategy
or meta-theory, suggesting ways in which a phenomenon ought to be
conceptualized or an approach to the phenomenon ought to be explained...
Although the overall strategy is reasonably clear, the substance of the theory is
not clear.’
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It seems to be that much more precisely stated and potentially falsifiable hypotheses
ought to be related to the specific problem stated. The testing of these hypotheses
requires more attention to the operationalization and measurement of the variables.

Environment and EDI systems

The central element in the three perspectives is (obviously) environment. Two issues
are important to the discussion: the role of EDI and the subjectivity of the
environment. The first issue deals with the role of EDI. Environment can be specified
as the general external environment, the specific external environment and the internal
environment (the formal organization). The relation environment - organization is in
practice and science mostly viewed from a single organization point of view or from
a general point of view. In the Environmental school, different definitions of
environment and organization and also different interactions between environment and
organization are to be found. In relation to EDI it is possible that:

EDI can be viewed as a subspecies of Information Technology, in which case
should be part of the Environmental school falling under Technology.
Technology will influence the internal structure of organizations;

EDI can be viewed as a general external environmental factor which influences
the production sector in a country and therefore the competitive advantage of
the nation;

EDI can be viewed as a specific environmental factor which influences the
position of an organization in relation to its suppliers, customers and
competitors.

In all these three views EDI is an external force which changes the internal structure
of organizations. On the other hand, by using EDI organizations have the opportunity
of restructuring their environment. The external data communication with suppliers
and customers can be redesigned. Organizations have to negotiate, coordinate and
develop their EDI system with other organizations (their environment). Sometimes
EDI causes a restructurering of the environment or perhaps it would be better to say
organizations capture a part of their environment.

A second issue to be raised is the subjectivity of the concept environment. In the
early stages of the development of EDI systems, actors might define the specific
environment as the organizations which might or might not participate in the
development of the EDI system. At the end of the development process they might
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define the specific environment as the organizations outside the EDI project or even
the actors outside the EDI project - even if they belong to their own organization.

Lessons
The following lessons were learned from the Environmental school perspectives:

Management is defined as the initiation, direction and control of purposeful
activities.

Contingency management is concerned with the relationship between relevant
environmental variables and appropriate management concepts and techniques
that lead to effective goal attainment. Related to the design process of EDI
systems, this means that contingency management of the design process is
concerned with the relationship between relevant environmental variables of the
design process and appropriate management concepts, and techniques of the
design process that lead to effective goal attainment.

The direct source of variation in formal and structural arrangements is the
strategic decision-making process of the dominant coalition.

In using constructs of the Environmental school one has to pay attention to the
definition of those constructs and the quantification strategy in terms of
carefully-chosen research approaches and research material.

3.6 Summary
The following questions were answered in this chapter:

How can the design process of EDI systems be understood as seen through the
eyes of adherents to the Decision-making school?

®  Design is concerned with the discovery and elaboration of alternatives. It is the
second phase in a decision-making process after the intelligence phase and
before the choice phase. Actors behave in a bounded, or in a more specifically
procedurally-rational way in a decision-making process. Behaviour is
procedurally rational when it is the outcome of appropriate deliberation. Its
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procedural rationality depends on the process that has generated it. The
effectiveness of the decision-making process is then investigated by the
procedures for choosing actions, in the light of human cognitive powers and
limitations. The choice of procedural rationality implicates the use of an
empirically descriptive model of the design problem and the design process. The
process of decision-making is sometimes disorderly and is strongly influenced
by the distribution of power within and outside the organization. The outcome
of a decision-making process depends on four relatively independent streams:
problems, solutions, participants and choice opportunities.

How can the design process of EDI systems be understood as seen through the
eyes of adherents to the Environmental school?

Management is defined as the initiation, direction and control of purposeful
activities. Contingency management is concerned with the relationship between
relevant environmental variables and appropriate management concepts and
techniques that lead to effective goal attainment. There is a functional
relationship between designated environmental conditions and the appropriate
management concepts and techniques for effective goal attainment. The
environment does not cause the management concepts and techniques to occur:
the relationship is merely functional. The strategic decision-making process of
the dominant coalition plays a relevant role. The direct source of variation in
formal and structural arrangements is the strategic decision-making process of
the dominant coalition. Using constructs of the Environmental school one has to
pay attention to the definition of those constructs and the quantification strategy
in terms of carefully chosen research approaches and research material.
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4  DESIGN MANAGEMENT THEORY

4.1 Introduction

In chapter 2 the problem stated was investigated from a practical point of view. In
chapter 3 the problem stated was investigated from a theoretical point of view. Practice
and theory provide a foundation for a conceptual model with regard to the explanation
of EDI system-design success. This study follows the argumentation that a theory is a
necessary guideline in systematic research (see Van de Ven 1989; Whetten 1989). In this
chapter a theory will be developed called Design Management Theory for EDI systems.
This study integrates constructs of the two schools investigated and use these in an
interorganizational context. The following questions will be answered:

What are relevant constructs derived from the lessons learned from the Decision-
making and Environmental school in relation to the problem stated?

What are relevant propositions in that respect?

What are relevant variables in the research model?

What are relevant hypotheses in the research model?

In section 4.2 the lessons from the previous chapters will be summarized and the relevant
constructs and propositions will be described. Important constructs in that respect are
those of the contracting environment, contracting management, contracting success,
design environment, design management and EDI system-design success. In the next
sections 4.3 - 4.8 these constructs will be defined and refined into relevant variables and
indicators. In section 4.9 the relationships between the variables as hypotheses will be
presented.
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4.2 Constructs and propositions

A theory may be viewed as a system of constructs and variables in which the constructs
are related to each other by propositions and the variables are related to each other by
hypotheses (Bacharach 1989). Bacharach (1989:500) defines constructs as terms which,
though not observable either directly or indirectly, may be applied or even defined on
the basis of the observables. A variable may be defined as an observable entity which
is capable of assuming two ore more values. So, propositions state the relations between
the constructs, and on a more concrete level, hypotheses (derived from the propositions)
specify the relations between the variables. Theories are constrained by their specific,
critical, and bounding assumptions related to values, time and space. The goal of theory
is to diminish the complexity of the empirical world on the basis of explanations and
predictions (Bacharach 1989:513). In this section relevant constructs and propositions
will be identified. The constructs and propositions described are derived from the
previous two chapters. The lessons learned from the practical investigation of the
problem stated in chapter 2 were:

EDI systems are business facilities to exchange structured and normative data.
between computers of transactions-related organizations. The quality of EDI
systems seems to be of increasing importance. The development of EDI systems
in practice follows the information system life cycle and is project-oriented. Within
the development life cycle, processes and products could be distinguished. In
practice, attention is paid to strategic aspects of EDI. In most situations EDI is
introduced into organizations by way of pilot projects.

The lessons learned from the theoretical investigation of the problem stated belong to
two schools. It was learned from the Decision-making school:

Design can be defined as the discovery and elaboration of alternatives. Actors may
behave in a procedurally rational way in a design process. The effectiveness of the
design process can be investigated by the procedures involved in choosing to take
certain actions. The process of decision-making is sometimes disorderly and is
strongly influenced by the distribution of power within and outside the
organization.

The lessons learned from the Environmental school were:
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Design activities can be managed. Design management can be defined as the
initiation, direction and control of design activities. There seems to be a functional
relationship between designated, environmental conditions and the appropriate
management concepts and techniques for effective goal attainment. The
.environment does not cause the management concepts and techniques to occur: the
relationship is merely functional. The strategic decision-making process of the
dominant coalition plays a relevant role.

From these lessons and the problem stated in the introduction, this study integrates those
constructs into one research model which could explain the success or failure of EDI
system design. The basic unit of study is the EDI project. An EDI project is defined as
the interorganizational collection of resources to develop and implement a unique EDI
system. Three important distinctions will be made in the research model, bearing in mind
the lessons learned from the Decision-making school and the Environmental school.

The first distinction is made between contracting process and design process. The
contracting process is defined as: the course of contracting management and contracting
activities resulting in a cooperation contract for the development of an EDI system
between transactions-related organizations. The input of the contracting process is the
initiative taken by one or more organizations. The output of the contracting process is
the cooperation contract. The design process is defined as the course of design
management and design activities resulting in an EDI system design. The input of the
design process is the cooperation contract. There are also more autonomous inputs like
human resources, knowledge and information. This study focuses on the cooperation
contract as input. The output of the design process is the EDI system design.

The second important distinction is made between management and activities.
Management deal with the decision-making part of the process. Activities deal with the
execution part of the process. This study focused on the management component e.g.
contracting management and design management,

The third distinction is made between management and environment. Contracting
environment and design environment were distinguished.

The following constructs are of importance. First, the constructs were defined and in the
next sections they will be discussed in more detail.
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EDI system-design success. The problem stated deals with the question of success
or failure of EDI system design. The effectiveness of the design process can be
related to the product of that process viz. EDI system-design success. The construct
EDI system-design success is defined as the way the realized EDI system design
meets the planned requirements.

Design management. Design activities can be managed in terms of initiation,
direction and control. Appropriate management concepts and techniques can lead
to effective goal attainment in terms of EDI system-design success. The construct
design management is defined as decision-making dealing with the initiation,
direction and control of design activities.

Design environment. Effective design management is related to its context viz.
design environment. External EDI project variables have a functional relationship
with the (internal) design process within the EDI project. Design environment are
those external variables which have a functional relationship with the design
management within an EDI project.

Contracting success. The effectiveness of the contracting process can be related to
the product viz. if the organizations have been able to set up and specify an
interorganizational cooperation contract or agreement. The construct contracting
success is defined as the level of specification of the cooperation contract.
Contracting management. Contracting activities can be managed in terms of
initiation, direction and control. This study defines contracting management as
decision-making dealing with the initiation, direction and control of contracting
activities.

Contracting environment. Effective contracting management is related to its context
viz. contracting environment. External EDI project variables have a functional
relationship with the (internal) contracting process within the EDI project.
Contracting environment covers those external variables which have a functional
relationship with the contracting management within an EDI project.

The relationships between those constructs are derived from the lessons learned from
both of the schools investigated, see for example Achterberg (1986), Luthans (1976),
Simon (1982), Weill and Olson (1989). The following two propositions can be
formulated:

Proposition 1:  Contracting success is affected by contracting management and its

contracting environment.
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Proposition 2:  EDI system-design success is affected by design management, its design
environment and contracting success.

Now the constructs and propositions have been described, the general research model
will be presented, see figure 4.1. It illustrates the two propositions investigated in this
study.

contracting design
environment environment
v v
[ I
contracting contracting design EDI system
management ——- »1{ management »1 design success

Figure 4.1:general research model explaining EDI system-design success.

In the next sections the constructs will be refined on a more concrete level and relevant
variables which could represent the constructs will be chosen. The variables will be
further refined in indicators. Each of the constructs and their variables will be discussed
in the following sections. The hypotheses, as the specification of the relations between
the variables, are defined. The general research model will be discussed, working from
left to right, thus following the life cycle of an EDI system.

4.3 Contracting Environment

The construct contracting environment is refined into the variable level of
cooperativeness of the contracting environment e.g. the sector in which the EDI project
is situated. Level of cooperativeness of the contracting environment is defined as the way
organizations in the sector, related to the EDI project, are working together. In this
section the argumentation for this variable will be presented and will be refined by
looking for relevant ’level of cooperativeness’ indicators.

In the field of strategic management theory, many studies demonstrate the relationships
between environment and management, see Van Heck and Zuurbier (1989); and Zuurbier
and Van Heck (1991). For example, De Jong (1991) in his article ’Competition,
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concentration and the European Competition Policy’ tries to answer the question why
organizations start to cooperate. He presents a Competition Cycle Framework. He
identifies three important functions for every organization in a market economy:

An organization should organize its production process efficiently, that is to say
that an organization should combine its resources to arrive at the lowest costs;
An organization should remove uncertainties and control them as best they can;
An organization should introduce innovations.

These three organizational functions create a surplus value or margin. It is the creative
competition of phase 1. But in a market economy, the surplus value or margin will be
tempted into imitating and emulating competitors, this is phase 2. Internal and external
restructuring is required - especially for the losers. External restructuring is concentration
or cooperation. This is done to create structural conditions to overcome the threat or to
create a lead by a new fulfilment of the three functions. This is called the structural
competition of phase 3. The framework is timeless and spaceless, and identifies no
institutions for the regulation of market transactions. The framework does not identify
sectors. The key hypothesis of the framework is that: ’restructuring is a reaction to more
intensive competition (phase 1 and 2) and a condition for the start of a new competition
round (phase 3)’ (De Jong 1991). The growth cycle and market cycle influence the
competition process. Expansive growth cycles decrease the concentration level.
Stagnation and decline increase the concentration. De Jong (1991) demonstrates this for
the economies of (West) Germany, the United States and Japan. Besides growth cycles
there are shorter market cycles. They have a different pattern in sellers- and buyers
markets. De Jong argues that sellers markets, rather than buyers markets, motivate the
forming of strategic alliances and acquisitions and mergers. Strong organizations which
create margins in a sellers market, use these margins to buy lower-priced organizations
(sometimes competitors) in a buyers market. Weak competitors are keen to cooperate in
a declining market-cycle phase. De Jong (1991) also considers the institutional conditions
which can regulate the markets. These differences in institutional conditions influence
the behaviour of organizations. It was decided that the following indicators from De
Jong’s framework would be used. Each indicator is indicated by a letter and a number
related to the question in the questionnaire. The questionnaire will be discussed in detail
in chapter 5. The chosen indicators are :

D1  Level of competition between organizations. This indicator indicates the level of
intensiveness of the competition between organizations in one sector. If the level
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of intensiveness of the competition increases the level of cooperativeness of the
sector decreases.

D2 Stage of the growth cycle. This indicator indicates the growth of the sector. If the
sector is in a later stage of the growth cycle the level of cooperativeness of the
sector increases.

D3  Stage of the product/market cycle. This indicator indicates the growth for a specific
product/market combination. If the product/market combination is in a later stage
of the product/market cycle the level of cooperativeness of the sector increases.

Harrigan (1986) researched the cooperation process viz. the forming of joint ventures
between organizations. She examined 492 joint ventures and 392 other cooperative
strategies to uncover what makes them successful (or unsuccessful) and why they work
differently in different situations. Given shorter product lives, maturing domestic
economies, the explosive effect of technological improvements on communications,
computers, biotechnology, and other arenas where industrial boundaries were formerly
distinct, and given that many industries have become global in their scope of
competition, Harrigan addresses the problem of how managers are analyzing the use of
joint ventures. She constructed a Joint Venture Framework. The framework covers the
dynamics of relationships between:

(1) Owners as partners;

(2) Between owners and their ventures;

(3) Between the venture and its competitive environment as these concerns affect the
viability of joint-venture strategies for their owners.

The resources and attributes that partners will share with their venture affect both their
willingness to form a joint venture and each partner’s relative bargaining power therein.
Whether the bargain that partners strike in cooperating will take the form of a joint
venture (or other form of cooperative arrangement) depends on the bilateral bargaining
power among partners and on other forces (Harrigan 1980:31). This initial balance of
power will evolve over time due to the effects of many internal and external forces of
change. Bargaining power is determined by benefits, costs, resources, alternatives, need
and barriers. This indicator was chosen from Harrigan’s framework (1986):

D4 Level of bargaining power distribution between organizations. This indicator
indicates the distribution of bargaining power between the organizations in the
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sector. If the bargaining power is more distributed and not concentrated in one or
a few organizations the level of cooperativeness within the sector decreases.

Porter (1985) in his book ’Competitive advantage’ focused on the competition in the
branches. One of the elements is the coalition-forming in the branches. Coalitions are
long term agreements between organizations, which are situated between normal market
transaction and a total take-over. One of conditions for creating successful coalitions
seems to be the level of organization with regard to EDI in the sector. De Bruijn et al.
(1990) made it clear that the organization level, in terms of the existence of branch-
organizations and EDI organizations in the sector, is an important factor for the
successful introduction of EDI in one sector. They indicated that:

The existence of a good level of organization promotes the implementation of EDI;
The extent to which the existing (branch) organizations are accustomed and
prepared to cooperate determines the successfulness of EDI;

The existence of an EDI organization within the sector will be a condition for a
smooth implementation of EDI because it creates a certain awareness.

Therefore the following indicator was chosen:

D5  Involvement of Branch/EDI organizations. This indicator indicates the involvement
of branches and/or EDI organizations of the sector in the EDI project during the
contracting process. If there are branches and/or EDI organizations involved the
level of cooperativeness of the sector increases.

4.4 Contracting Management

The construct contracting management is refined in the variable level of contracting
management. The level of contracting management is defined as the way the decision-
making dealing with the initiation, direction and control of contracting activities is
controlled and measured. In this section the argumentation for this variable will be
presented and will be refined by looking for the relevant ’level of contracting
management’ indicators.

Again, in the field of strategic alliances or joint ventures, research focused on the
managing of these processes (Devlin and Bleakley 1988). For example, Schreuder and
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Van Witteloostuijn (1991:118), quoting Business Week (July 21, 1986), identified a
failing percentage of strategic alliances of 70%. They argue that a great percentage of
strategic alliances start as a success but finish as a failure. One form of strategic alliance
they identified is system integration. Schreuder and van Witteloostuijn (1991) describe
the case where organizations decide to partly design their strategic systems in a network
cooperation, for example hotel reservation systems or cooperative logistical systems. The
mix of internal control mechanisms and external affection mechanisms determined, as
they pointed out, the character of the strategic alliance. Huyzer et al. (1990) distinguish
phases within the process of strategic alliance. These phases are strategic analysis,
partner choice, implementation of the strategic alliance and the evaluation of the strategic
alliance. For each phase Huyzer et al. (1990) identify key factors. Some of these key
factors will be used as indicators for the level of contracting management. These key
factors are:

Strategic analysis. Worldwide developments, external analysis, product/market life
cycle, internal analysis, competitive advantage, strategic plan;

Partner-choice. Profile-definition, partner-search, partner-review, negotiations,
cooperation plan;

Implementation. Legal, fiscal and financial aspects, human resource management;
Evaluation. Objectives strategic alliance, objective partners.

Contracting management indicators
The following indicators are identified as essential to measure the level of contracting
management. These indicators are:

Cl1 Level of strategic planning. The level of strategic planning indicates if attention was
given to strategic aspects of the cooperation. If attention is given to strategic
aspects the level of contracting management increases.

C2  Level of costs/benefits attention. The level of costs/benefits attention indicates the
attention given by the organizations to the costs and benefits of EDI for the
organizations. If more attention is given to costs and benefits the level of
contracting management increases.

C3  Level of demonstrable benefits attention. The level of demonstrable benefits
attention indicates the attention which is given to demonstrate the benefits of EDI
for the organizations. If more attention is given to demonstrate benefits the level
of contracting management increases.
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C4  Level of partner choice. The level of partner choice indicates the way participating
organizations were chosen. If partner choice is done in a procedural way the level
of contracting management increases.

C5 Level of human resource management. The level of human resource management
indicates the way human resources were chosen to represent the organizations in
the contracting process. If the level of human resource management increases the
level of contracting management increases.

C6 Level of mutual trust between actors. The level of mutual trust and openness
indicates the atmosphere between the organizations during the contracting process.
If the level of mutual trust increases, the level of contracting management
increases.

C7 Level of planning. The level of planning indicates the way the contracting process
was systematically planned. If the contracting activities are more systematically
planned the level of contracting management increases.

4.5 Contracting Success

The construct contracting success is refined in the level of specification of the
cooperation contract. This paragraph focuses on that level of cooperation contract
specification.

Harrigan (1986) focused on the bargaining agreement which covers outputs, inputs,
control mechanisms, duration or stability of the agreement. As Humphrey (1989:420)
argues: once agreement is reached on requirements, it is necessary to agree on a plan
for the work and then to track progress against it. This plan may include documentation
and approval of the requirements and it must include the necessary verification to show
that the work has been done properly. These activities are essential with regard to
managing the process. Humphrey (1989:411), Huyzer et al. (1990:87) and Turner
(1990:287) elaborate on the specification of contracts. The following refinement was
chosen:

E4 Level of specification. The level of specification of the cooperation contract

indicates the number of aspects the cooperation contract deals with. If the level of
specification increases contracting success increases.
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4.6 Design environment

The construct design environment is refined into the variable level of stability of the
design environment e.g. organizations in the EDI project. Level of stability is defined
as the amount of turbulence and uncertainty with regard to the organizations in the EDI
project. In this section this variable will be discussed and will be refined by looking for
relevant ’level of stableness’ indicators.

Nolan (1979) was the first among researchers in the field of Information Management
who developed a stage model and identified the level of automatization of organizations
in his so-called Nolans stage theory. He argued that information technology (IT) is
absorbed by organizations following certain stages. He distinguished six stages: initiation,
contagion, control, integration, data administration and maturity. Each stage could be
distinguished by its view of automatization, the used soft- and hardware, and the
arguments for using IT. Although there are criticisms of the Nolan stage theory dealing
with the empirical falsificability, the validity of the theory has in fact been tested. Results
do not give a clear empirical evaluation. It seems to be interesting to investigate whether
the level of automatization of the participating organization influences the design
management within the EDI project.

De Bruijn et al. (1990) argue that the level of automatization is important with regard
to the applicability of EDI in a sector. They said that implementation of EDI:
Is easier if a number of partners have good information systems at their disposal;
Is easier if (bilateral) solutions already exist with regard to communication between
partners;
Is easier if universal codes exist.

Raymond (1990) investigated the organizational context and information systems’
success. He related organizational size, maturity, resources, time frame and IS
sophistication to user-satisfaction and system usage. The model was tested by means of
an empirical investigation of 34 small and medium-sized manufacturing firms. The
results indicate that while organizational time frame and IS sophistication have a direct
effect upon satisfaction and usage, the effect of size, maturity, and resources is mediated
by IS sophistication.
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Design environment indicators

Indicators were chosen related to the organizations participating the EDI project. These
organizations are the direct environment of the EDI project. The following indicators
were chosen:

Il Level of automatization. The level of automatization indicates in which stage of the
Nolan model organizations are and how they deal with automatization, If
organizations are in a higher Nolan stage, the level of stability of the organizations
increases.

12 Differences in automatization level. The differences in automatization level indicates
the differences between the organizations in terms of their automatization level
related to the automatization level of the other organizations. If the differences
decrease, the level of stability of the organizations increases.

13 Level of organizational changes. The level of organizational changes indicates the
organizational changes during the design process by the organizations. If there are
fewer organizational changes, the level of stability of the organizations increases.

14 Level of organization size. The size of the organizations indicates the number of
persons affiliated to the organizations. If the organization size increases, the level
of stability of the organizations increases.

A fifth indicator is added which might indicate the stableness, or more specifically the
uncertainty, of the environment, see for example De Bruijn et al. (1991a) and (1991Db).
It is related to the uncertainty about the legal and fiscal status of the (to be designed)
EDI messages during the design process. The indicator is:

IS  Level of uncertainty of legal/fiscal status of EDI messages. The level of uncertainty
indicates the uncertainty with regard to the legal status of the EDI messages to be
designed. If the status is more certain, the level of certainty of the organizations
increases.

4.7 Design management

The construct design management is refined in the variable level of design management.
The level of design management is defined as the way the decision-making dealing with
the initiation, direction and control of design activities is controlled and measured. In this
section this variable will be discussed and will be refined by looking for relevant ’level
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of design management’ indicators. First, this section focuses on the field of software
engineering. Second, the literature on the development of intra: and inter-organizational
information systems will be investigated. Third, the design management indicators will
be presented.

Management can be divided into three subsections. These are strategic management,
resource management and operational management. Strategic management deals with the
tuning of objectives and resources. Resource management deals with the buying and
maintenance of resources. Operational management deals with the planning of activities
to be executed and the methods and techniques to perform these activities, see
Kampfraath (1978); Kampfraath and Marcelis (1981); Bots et al. (1989); Bots et al.
(1990); Bots (1991); and Zuurbier et al. (1991). A clear distinction is made between
management and execution. Decisions are the result of managerial processes. Physical
changes are the result of executive processes. This section looks for the relevant level
of design management indicators. One of the first studies to investigate the management
of, what he called, the software process using a software engineering approach was
Humphrey (1989). Humphrey (1989:3) defines a software process as the set of tools,
methods, and practices we use to produce a software product. Software engineering is
the disciplined application of engineering, scientific, and mathematical principles,
methods, and tools for the economical production of quality software (Humphrey
1989:248). Humphrey presents in his book Managing the Software Process the so-called
Software Process Maturity Framework. This maturity framework was developed at the
Software Engineering Institute (SEI) of Carnegie Mellon University. It represents the
status and key problem areas of many software organizations. The framework roughly
parallels the quality maturity structure defined by Crosby (1979). It addresses the six
improvement steps by characterizing the software process into one of five maturity
levels. By establishing their organization’s position in this maturity structure, software
professionals and their managers can more readily identify areas where improvement
actions will be most fruitful. Before we discuss his framework the six basic principles
of software process change will be presented (Humphrey 1989:19). This study assumes
that those principles are also useful in the design process of EDI systems. The six basic
principles are:

Major changes to the software process must start at the top;
Ultimately, everyone must be involved;

Effective change requires a goal and knowledge of the current process;
Change is continuous;
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ty Framework itself represents levels. The five levels of

| process, the repeatable process, the defined process, the
timizing process. The primary objective is to achieve a

controlled and measured prbcess as the foundation for continuing improvement.

Humphrey (1989) will be foll

The Initial Process (level 1)

bwed in his description of the five maturity levels.
|

The initial process should be called ad hoc, as it is often chaotic. At this stage the
organization typically operates without formalized procedures, cost estimates, and project
plans. Organizations at the initial process stage can improve their performance by
instituting basic project co itrols. The most important are project management,
management oversight, qualitﬂ_' assurance, and change control.

The Repeatable Process (level 2)

The repeatable process has on

e important strength that the initial process does not have.

It provides control over the way the organization establishes its plans and commitments.
The key actions required to advance from the repeatable to the next stage known as the

defined process, are the estd

development process archite
engineering methods and tech

The Defined Process (level 3)

With the defined process, the

continuing progress. The foun
and deciding how to improv
little data to indicate how muc
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minimum basic set of process
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\blishment of a process group, the establishment of a
cture, and the introduction of a family of software
nologies.,

organization has achieved the foundation for major and
ation has now been established for examining the process
it. The defined process is still only qualitative: there is
h is accomplished or how effective the process is. The key
m the defined process to the next levels are: establish a
measurements to identify the quality and cost parameters

!

of each process step, establish a process database and the resources to maintain it,
provide sufficient process resources to gather and maintain this process data and to
advise project members on its use, and assess the relative quality of each product and
inform management where quality targets are not being met.
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The Managed Process (level 4)

In advancing from the initial process through the repeatable and defined processes to the
managed process, software organizations should expect to make substantial software
quality improvements. The greatest potential problem with the managed process is the
cost of gathering data. The two fundamental requirements for advancing from the
managed process to the next level are the need to support the automatic gathering of
process data and the need to use process data both to analyze and to modify the process
to prevent problems and improve efficiency.

The Optimizing Process (level 5)
In the optimization process, the data is available to tune the process itself. With a little
experience, management will soon see that process optimization can produce major
quality and productivity benefits.

Table 4.1 summarizes the basic characteristics of each process level and the actions
required to graduate to the next higher level of maturity.

Table 4.1: levels of sofiware process maturity (Humphrey 1989:56).

Levels of maturity Characteristics Required actions

Level 5 - Optimizing Quantitative basis for continued Continued smphasis on process

capital investment in process measurement and process methods
autcomation and improvement for error prevention

Level 4 - Managad Quantitative - reasonable Quantitative productivity plans,
statistical control over product tracking, instrumented process
quality environment,, economically

Jjustified.

Level. 3 - Defined Qualitative - reliable costs and Establish process measurements
schedules, improving but and quantitative quality goals,
unpredictable quality performance plans, measurements and tracking.

Level 2 - Repeatable Intuitive - cost and quality Develop process standards and
highly variable, reascnable definitions, assign process
control of schedules, informal rasources, establish methods
and ad hoc process methods and {requirements, design,
procedures inspection and test)

Level 1 - Initial Chaotic - unpredictable cost, Planning (size and cost estimates
schedule, and quality and schedules), performance
pexformance tracking, change control.

commitment management. Quality
assurance
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Humphrey (1989:445) divides software process improvement actions into 15 categories
or indicators, which are further grouped into 4 major topics. These topics and their
indicators are:

Organization. This deals with management leadership of (software) organizations.
This leadership is typically exercised through policies, resources allocation,
management oversight, communication and training. Policies state the basic
principles of organizational behaviour. The organization structure establishes basic
responsibilities and allocates resources. Management oversight concerns
management awareness of organizational performance. Communications deals with
the means to ensure available knowledge to support timely action. Training ensures
that the software professionals are aware of and capable of using the pertinent
standards, procedures, methods and tools. So important indicators are policy,
resources, oversight, communication, and training,.

Project management. This deals with the normal activities of planning, tracking,
project control, and subcontracting. Planning includes the preparation of plans and
the operation of the planning system. The tracking and review systems ensure that
appropriate activities are tracked against plan and that the deviations are reported
to management. Project control provides for control and protection of the critical
elements of the software project and its process. Subcontracting concerns the means
used to ensure that subcontracted resources perform in accordance with established
policies, procedures, and standards. In short, important indicators are planning,
tracking, project control, and subcontracting.

Process management. With improving organizational maturity, a process
infrastructure is established to provide uniform support and guide the project’s
work. This involves process definition, process execution, data gathering and
analysis, and process control. The process definition provides a standardized
framework for task implementation, evaluation, and improvement. Process
execution defines the methods and techniques used to produce quality products.
Analysis deals with measurements carried out on software products and processes
and the uses made of this data. Process control concerns the establishment of
mechanisms to assure the performance of the defined process and process
monitoring and adjustment where improvements are needed. In short, important
indicators are definition, execution, analysis, and control.
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Technology. This topic deals with technology insertion and environments.
Technology insertion covers the means to identify and install necessary technology,
while environments include the tools and facilities that support the management and
execution of the defined process. In short, important indicators are technology
insertion and technology environment.

Humphrey (1989) built the framework to identify maturity levels of software
development in software organizations, see also Van Genuchten (1990). In this research
the framework will be used to identify the level of design management. It will be used
in a non-software organizational context. This framework is usable because:

In the design process automatization departments of independent organizations work
together. They are comparable with software organizations;

The design process is taken up for a great deal by the software domain of an EDI
system.

Humprey’s indicators were chosen to be relevant for the level of design management.
But other indicators seems to be relevant too. Therefore literature on empirical research
on intra-organizational and inter-organizational information systems will be investigated.

Intra-organizational information systems
First some results will be discussed related to empirical research on intra-organizational
information systems.

Lucas (1975) tries to answer the question as to why information systems fail. In his
descriptive research model three indicators are central: user attitude and perceptions, use
of a system and performance. He concludes that:

Various user-oriented policies of the information systems department for systems
design and operations are associated with favourable user attitudes and perceptions
of systems. The technical quality of the systems is also positively related to
favourable user attitudes and perceptions of information systems;

Favourable user attitudes and perceptions and high technical systems quality are
associated with high levels of use of an information system;

Findings with regard to user performance support the classification of information
into problem-finding and problem-solving categories.
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Ives and Olson (1984) give an overview of research on user involvement and MIS
success. They compared 22 studies on this subject. In these studies system success was
measured in four different ways: system quality, system usage, perceived
quality/information satisfaction, changes in user behaviour/attitudes. Eight studies show
a positive relationship between user involvement and MIS success, seven studies show
a positive and negative relationship, and the remaining seven studies show negative or
non-significant results. Ives and Olson conclude that much of the existing research is
poorly grounded in theory and methodologically flawed; as a result, the benefits of user
involvement have not been convincingly demonstrated (p.586). And the common wisdom
of user involvement suggests that it is appropriate for unstructured problems or when
user acceptance is important (p.601).

Srinivasan and Kaiser (1987) were interested in the relationships between selected
organizational factors and systems development. They focused on the available resources,
external influences on the development process, and the project teams’ exposure to
information systems. They conducted interviews with systems managers from 28 large
private firms and systems project group members completed questionnaires. The results
indicate that human resources affect the development process positively, but increased
financial resources are related to team disagreement. The degree of external influence
on the system development effort needs to be carefully monitored and controlled.
Systems exposure in the firm allows an increase in the degree of awareness among
project group members about the different problems encountered by users and systems
staff.

Riesewijk and Warmerdam (1988) researched success and failure factors governing
automatization projects. They concentrated on the role of external automatization experts
and the social-organizational aspects of automatization projects. With the help of a survey
of 67 organizations and 7 case studies they concluded that project documentation, user-
participation, management consultation, user-consultation and periodical reporting are
important factors, see also Martens and Riesewijk (1990).

Tait and Vessey (1988) researched the effect of user involvement on system success.
They report results of a field study, conducted on 42 systems, that investigated the role
of user involvement and factors affecting the employment of user involvement on the
success of system development. System impact and user attitudes, system complexity and
resource constraints were the independent variables. The results show that high system
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complexity and constraints on the resources available for system development are
associated with less successful systems.

Heemstra (1989) researched the estimation and control of software development costs.
In a field study in the Netherlands 597 organizations filled in a questionnaire with
questions concerning the estimation and control of software development. In his study
Heemstra (1989:58) concluded that:

84

35% of the responding organizations did not estimate budgets for their software
projects. For projects larger than 200 man months a budget was drawn up in 100%
of the cases;

65% of the responding organizations made estimates, 62% of them based the
estimates on intuition and experience;

50% of the responding organizations did not register any information on the
project;

57% of the responding organizations did not calculate;

There seems to be a difference between small and large projects with regard to the
way projects exceed their budgets and delivery times. Large project exceed it in
50% of the cases. This is significantly higher than small projects;

If a budget is prepared, in most cases the budget is not differentiated according to
the different phases or activities of the project. In most cases a budget is prepared
for the project only once. For organizations which focus on large projects (more
than 200 man months) this is a significant difference. These organizations prepare
a budget for 50% of their projects more than three times during the project. For
80% of these projects they differentiate this budget to phases and activities;

The budget is prepared by the management and/or the project leader. In a few
cases project members or the principal is involved;

In preparing a budget they focused on the estimated spending of money, the
amount of time and the number of personnel. On subjects like estimated percentage
re-usability, statements on the needed capacity in terms of software and hardware
were made in only a few cases;

There are 65 organizations providing budgets based on data from finished projects
but they also indicated the non-registration of data on certain projects;

Only 16% of the budgeting organizations make use of a budget model, 75% of the
users combine a budget model with an analogy method, 15% of the users combine
a budget model with an expert method. Eighteen of the 51 model users did not
calculate. So their budget model is validated intuitively.
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Heemstra (1989) made a ranking of important factors which influence the costs, effort
and lead time involved in software development. In his study no attention was paid to
the quality of information systems. An analysis of these factors shows that they relate
to one of the following five aspects:

The product to be developed;

The development staff;

The tools;

The project organization;

The user.

He has developed a typology for controlling and estimating software. In the typology a
distinction is made between four different control situations. Which of these applies to
a specific software development situation is determined by the characteristics of the
software to be developed, the process to be implemented and the resources required.

Inter-organizational information systems

Secondly, this section focuses on some recent empirical research on inter-organizational
information systems. It is only in recent years that empirical research has concentrated
on inter-organizational information systems (I0S). In the literature a few factors are to
be found governing the success or failure of I0S design.

Van der Vlist (1987) researched telematic networks. In 5 case studies he analyzed the
development of these telematic networks. He formulated 10 basic rules for the initiation
and development of telematic networks. These basic rules are focused around the
organization of the cooperation between participating organizations in a development
project. For example, one of the rules is that the form of cooperation has to be described
in detail. Only in a win-win situation will the forming of a telematic network be
successful. He suggests an incremental, step-by-step approach which is centered around
a pragmatic change strategy.

Benjamin et al. (1990) distinguished two critical factors with regard to the development
of effective EDI applications in three case studies. The first one is the existence of
industry standards and the second one is the firms’s ability to manage necessary changes
in the organizational structure and work processes.

In his research Wierda (1991) focused on the joint conceptualization task in developing
inter-organizational information systems (I0S). With the help of four case studies, he
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found joint conceptualization was considered to be controversial. A main aim of joint
conceptualization in an IOS effort would be to inflict the convergence of the conceptual
models of the participants. He concludes that ’joint conceptual modelling has shown to
be a viable approach for achieving consensus among the participants in efforts to develop
inter-organizational information systems’.

Design management indicators
Design management indicators were chosen from the Humphrey framework and from the
relevant literature. Each of the chosen indicators will be defined:

H1

H4

Hé6

H7
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Level of policy. The level of policy indicates the attention paid by top management
to specifying policy starting-points. If more attention is given to policy statements,
the level of design management will increase. This is one of the categories of the
Software Process Maturity Framework.

Level of oversight. The level of oversight indicates the way top management gained
an overview of the design process. Management overview concerns management
awareness of organizational performance. If top management gains more of an
overview, the level of design management will increase. This is one of the
categories of the Software Process Maturity Framework.

Level of resources. The level of resources indicates the attention given to resources
involved in the design process. If more attention is given to resources, the level
of design management increases. This is one of the categories of the Software
Process Maturity Framework.

Level of human resources constraints. The level of human resources constraints
indicates the attention given to human resources constraints during the design
process. If more attention is paid to human resources constraints, the level of
design management increases. This indicator was derived from Srinivasan and
Kaiser (1987), Tait and Vessey (1988) and Raymond (1990).

Level of experience. The level of experience indicates the experience or knowledge
was available on EDI during the design process. If there is more experience
available, the level of design management increases. For example Beers (1991)
focused on the availability of knowledge.

Level of representation of actors. The level of representation of actors indicates the
way the organizations were represented in the design process. If the organization
is well represented there, the level of design management increases.

Level of communication. The level of communication indicates the way designers
and end-users communicated. If more attention is given to communication, the level
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of design management increases. This is one of the categories of the Software
Process Maturity Framework.

Level of training. The level of training indicates that the software professionals are
aware and capable of using pertinent standards, procedures, methods, and tools.
If training is more specified, the level of design management increases. This is one
of the categories of the Software Process Maturity Framework.

Level of planning. The level of planning indicates the attention which was given
to planning (the preparation of plans and the operation of the planning system). If
more attention is given to planning, the level of design management increases. This
is one of the categories of the Software Process Maturity Framework.

Level of tracking. The level of tracking indicates the way the design process was
tracked, for example, by review systems which ensure that appropriate activities
are tracked against plan and that deviations are reported to management. If more
attention is given to tracking, the level of design management increases. This is
one of the categories of the Software Process Maturity Framework.

Level of project control. The level of project control indicates the attention given
to control and protection of critical elements of the project and its process. If there
is more emphasis on project control, the level of design management increases.
This is one of the combined categories of the Software Process Maturity
Framework.

Level of subcontracting. The level of subcontracting indicates the means used to
ensure that subcontracted resources perform in accordance with established policies,
procedures and standards. If the subcontracting is more specified, the level of
design management increases. This is one of the categories of the Software Process
Maturity Framework.

Level of connection on internal decision-making. The level of connection between
intra-organizational and inter-organizational decision-making indicates the tuning
between those decision-making processes. If there is more tuning, the level of
design management increases.

Level of definition. The level of process definition indicates whether a standardized
framework for task implementation, evaluation, and improvement is in existence.
If the process is more defined, the level of design management increases. This is
one of the categories of the Software Process Maturity Framework.

Level of execution. The level of process execution indicates the methods and
techniques used to produce quality products. If those methods and techniques are
implemented more often, the level of design management increases. This is one of
the combined categories of the Software Process Maturity Framework.
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Level of analysis. The level of analysis indicates the attention paid to the analysis
of the design process in terms of used resources, costs, and realized quality. If
more attention is given to analysis, the level of design management increases. This
is one of the categories of the Software Process Maturity Framework,

Level of control. The level of process control indicates the establishment of
mechanisms to assure the performance of the defined process and process
monitoring and adjustment where improvements are needed. If more attention is
given to control, the level of design management increases. This is one of the
categories of the Software Process Maturity Framework.

Level of technology insertion. The level of technology insertion indicates the means
to identify and install the necessary technology. The more technology inserted the
higher the level of design management. This is one of the categories of the
Software Process Maturity Framework.

Level of technology environment. The level of technology environment indicates
the tools and facilities that support the management and execution of the defined
process. If the technology environment is specified, the level of design management
increases. This is one of the categories of the Software Process Maturity
Framework.

The conceptual model also focuses on operational management referring to the five
domains of an EDI system: technical, software, data, users, and organizational. These
domains were discussed in chapter 2. Technical architecture deals with the technical
domain. Standard software design deals with the software domain. Datamodelling design
and message standardization design are related to the data domain of EDI. User
involvement deals with the user domain. Organizational design deals with the
organizational or procedural domain. The indicators are:

H20

H21
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Degree of interest in technical architecture design. The degree of interest in
technical architecture design indicates the use of a common, simple and transparent
technical architecture. It is related to the technical domain of EDI systems. If more
interest is shown in technical architecture design, the level of design management
improves. Lucas (1975), Tait and Vessey (1988) and Hice (1991) raised this item.
Degree of interest in datamodelling design. The degree of interest shown in
datamodelling design indicates an interest in modelling the data interchange
between organizations by achieving consensus among the participants in the design
group using data-modelling techniques. It is related with the data domain of EDI
systems. If more interest is shown in data modelling, the level of design
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management increases. This item was mentioned by Hofman (1989), Van Heck et
al. (1991) and Wierda (1991).

H22 Level of use of message standardization. For national and international data
interchange it seems to be relevant to structure messages with the help of
international standards like EDIFACT (ISO 1988) and Ediforum (1990:223). Hice
(1991) argues that the organization must adopt a complete set of standards, which
should be of the 'open system’ variety, such as those publicized by the
International Standards Organization (ISO), so that a wide range of hardware and
software choices are available for implementation. If more message standardization
is used, the level of design management increases. This indicator is related to the
data domain of EDI.

H23 Level of use of standard EDI sofiware. With the help of standard application
software it is possible to implement EDI. There are several standard software
applications, see Ediforum (1990:131). If more standard EDI software is used, the
level of design management increases. This indicator deals with the software
domain of EDI.

H24 Level of user involvement. The level of user involvement indicates the intensiveness
with which users were involved in the design process. For example, Ives and Olson
(1984) concentrated on this item. Baroudi et al. (1986) concluded that: ’In total,
the careful construction of this study permits the tentative conclusion that user
involvement in system development leads to increased user information satisfaction
and increased system usage’. If users are more involved, the level of design
management increases. This indicator deals with the user domain of EDI systems.

H25 Level of attention to organizational design. System development activities tend to
overlook the fact that organizational roles, job content, autonomy, work loads, and
so on, can be radically affected by changes in the other EDI domains, see for
example Lyytinen and Hirschheim (1987:278). If more attention is given to
organizational aspects within the design, the level of design management increases.
This indicator is relevant to the organizational domain of EDI systems.

4.8 EDI system-design success

In this section EDI system-design success will be refined. EDI system-design success
will be considered from a project-auditing point of view. A project audit is a formal and
systematic examination of the performance of an ongoing project as compared to its
requirements (Turner 1990:16). To this end, the project auditor investigates the
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underlying records, the tangible results of work done, the project management, the
project methodology and techniques, and the organization and controls. This enables the
project auditor to report a firm opinion regarding the five principle objectives of each
project audit (Turner 1990:16). These five principle objectives are:

M
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The current status of the project at the time of the project audit as compared to the
contractor’s and customer’s contractual obligations and management expectations;
The forecast status of the audited project at various future times as compared to
the contractor’s and customer’s contractual obligations and management
expectations;

The critical management issues that may have a negative effect on the fulfilment
of the contractor’s and customer’s contractual obligations and management
expectations;

The exposure to risks and potential for losses arising from the nature of the project
and the contract for both the customer and contractor;

The lessons which can be usefully applied to other projects within the organization.

There are many ways of viewing the success or failure of an EDI system design.
Lyytinen and Hirschheim (1987) identify four major categories of definitions of failure
in the literature related to information systems (IS). These four major categories are:

¢y
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Correspondence failure. Correspondence failure is the most popular notion of IS
failure, and typically expresses management's view of IS failure. Its main premise
1s that design objectives are stated in advance, and if these are not met, the IS is
a failure. Lyytinen and Hirschheim (1987) consider that:

- There have been ISs which met their objectives, but when viewed globally
they could hardly be construed as successful.

- Many researchers have pointed out that management objectives are
ambiguous, only expressing broad hypotheses for action. For this reason
objectives tend to be fragmentary, conflicting, and their interpretation is
context-driven. Objectives can also be ambiguous due to the low quality of,
and bias in, requirements specification or due to conflicts in management
perception and associated bargaining. In many cases it is difficult, if not
impossible, to observe any correspondence objectively.

- Even it were possible to represent management objectives accurately, the
difficulties in accurate measurement of IS performance are far from trivial.
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In fact, the problems involved in verifying and validating measurement
instruments are immense.

Process failure. In many situations when the IS cannot be produced within given
budget constraints, it results in what is called a ’process failure’. The concept of
process failure captures two related but distinct aspects of unsatisfactory
performance in producing the IS. First, if the IS development process cannot
produce any workable system, it is without doubt a failure. Usually this would
involve unresolvable problems in designing, implementing, or configuring the IS.
Second, and the more common aspect of process failure, is when the process
produces an IS, but one which involves vast amounts of overspending both in cost
and time, thus limiting or negating the global benefits of the system.

Interaction failure. Because of the problems in measuring IS objectives, some
researchers have suggested that a low level of IS use can be used as surrogate for
IS failure. Some related measures are user attitudes and user satisfaction. Primary
attention is given to users’ interactions with the system, this failure concept is
termed ’interaction failure’.

Expectation failure. In this category an information system failure is defined as the
’inability of an IS to meet a specific stakeholder group’s expectations’. It stresses
the importance of understanding how various stakeholders perceive and comment
on the value of the IS: failure is the embodiment of a perceived situation.

A combination of correspondence, process and expectation failure is worked out by
Turner (1990:36). He argues that there are different viewpoints on minimum
requirements to the positions of the various parties involved with the project. Important
requirements are contract minimum requirements (CMR), user minimum requirements
(UMR), contractor minimum requirements (COMR), project manager minimum
requirements (PMMR), technician minimum requirements (TMR) and legal minimum
requirements (LMR). The main viewpoints on minimum requirements are those of the
contract (CMR), the user needs (UNMR), and the contractor (COMR). Turner (1990:38)
compared these viewpoints and stated that:

If the contract’s minimum requirements are exceeded, the usual result is that the
results are satisfactory. The exceptions are when the contract does not meet the
minimum requirements in terms of user-needs in a material way because these were
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not properly included in the contract. The contractor may have wanted the product
to exceed the CMR because it was to be used for other purposes.

If the contract’s minimum requirements are met, the normal result is that all parties
are satisfied. However, the same conditions apply as did in the case where the
contract’s minimum requirements were exceeded. As just meeting the CMR does
not leave much room for error, it is more probable that the user-needs or
contractor-expectations will not be fully met.

If the contract’s minimum requirements are not met then there is a high probability
that the minimum requirements in terms of user’s needs and contractor-expectations
have not been met. In rare cases, this will not be the case when the contract
included user-wants that were not really user-needs and this was later realized by
the user.

Three dimensions of design success can be identified from the contribution of Project
Auditing and the view of contract minimum requirements (CMR). These three
dimensions are the quality of the product, the cost of its development, and the delivery
time (Turner 1990:38). This study specifies these dimensions in the quality of the EDI
system design, the cost of its design and the delivery time of its design. Along these
dimensions the actual outcome will be compared with the planned or budgeted outcome.
The planned outcome can be specified in the cooperation contract as the output of the
contracting process. Each of the dimensions will be discussed.

Quality dimension of EDI system design

The quality dimension was discussed in detail in chapter 2. There, a report was given
of how Delen and Rijsenbrij (1990a and 1990b) formulated a consistent overview of
quality attributes related to different stakeholder groups. They specify the product quality
of information systems. They distinguish dynamic quality attributes of information
systems (for the user) and static quality attributes of information systems (for the
developer and administrator of systems). Dynamic attributes are reliability, continuity,
efficiency, and effectivity. Static attributes are flexibility, maintainability, testability,
portability, connectivity, re-usability and suitability of infrastructure. The quality of the
EDI system design will be defined as the ratio between the planned versus the realized
dynamic and static quality attributes of the EDI system design.

Costs dimension of EDI system design
The costs of the EDI system design can be specified, for example, into the cost of
personnel resources, cost of administration resources, cost of travelling, cost of housing.
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The planned costs of the EDI system design will be defined as the costs needed to fulfil
the EDI design process as specified in the cooperation contract. The realized costs of the
EDI system design will be defined as the actual costs needed to fulfil the EDI design
process.

Time dimension of EDI system design

The planned delivery time of the EDI system design is defined as the planned delivery
time of the EDI system design as specified in the cooperation contract. The realized
delivery time of the EDI system design is defined as the actual delivery time of the EDI
system design.

EDI system-design success
Indicators for EDI system-design success are:

Planned versus realized dynamic and static quality attributes of the EDI system
design;

Planned versus realized costs of the EDI system design;

Planned versus realized delivery time of the EDI system design.

Besides the indicators showing the three dimensions of contract minimum requirements
(CMR), the project manager minimum requirements (PMMR) were also estimated. These
requirements are subjective. The project manager has to indicate the level of success of
the contract and the level of success of the EDI system design.

4.9 Hypotheses

The constructs of the general research model are refined into variables. The propositions
of the general research model are refined into hypotheses. The variables and hypotheses
form the specific research model, which is presented in figure 4.2. Eight hypotheses are
presented for the relationships between the variables in the specific research model. The
hypotheses will be tested in this study. In table 4.2 the independent and dependent
variables of the hypotheses are presented.

In statement form, the hypotheses are formulated as follows, see also table 4.2:
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Figure 4.2:specific research model and hypotheses (for H3b, H4b and H4c only
direct relationships are shown).

H1: As the level of design management increases, the level of EDI system-design
success increases.

H2: As the level of stability of the design environment increases, the level of design
management increases.

H3a: As the level of contracting success increases, the level of design management
increases.

H3b: As the level of contracting success increases, the level of design management and

the level of EDI system-design success increases.

H4a: As the level of contracting management increases, the level of contracting success
increases.

H4b: As the level of contracting management increases, the level of contracting success
and the level of design management increases.

H4c: As the level of contracting management increases, the level of contracting success

and the level of design management and the level of EDI system-design success
increases.

H5: As the level of cooperativeness of the contracting environment increases, the level
of contracting management increases.
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Table 4.2: hypotheses tested in this study.

Independent. variable(s)

Dependent variable

Hypothesis Direction

design management. EDI system-design success H1 +
design environment design management H2 +
contracting success design management H3a +
contracting success &
design management EDI system-design success H3b +
contracting management contracting success Hé4a +
contracting management &
contracting success design managemsent H4b +
contracting management &
contracting success &
design management EDI system-design success Héc +
contracting environment contracting management BS +

In part 2 of this study these hypotheses will be tested.

4.10 Summary

The following questions were answered in this chapter:

. What are relevant constructs derived from the lessons learned from the Decision-

making and Environmental school related to the problem stated?

®  Arguments were given for choosing the constructs: contracting environment,
contracting management, contracting success, design environment, design
management, EDI system-design success.

. What are relevant propositions in that respect?

®  Two propositions are relevant and will be investigated:

Proposition 1:  Contracting success is affected by contracting management and
its contracting environment,
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Proposition 2:  EDI system-design success is affected by design management, its
design environment and contracting success.

What are relevant variables in the research model?

Relevant variables of each of the constructs were specified. Variables were refined
into indicators.

The construct contracting environment is further refined into level of
cooperativeness of the contracting environment ¢.g. the sector related to the EDI
project. The indicators are level of competition between organizations, stage of
growth cycle, stage of product/market cycle, level of bargaining power between
organizations, level of organization with regard to EDI in the sector.

The construct contracting management is further refined into level of contracting
management. The indicators are: level of strategic planning, level of costs/benefits
of EDI, level of demonstrable benefits, level of partner choice, level of human
resources, level of mutual trust, level of planning.

The construct contracting success is further refined into the variable specification
of the cooperation contract. Indicators are specified contract aspects.

The construct design environment is further refined into level of stability of the
design environment e.g. the organizations cooperating in the EDI project. The
indicators are: level of automatization, level of difference in automatization, level
of organizational changes, level of organization size, level of status uncertainty.

The construct design management is further refined into level of design
management. There are twenty-five indicators distinguished ranging from level of
policy to level of organizational design.

The construct EDI system-design success is further refined into three dimensions:
quality, costs, time. The indicators are: planned versus realized quality, planned
versus realized costs and planned versus realized delivery time of the EDI system
design.
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What are relevant hypotheses in the research model?

Eight hypotheses are formulated expressing the relations between the distinguished
variables. In part II of this study those hypotheses will be tested.
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PARTI THEORY TESTING

"Few propositions of science are directly verifiable as true. In fact, none
of the important ones are. For the most part they concern unobservable

entities, such as molecules and atoms, electrons and protons,
chromosomes and genes.’

- Irving Copi, Introduction to Logic -

’Since all motion is relative, you may take any body you like as your

standard body of reference, and estimate all other motions with
reference to that one.’

- Bertrand Russell, The ABC of Relativity -






5  SURVEY RESEARCH INTO EDI PROJECTS

5.1 Introduction

An old English proverb says that the proof of the pudding is in the eating. Therefore the
specific research model will be put to the stringent test of empiricalness. In this part the
research model, built in part I, will be tested. Weill and Olson (1989) suggest that in
the field of information systems research, a wider selection of methodologies should be
used, including qualitative case studies, ethnographic studies, longitudinal studies and a
combination of qualitative and quantitative measures in the same study. In this study a
combination of qualitative and quantitative measures was used. Chapters 5 and 6 deal
with the quantitative approach viz. survey research. Chapters 7 and 8 deal with the
qualitative approach viz. case study. This chapter tries to answer the following questions:

How can the research model be measured in a quantitative way?

What is the quality of the measuring-instrument?

How can the data be analyzed with the help of which data analysis method?
Are the data suitable for those data analysis methods?

In section 5.2 the research approach and material will be described. EDI project
managers of 35 Dutch EDI projects were interviewed in a structured interview setting
using a questionnaire. In section 5.3 the measurement of the model variables will be
discussed. In section 5.4 the quality of the questionnaire as measuring instrument in
terms of validity and reliability will be investigated. In section 5.5 the multi-variate
analysis methods used as methods of data analysis will be described.
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5.2 Research approach and material

Galliers (1990) argues that the survey, descriptive/interpretive and action research
approaches appear to have the widest applicability in information systems’ research. In
Galliers revised taxonomy the traditional approaches like case study, survey, simulation
and game/role playing and also the newer, interpretivist approaches like descrip-
tive/interpretive and action research are relevant for theory testing. For theory testing,
a quantitative scientific approach was chosen, the survey research, and a qualitative
scientific approach, the case study. The qualitative approach will be discussed in chapter
7.

Survey

In the survey the hypotheses, described in chapter 4, will be tested using a questionnaire
in a structured interview setting. The questionnaire is described in more detail in section
5.3. This research study follows that used in the majority of previous studies on intra-
organizational information systems (Alter 1978; Edstrom 1977; Olson and Ives 1981;
Tait and Vessey 1988). If carefully designed, surveys are a good means of looking at a
great number of variables and they can provide a reasonably accurate description of real
world situations (Galliers 1990). Given large sample sizes, there could be an argument
for (statistical) generalization. Galliers (1990:162) warns that: 'Surveys are essential
’snapshots’ of practices, situations or views at a particular point in time..’...’"However,
little insight is usually gained regarding the causes or the processes behind the
phenomena under study’. In, addition, there remains the likelihood of bias on the part
of the respondents (especially those filling in the questionnaires, for example because
they are self-selecting), on the part of the researcher, and in relation to the moment in
time when the research is undertaken (Galliers 1990). The specific research model of this
study will give insight into the causes behind the phenomena or the processes behind the
phenomena. In addition to the bias problems this study opted for a survey in a structured
interview setting. Strengths of a structured interview setting are that (1) more difficult
questions had to be answered by the project manager, (2) the answers can be checked
by open questions, (3) interpretation problems posed by the questions can be reduced.

EDI projects

The sample consisted of 35 Dutch EDI projects. First, 50 EDI projects were selected
from 91 EDI projects, as was taken stock by Ediforum (1991). The following sectors
were related to the selected projects : agriculture, industry, construction, trade,
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transport/storage, banking/insurance, healthcare, government, and others. The selection
criterium was that the EDI project should recently have finished the design process.

EDI project managers

It was decided that project managers of EDI projects should be interviewed. The
following arguments were used to chose project managers of EDI projects as main
information sources:

Project managers can indicate the level of outcome of the design process of the
EDI system design in terms of quality, costs and delivery time;

Project managers can indicate the level of outcome of the contracting process in
terms of the level of specification of the cooperation contract;

Project managers can indicate the level of cooperativeness of the contracting
environment, the level of contracting management, the level of stability of design
environment and the level of design management;

Project managers of different EDI projects are comparable in the sense that their
positions in terms of function and activities are more or less equal.

The weakness of this approach lies in the bias of project managers. The results of the
EDI project are related to a high degree to the position and status of the project
manager. Therefore the choice was made to design an objective measuring instrument
of contracting success and EDI system-design success, and to accurately specify each
level of contracting environment, contracting management, design environment and
design management. It was assumed that the bias of the project managers worked for all
EDI projects in the same direction and that the relative value of the model variables of
the EDI projects was important.

Names and addresses of EDI project managers were obtained from Ediforum (1991). The
project managers of these projects were sent a letter about the research project. Then
they were contacted by phone and asked to collaborate with the research. If they were
willing to collaborate an appointment was made and a structured interview was held.
Finally, 36 appointments for interviews were made, of which 35 interview results proved
appropriate. An analysis of response and non-response is given in section 6.2. The
interviews lasted for between one- and-a-half and two hours. The interviews were done
by a research-assistant or the researcher. Both were experienced in taking interviews.
After each interview the research-assistant and the researcher discussed the results.
Interviews were held in the period December 1991 - February 1992. Project managers
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kept a copy of the questionnaire to compare their results with the final results of this
study. In this study the results of the projects were described anonymously.

5.3 Measurement of the model variables

This section discusses the scales used in this questionnaire and the way in which the
model variables are measured will be explained.

In measurement, five different types of scales are considered; a nominal, ordinal,
interval, ratio and absolute scale (Churchill 1987). A person’s social security number is
a nominal scale, as are the numbers on football jersies, lockers, and so on. An ordinal
scale not only implies identity but also order. An example would be the assignment of
the number ’1’ to denote primary school children and "2’ to denote secondary school
children. Measurement with an interval scale implies that the differences between the
intervals can be compared. One classic example of an interval scale is the temperature
scale. The ratio scale differs from an interval scale in that it possesses a natural or
absolute zero, one for which there is universal agreement in terms of location. Height
and weight are obvious examples. With a ratio scale it is possible to say that "Eric
weighs twice as much as Marc’. The number of units can be identified with the absolute
scale; the amount of unemployment, the amount of children in a family, and so on. In
this research project, hypotheses are investigated using regression analysis. Therefore the
model variables are at least to be measured on an interval scale.

In the questionnaire the data are gathered by using ordinal scales, interval scales and
open questions. For each of the aspects of the model variables measured by the ordinal
scale, five levels are defined. The numbers used in the ordinal scale are ordered from
1 to §; the higher the number, the higher the level. Each model variable had to be
expressed in one number. Therefore the scores of all the aspects belonging to the model
variable were added up. Implicit in this method, is the assumption that the differences
between the levels are in some sense equal. The result of the addition can therefore be
considered as a variable on an interval scale. In a case like this, Swanborn (1981) talks
about an interval or a quasi-interval scale. These values, representing the model
variables, can be used in regression analysis. The measurement of the subjective
contracting success and EDI system-design success was done by using a five point Likert
scale.
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Questionnaire

The following subsections describe the questionnaire. The questionnaire was divided into
eleven sections each question indicated by a letter and a number, see appendix 1. The
first section (section B), deals with the general characteristics of the EDI project, section
C deals with contracting management, section D deals with contracting environment,
section E deals with contracting success, section F deals with EDI system design within
the cooperation contract, section G deals with situations where there was no cooperation
contract, section H deals with design management, section I deals with design
environment, section J deals with EDI system-design success. The last section, section
K, deals with EDI system-implementation success. This variable was measured although
it was not in the research model. This variable and its results will be discussed in section
6.6. Questions concerning implementation success could be filled in by the project
manager if the EDI system had already been implemented.

Firstly, the general characteristics of the EDI project will be discussed. Secondly, the
questions dealing with the contracting environment will be discussed. Successively,
questions concerning contracting management, contracting success, design environment,
design management, and EDI system-design success will be discussed.

General characteristics

The questionnaire started off with a section dealing with some general characteristics of
the EDI project. Questions were related to the size of the project, the related sector, the
number of organizations involved, the current process the project was in, how many
messages were designed, what sort of communication form was developed, the strategic
objectives, and when the first contact between the participants had taken place. Also
questions concerning the function of the respondent and their performed activities were
asked. The purpose of those questions was:

To build a relationship of trust between interviewer and the project manager
interviewed;

To determine if the project really was an EDI project;

To determine if the project really finished the design process;

To determine if the respondent was the project manager and performed project
management activities.
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Contracting Environment

The questions related to level of cooperativeness of the contracting environment are
indicated in the questionnaire with D1 - D5 (see appendix 1). For each of these questions
the EDI project manager was asked to rate the level of the item on an ordinal scale with
five possibilities presented in mounting order. For each indicator five possible levels
were specified. The scores of all the indicators were added up and this addition
represents the cooperation level of the contracting environment and will be used in the
analysis methods. The domain of the level is between 1 (low cooperative) and 5 (high
cooperative).

Contracting Management

The questions related to the level of contracting management are indicated in the
questionnaire with C1 - C7 (see appendix 1). The EDI project manager was requested
to rate the level of the contracting management on an ordinal scale offering five
possibilities. For each indicator the answer possibilities were specified in mounting order.
The scores of all the indicators were added up. This score represents the level of the
contracting management and will be used in the analysis methods. The domain of the
level is between 1 (low level) and 5 (high level).

Contracting Success

The question related to contracting success is numbered in the questionnaire as E4 (see
appendix 1). The contracting success is defined as the level of specification of the
cooperation contract. Therefore the project manager is asked which attributes of the
cooperation contract are specified. The domain of the level is between O (low
specification) and 1 (high specification). The operational formula to measure the
contracting success is:

1y CSs = A,
Acv
CS = Contracting Success;
A, = Specified contract Attributes;
A, = Possible contract Attributes.
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The subjective contracting success was measured too. The project manager was asked
to rate the contracting success on a five point likert scale (see question L1 of the
questionnaire).

@ Cs, =V,
CS, = Subjective Contracting Success;
vV, = Subjective Contracting Success Value.

Design Environment

The questions related to the level of stability of the design environment are numbered
in the questionnaire from I1 - I5 (see appendix 1). For each of these questions, the EDI
project manager was asked to rate the stability level of the design environment on an
ordinal scale choosing between five possibilities presented in mounting order. Indicator
I4 was presented in descending order. Just like before, the scores for all indicators were
added up and the addition represents the stability level of the design environment and
will be used in the analysis methods. The domain of the level is between 1 (low stability)
and 5 (high stability).

Design Management

The questions related to the level of design management are numbered in the
questionnaire from H1 - H25 (see appendix 1). For each item, the EDI project manager
was requested to rate the level of the design management on an ordinal scale choosing
from five possibilities presented in mounting order. The scores of all the indicators were
added up. This score represents the level of the design management and will be used in
the analysis methods. The domain of the level is between 1 (low level) and 5 (high
level).

EDI system-design success

EDI system-design success was defined by the way the planned EDI system design
dimensions were realized. The success consisted of three dimensions: quality (Q), costs
(C) and delivery time (T). The questions related to these three dimensions are numbered
in the questionnaire as J2, J3, 15, J6, J7, J9, J10, J11 and J12 (see appendix 1). The
relative importance of each dimension is defined as follows. First, the specific relative
importance was defined by the project managers as can be seen in question J14. They
were asked to define the relative importance of each dimension for the EDI system
design by dividing 100 points over the three dimensions. Then the average relative
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importance is defined, which is determined by taking the average over the investigated
EDI project managers. This lead to the average EDI system design quality factor, the
average EDI system design costs factor and the average EDI system design time factor.
The domain of EDI system-design success is between O (not successful) and 1
(successful). The formula is:

3) EDS = (Qq *Fyp) + (Cy *Fp.) + (Ty ™ Fy)
EDS = EDI system-design success;
Q. = Quality dimension EDI system-design success;
Cas = Cost dimension EDI system-design success;
T, = Time dimension EDI system-design success;
F., = Average EDI system design quality Factor;
F,.. = Average EDI system design costs Factor;
Fu. = Average EDI system design time Factor.

4 Fy + Foe + Fyy = 1

| = Average EDI system design quality Factor;
F,.. = Average EDI system design costs Factor;
Fa. = Average EDI system design time Factor.

The subjective EDI system-design success was also measured. The project manager was
asked to rate the EDI system-design success on a five point Likert scale, see question
L2 of the questionnaire.

(5) EDS, =V,
EDS, = Subjective EDI system-design success;
V. = Subjective design success Value.

The domain of the formula measuring the quality dimension of the EDI system-design
success is between O (lower realized quality than planned) and 1 (equal realized quality
to that planned). Project managers could indicate which quality of the EDI system design
was completely or incompletely realized in that design (see questions J2 and J3). This
study follows Alexander (1967) by identifying the state of each potential misfit between
planned and realized quality attribute by means of a binary variable. The formulas are:
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® Q. = Ay
Ay
Q. = Quality dimension EDI system-design success;
A, = Total EDI system design quality Attributes;
A, = Realized EDI system design quality Attributes.

The domain of the formula to measure the costs dimension of the EDI system-design
success is between O (more realized costs than planned) and 1 (equal realized costs to
those planned). Project managers could indicate the planned and realized total costs of
the EDI system design and where budget had been exceeded (see question J7). The
formulas are:

M ¥ C,=<C,
C. = 1.00;

® If C,>C, and C, <1.1*C

dp

Ca = 0.75;

©® If C,>C, and C,>1.1%C, and C, < 1.5%C,
Ca, = 0.50;

() I C,>C, and C,>15%*C, and C, <20*C,

C. = 0.25;

(1) I C,>C, and C, > 20%*C,

Ce = 0.00;

Cs = Cost dimension EDI system-design success;
Cs = Planned EDI system design Costs in guilders;
Cu = Realized EDI system design Costs in guilders.
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The domain of the formula to measure the time dimension of the EDI system-design
success is between 0 (more realized time than planned) and 1 (equal to the time
planned). The project managers could indicate the starting date, the planned delivery
date, the realized delivery date and the excess time (see question J12). The formulas are:

(12)

13)

(14)

(15)

(16)
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If
Ty
If
T,
If
T,
If
Tds

If

Ta

T,

<T,
= 1.00;

>T, and T, <1.1*T,
= 0.75;

>T, ad T, >11*T, and T, < 15*T,
= 0.50;

>T, ad T,>15*T, and T, <2.0*T,
= 0.25;

>T, and T, >20*T,

= 0.00;

I

Time dimension EDI system-design success;
= Planned EDI system design Time in man months;
= Realized EDI system design Time in man months.



Survey Research into EDI projects

5.4 Quality of the measuring-instrument

In the measurement of model variables, the quality of the measuring-instrument plays an
important role. The quality of a measuring-instrument is defined by the validity and
reliability (Swanborn 1981). These two dimensions will be discussed.

Validity of the measuring-instrument

Validity is the way in which the measuring-instrument measures the variable to be
measured. One has to distinguish between content validity, criterium validity and
construct validity (Janssens 1983; Segers 1983; Meerling 1984). Content validity says
something about the way in which the chosen indicators reflect the variable to be
measured (Janssens 1983). Criterium validity is about the relationship between the scores
measured with the measuring-instrument and the scores which can be expected on the
basis of other observations. The third type of validity, construct validity, tests whether
an expected relationship between the variable to be measured and another variable occurs
in reality.

Content validity

First, the content validity of the questionnaire was looked at by the researcher and his
promoters. The questionnaire was tested out at one EDI project. The project manager
of that EDI project filled in the questionnaire in cooperation with the researcher. The
project manager discussed the questionnaire in terms of the clarity and comprehensibi-
lity of the questionnaire and practical issues like how to approach project managers.

Criterium validity

Criterium validity covers the relationship between the scores measured with the
measuring-instrument and the scores which can be expected on the basis of other
observations. The project managers of six EDI projects were asked to fill in the questi-
onnaire. This questionnaire was the version 1 questionnaire and the same questionnaire
which was filled in by the project manager during the content validity survey. These six
projects were chosen from a group of 26 so-called VEDI (Example EDI) projects. These
VEDI projects are subsidized by the Dutch Ministry of Economic Affairs. The six EDI
projects were chosen for the criterium validity because:
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These projects are VEDI projects so the contracting success and EDI system-design
success could be measured due to the fact that these projects were obliged to have
a project plan (a sort of contract) and were obliged to finish the design process in
order to obtain their subsidy from the Ministry;

A project leader from the VEDI program who knew the different VEDI projects
was available and agreed to contribute to the criterium validity. As an expert he
was asked to estimate the different variables used in the projects;

The six projects were chosen for their underlying difference in project size, project
type, related sector, and a first assessment of the results of the project by the
researcher.

In order to obtain an external assessment of the different variables of these six EDI
projects, a project leader of the VEDI program was asked, as an expert, to indicate the
ranking of the project and to give an explanation of the ranking and an estimated score
for the project variables, The variables were contracting environment, contracting
management, contracting success, design environment, design management, EDI system-
design success. To measure the level of each variable a special questionnaire was put
together. The questionnaire was filled in by the expert in collaboration with the
researcher. During the session the expert was given an impression of the six projects.

Although six project managers agreed to cooperate in establishing the criterium validity,
in the end, two project managers were not willing to fill in the questionnaire. One
project manager could not get permission from the top-management of his organization.
The second project manager was too busy and could not find the time to fill in the
questionnaire. So four questionnaires were received on the criterium validity.

First the experts’ view on the four projects will be presented then the results of method
1 (measurement by an expert) and method 2 (measurement by questionnaire) for the four
projects will be discussed.

Impression of the four projects
The expert was given the following impression of the four EDI projects. The projects
are referred to anonymously as A, B, C, and D.

Project A
Project A deals with electronic invoices between one particular supplier and one
particular buyer. It is a simple project and averagely successful. The problem lies in the
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environment and involves the legal and fiscal aspects of EDI viz. the legal and fiscal
status of the EDI invoice message. The treasury in the Netherlands would not recognize
electronic invoices, therefore the participants in the project still had to send the invoice
on paper.

Project B

This project deals with one particular supplier and one particular buyer. The project is
recognized to be a failure. There was barely a project plan or cooperation contract. The
buyer forced the supplier to cooperate in the EDI project. The EDI system design was
a failure and a restart of the project has been announced. The quality of the EDI system
design was very poor.

Project C

This project deals with invoices between suppliers and buyers and an intermediate central
buying organization. The problem in this project lies in the environment (like project B)
and deals with the legal and fiscal aspects of EDI viz. the legal and fiscal status of the
EDI invoice message.

Project D

This project deals with the order-forms and confirmations of orders between suppliers
and a buyer. The project manager operates in a cautious way. The results seems to be
satisfactory,

Results of the estimations

After receiving and processing the questionnaires from the project managers and the
expert, the following results could be calculated. Method 1 deals with measurement by
the questionnaire. Method 2 deals with measurement by the expert. The measurements
are calculated on a scale of 0 - 100. The following variables were discussed: contracting
environment, contracting management, contracting success, design environment, design
management, EDI system-design success. In table 5.1 the results are presented.
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Table 5.1: comparison of the results of Method 1 (Ml: measurement by
questionnaire) and Method 2 (M2: measurement by the expert) for six
variables on four projects.

Measured variables Project A Project B Project C Project D
M1 M2 M1 M2 M1 M2 M1 M2
contracting environment 50 60 25 80 25 80 40 80
contracting management 45 60 40 0 40 70 45 60
contracting success 30 so¥ 30 10 s0 50 o 50
design environment 40 10 40 70 50 20 50 80
design management 45 45° 40 0 35 45" 50 45"
EDI system-design success 0 70 0 0 45 70 [+] 70

* The expert results are not given explicitly. instead they have given an approximation as the
average between the lowest and highest value of the variable.

The following conclusions can be derived from the comparison of the two measurement
methods. The conclusions are merely indicative because only four cases were
investigated for the criterium validity.

Contracting Environment

Method 1 and method 2 gave similar results although there is a level difference between
the outcome using method 1 and using method 2. In project A there is a difference.
Method 1 gave a higher number compared with the other projects for the contracting
environment of project A. While method 2 gave lower figures compared to the other
projects.

Contracting Management

Method 1 and method 2 gave similar results. Only in project B is there a difference to
be seen. Here method 2 is given a lower score. The explanation for this could be that
the expert was focused on the outcome and not on the management of the contracting
activities. The outcome of the contracting process of project B, as measured by the
expert, was 10.

Contracting Success
Method 1 differentiates more than method 2. With regard to the contracting success of
project D, method 2 measures 50 and Method 1 measures 0. An explanation of the
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difference could be that in method 1 the level of success is related to the level of
specification of the cooperation contract. In project D no cooperation contract was
specified. So the expert was using different indicators for contracting success.

Design Environment

Method 1 did not show much variation between the environment of the design process
for the different projects. Method 2 differentiated the environment of the design process
more. An explanation for the difference between the outcomes could be that the expert
is using different indicators and more of them. An indication of this is the explanation
the expert gave with the outcome. He focused on the existing design and standards and
the legal and fiscal status of the EDI messages in the environment.

Design Management

Method 1 and method 2 gave similar results. Only in project B is there a difference.
Here method 2 is given a lower result. The explanation for this could be that the expert
was focused on the outcome and not on the management of the design activities. The
outcome of the design process of project B, as measured by the expert, was 0.

EDI system-design success

Method 1 gives a score O for the design success of the projects A, B and D. The
explanation for this is that the planned versus realized situation is compared. In these
projects no planned indicators were formulated. In method 2 the expert was measuring
the design success in terms of outcome. So higher numbers were obtained for the
projects A, C and D,

Combining the results of the content validity and the criterium validity it was decided
to:

Redesign the questionnaire on specific subjects. More indicators were described for
the level cooperativeness of the contracting environment and the level of stability
of the design environment. Some questions were reformulated to increase the
comprehensibility of the questionnaire. So, a version 2 questionnaire was put
together. This version 2 questionnaire was used in the survey.

Change the way of approaching the project managers. At first, the intention was
to send the questionnaire to the different project managers in the same set-up as
for the criterium validity. They would have had to fill in the questionnaire and send
it back by post. The weaknesses of this data gathering approach were that this left
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the researcher in uncertainty as to the expected number of returned questionnaires,
the returned questionnaire might not be filled in completely or might be inaccurate.
The project manager monitoring the content validity research pointed out that a lot
of questionnaires were sent to project managers of EDI projects. Due to time
constraints most project managers would not respond. He suggested that a personal
approach would be more successful. Therefore it was decided, firstly, to send a
letter to the project managers, secondly, to phone to ask for their cooperation and
to make an appointment, thirdly, to go to the project manager and use the
questionnaire in a structured interview setting. Project managers were also more
likely to cooperate if the results of the study were presented anonymously. With
the project managers it was agreed that, after finishing the survey research, a
report would be sent with the results presented anonymously in such a way that
they could compare their own results with the other project results.

Construct Validity

An article by Bagozzi et al. (1991) deals with construct validity in organizational
research. Construct validity, which is defined broadly as the extent to which an
operationalization measures the concept it is supposed to measure, has been singled-out
as a central issue in organizational research. Measurement error can be divided into
random error and systematic error, such as method variance. Method variance refers to
variance attributable to the measurement method rather than to the construct of interest;
examples include archival biases, key-informant prejudices or limitation, halo effects,
social desirability, and acquiescence. Random error tends to attenuate the observed
relationships among variables in statistical analysis and may induce errors in inference.
Method variance may also bias results by inflating the observed relationships between
variables measured using a common method.

In this study the construct validity is related to the testing of the hypotheses. This means,
that if a hypothesis is rejected, then the construct validity is poor or the hypothesis is
really rejected. Further research needs to be done. If a hypothesis is not rejected, then
the construct validity is good and the hypothesis is really not rejected. One exception to
be made here is when a mistake occurs of a secondary nature, in which both are wrong
in such a way that they compensate each other.
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Reliability of the measuring-instrument

Three different types of reliability are distinguished: test-retest method, parallel test me-
thod and the method of internal consistency (Janssens 1983; Meerling 1984). The
assumption of the test-retest method is that a repeat of a test must lead to the same
results. The parallel test method assumes that two different types of measuring-
instruments for one model variable must lead to the same results. The method of internal
consistency assumes that a measuring-instrument is build up out of a few smaller
instruments. Those instruments reflect the variables of the research model. Each variable
is measured by several questions and the answers have to be related to each other to
represent the variable in a reliable way. The relationship is a measure for the internal
consistency.

All the different methods have their own problems. Therefore, in most of the studies,
the reliability of the measuring-instrument is not defined before the survey is held.
Janssens (1983) states that:

*In fact most of the questions are asked in the head research and afterwards the
reliability is defined with help of the method of internal consistency. When the
measuring-instrument is reliable, then its alright. When it’s not reliable, then the
researcher has to be very cautious with the conclusions of the research.’

In this research the reliability of the measuring-instrument was also defined with the
method of internal consistency by testing the data of the survey on reliability. The
reliability of the responses to all instruments was assessed primarily by means of
Cronbach’s alpha reliability coefficient (Cronbach 1951). The reliability of several
components of the model (contracting environment, contracting management, design
environment and design management) are defined by Cronbach’s alpha. For example,
Cronbach’s alpha says something about the way the questions belonging to contracting
management are related to each other and in what way these questions represent the level
of contracting management. For early stages of basic research, Nunnally suggests
reliabilities of 0.50 suffice and that increasing reliabilities beyond 0.80 are probably
wasteful (Nunnally 1978). The reliability or internal consistency of EDI system-design
success is investigated by determining the correlation coefficients between the scores for
the dimensions quality, costs and time, and the score for the EDI system-design success.
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Internal consistency

Cronbach’s alpha is calculated for the variables level of cooperativeness of the
contracting environment, level of contracting management, level of stability of the design
environment, and level of design management. This is shown in the following tables. It
is important to remember that Cronbach’s alpha, thus the internal consistency, is defined
on the basis of all the cases which had answers for all the relevant questions. So, there
is no disturbance if the missing values are replaced by the mean.

Table 5.2 presents Cronbach’s alpha for the level of cooperativeness of the contracting
environment e.g. the sector. Twenty-four respondents had answered all the questions (D1
to D5). The mean, standard deviation (Std Dev), the corrected item to total correlation,
the alpha if the item is deleted and Cronbach’s alpha for the five items or indicators are
presented. Especially the last two columns are important in defining the internal
consistency.

Table 5.2: internal consistency of level of cooperativeness of the contracting
environmment (N=24).

Indicator Mean Std Dev Corrected item- Alpha if
total correlation item deleted

D1 Competition 3.5833 1.5299 -.2711 .0046
D2 Growth cycle 2.5833 .9286 ~.0136 -.5403
D3 Product/market cycle 2.6667 1.0495 -.0486 -.5008
D4 Bargaining power 1.4167 .6539 ~.3175 -.1793
D5 Branch organization 2.375¢0 1.3453 -.0907 ~.4693

Alpha = -,4349

The table shows that Cronbach’s alpha is almost -0.43. This is insufficient (Nunnally
1967). When we look at the table, it is obvious that all the items have very low
correlation coefficients with level of cooperativeness as a whole. This is a very strong
indication that probably all these items are not good as indicators for the level of
cooperativeness of the contracting environment. Theoretically DS seems to represent
the level of cooperativeness most closely. Therefore D5 was chosen as the only indicator
for the level of cooperativeness. Of course we have to be very cautious in interpreting
the results.

118



Survey Research into EDI projects

In table 5.3 Cronbach’s alpha for the level of contracting management is defined. In this
case 34 respondents had answered all the questions (C1 to C7).

Table 5.3: internal consistency of level of contracting management (N=34).

Indicator Mean Std Dev Corrected item- Alpha if
total correlation item deleted

Cl Strategic planning 2.,2059 1.0084 L4609 L3779
C2 Costs/benefits 2.2353 .9865 L2943 .4556
C3 Demonstrable benefits 3.3824 1.1551 .1360 .5312
C4 Partner choice 3.3529 1.1516 .0452 .5715
C5 Human resources 3.2059 .9138 .5033 .3702
Cé6 Mutual trust 4,02%4 .7582 -.1981 .6074
C7 Planning 2.4706 L9609 L6240 .3053

Alpha =  .5133

The table shows that Cronbach’s alpha is 0.51. This is sufficient for earlier stages of
basic research (Nunnally 1978). However, some explanations have to be given. In table
5.3 ’C6 Mutual trust’ has a very low correlation (-0.1981) with level of contracting
management as a whole. When this item is deleted, alpha rises to 0.61. The same kind
of remark can be made about 'C4 Partner choice’, and to a lesser extent about *C3
Demonstrable benefits’. This indicates that these items, especially *C6 Mutual trust’ are
perhaps not that good as indicators for level of contracting management. In table 5.4
Cronbach’s alpha for the level of stability of the design environment is presented. Thirty-
three respondents answered all the questions (I1 to I5).

Table 5.4: internal consistency of level of stability of the design environment

{(N=33).
Indicator Mean Std Dev Corrected item- Alpha if
total correlation item deleted
Il Automatization level 2.6364 1.4102 L3794 .4569
12 Difference in automatiz. 2.8788 1.3638 .53852 .35%0
I3 Organizational changes 3.1212 1.2185 .2835 .5135
I4 Organizational size 2.7273 1.3755 .3657 L4663
I5 Legal/fiscal aspects 3.9394 1.5194 L0700 L6446

Alpha = .5528
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The table shows that Cronbach’s alpha is 0.55. Again, this is sufficient for the earlier
stages of basic research (Nunnally 1978). Only one remark has to be made about item
'I5 Legal/fiscal aspects’. This item has a low correlation (.0700) with the entire level of
stability. This is an indication that this item is not good as an indicator. For this reason
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item IS was deleted. This resulted in an alpha of 0.64 (N=33).

The next table 5.5 represents Cronbach’s alpha for the level of design management.

Twenty-four respondents answered all the questions (H1 to H25).

The table shows that Cronbach’s alpha is 0.83. This is more than sufficient for the
earlier stages of basic research (Nunnally 1978). Just a few items H1, H2, H4 and H8
do have a relatively low correlation with level of design management as a whole. When
these items are deleted, alpha rises a little. This is a slight indication that perhaps these

Table 5.5: internal consistency of level of design management (N=24)

Indicator Mean Std Dev Corrected item- Alpha if
total correlation item deleted
H1l Policy 2.4167 .775% .0110 .8328
H2 Oversight 2.4583 1.0206 .0381 .8344
H3 Resources 2.2917 1.2329 .5520 .8137
H4 Human resources 2.3333 .8681 L1124 .8374
HB5 Experience 2.7500 1.0734 .3399 .8233
H6 Representation actors 3.9167 L9743 .3556 .8227
H7? Communication 3.5417 1.1025 L4142 .8203
H8 Training 1.4583 L7211 .0133 .8323
H9 Planning 2.7083 .7506 L4702 .8201
H10 Tracking 2.5000 .9780 .1509 .8300
H1l Project control 2.2500 .6079 .2546 .8262
H12 Subcontracting 2.1667 1.0495 .3599 .8225
H13 Comnection decisions 3.5833 1.0598 L4402 .8193
H1l4 Definition 2.4167 1.1389 .5482 .8l44
H15 Execution 2.4167 1.3805 L7243 .8038
E16 Analysis 2.0000 .7802 .3975 . 8220
B17 Control 2.4583 .5882 .5504 .8199
H18 Technology insertion 1.6667 L9631 .2999 .8247
H19 Technology environment 2.2500 1.4521 L4613 .8180
H20 Technical architecture  3.8333 1.1672 .6287 .8106
HB21 Datamodelling design 4,2500 .7372 L4154 .8217
B22 Message standardization 3.6667 1.6330 L4424 .8197
H23 Standard EDI software 3.2083 1.7440 L4599 .8192
H24 User involvement 3.7500 1.1132 L2243 .8280
H25 Organizational design 3.2917 1.1971 .5958 .8119
Alpha = .8282

questions are not that good as indicators for level of design management.
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EDI system-design success

As mentioned before, the internal consistency of the EDI system-design success is
investigated by determining the correlation coefficients between the scores for the
dimensions quality, costs and time, and the score for the EDI system-design success.
Table 5.6 gives an overview of the correlation coefficients with 2-tailed significance
(N=28). For a 2-tailed significance p < 0.10 is appropriate.

Table 5.6: correlation of the three dimensions with EDI system-design success

(N= 28).
Dimension (st) (Cyg) (Tgs) (EDS)
Quality (Qgg) 1.000 .107 *** -.362 ¥ 493 ¥
Costs  (Cyg) .107 1.000 .354 *¥ 830 *
Time  (Tgg) -.362 " .354 ¥ 1,000 .a52 *¥
EDI system-design success (EDS) 493 ¥ .830 ¥ 452 % 1.000

¥ = p < 0.0l, “ = p < (0,10, ¥** = p > 0,10,

The table makes clear that;

There is a significant positive correlation (.493) between the Quality dimension and
the overall EDI system-design success;

There is a significant positive correlation (.830) between the Costs dimension and
the overall EDI system-design success;

There is a significant positive correlation (.452) between the Time dimension and
the overall EDI system-design success;

There is no significant correlation between the Quality dimension and the Costs
dimension. This can be interpreted as coming closer to the realized quality of the
EDI system but does not imply that realized costs come closer to planned costs or
realized costs are exceeding planned costs.

There is a negative significant correlation (-.362) between the Quality dimension
and the Time dimension. This can be interpreted as: if the realized quality of the
EDI system is closer to the planned quality then the realized delivery time is later
then the planned delivery time (date due);
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There is a positive significant correlation (.354) between the Costs dimension and
the Time dimension. This can be interpreted as: if the realized costs of the EDI
system are closer to the planned costs then the realized delivery time is closer to
the planned delivery time;

Overall, all three dimensions correlated well with EDI system-design success. The
results can be used for further analysis.

5.5 Data analysis methods

This section describes and discusses the methods used to analyze the data of the survey.
In general these methods are called multi-variate analysis methods. In this study, methods
like single and multiple regression analysis, path analysis and factor analysis were used.
These methods are described in general. For a detailed description see, for example,
Churchill (1987) and Nooij (1990). The survey data were analyzed with the help of SPSS
(Huizingh 1990; Nie et al. 1975). The results of the data analysis are presented in
chapter 6.

Single Regression Analysis

Single regression analysis refers to the technique used to derive an equation that relates
the dependent variable to one dependent (predictor) variable. This study investigates the
relationship between one dependent variable (Y,) and one independent variable (X,). In
single regression, the method of least squares is used to search for the line of best fit’
for the statistical model, Y, = a, + b, * X; + e,. Here a, is called the intercept, b, the
slope or regression coefficient, e, is called the error or disturbance which is the
difference between the observed value of Y, and the subpopulation mean at the point X.
The e, are assumed to be normally distributed, independent, random variables with a
mean of 0 and a constant variance.

The beta-coefficient or standardized regression coefficient is the regression coefficient
multiplied by the ratio of the standard deviation of the independent variable to the
standard deviation of the dependent variable. An important part of any statistical
procedure that builds models from data is establishing how well the model actually fits.
A commonly used measure of the goodness of fit of a linear model is R Square or the
co