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Abstract

Van der Have, T.M. 2008. Slaves to the Eyring egnatTemperature dependence of life-
history characters in developing ectotherms.

This thesis investigates to what extent the thegmarhics of biological rates constrains the
thermal adaptation of developing ectotherms. Thelbysical Sharpe — Schoolfield model is
applied to explain the temperature dependenceayf bize in ectotherms, to predict the
temperature tolerance limits in developing ectatigeand to predict patterns of thermal
adaptation within and among species. If the Sharfehoolfield equation is applied to model
the temperature dependence of growth and diffextoii rate separately, then the
temperature dependence of size at maturity follivars the interaction between these
processes. Recent studies have shown that thisagpprovides an explanatory framework
for all ectotherms, which obey the Temperatureze Rule, the observation that ectotherms at
high temperatures grow and develop faster to alensize at maturity compared to low
temperatures, but also to the exceptions of thés ru

The Sharpe — Schoolfield equation basically comdistvo parts: the numerator, which
is formed by the Eyring equation, models the expt@iakincrease of reaction rates with
temperature based on reaction kinetics, and thendiexator, which describes the reversible
temperature-induced inactivation of enzymes. Ifdaeominator is applied to a genetic
control system of the cell cycle, it can be shohat the temperature tolerance limits are
accurately predicted in range of insect specias.dtgued that reversible temperature-
induced inactivation of regulatory components @f tkell cycle mimics the dosage change
during the cell cycle. The Eyring equation is adsocessfully applied to cross-species
comparisons of thermal adaptation in a large gafuplated frogs and toads. The recently
developed model of Universal Temperature Dependsnuically discussed and it is
argued that the predictions are partly based aoriact assumptions and biased use of
literature data. Furthermore, the supposed invabmphysical parameters may vary in
response to thermal adaptation.

When ectotherms adapt to lower temperatures (haiakshift) a correlated response
occurs of a wider thermal range (specialist — gaigrshift), a smaller slope (sensitivity shift)
and lower activity (vertical shift). This correldteesponse is mainly determined by the
Eyring equation. The enzyme activity — stabilitgdeoff is the most important
thermodynamic constraint and limits the viable depment of most ectotherms to a relative
small thermal tolerance range of approximately @0If is argued that this correlated
response does not limit evolution within thermalismnments, but instead may be one of the
drivers of evolution and consequently biodiversitiie overall conclusion is that the
biophysical Sharpe — Schoolfield equation is areb&nt model to study thermal adaptation
in ectotherms.

Keywords:Thermal reaction norm, phenotypic plasticity, eneyimetics, temperature,
development rate, growth rate, body size, Drosaplihura, thermal adaptation, thermal
tolerance limits, reversible temperature inactieati cell cycle, Sharpe — Schoolfield
equation, degree-day summation, tradeoffs
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CHAPTER 1

GENERAL INTRODUCTION

T.M. van der Have

Origin of life

Life probably originated at temperatures much highan the temperatures, which sustain
virtually all extant life forms (Di Giulio 2000 an@ferences therein). This would suggest that
from the very first beginning life evolved to bdeako live at lower temperatures and that
thermal adaptation primarily proceeds along thepenature axis. The first and foremost
guestion which comes to mind is how ectothermsocgoe with the over 100°C temperature
range within which life occurs. The answer is tiaty simply cannot. Most eukaryotic
ectotherms live between 0 and 40 °C, and usuadlydhge of viable development is much
less, in the region of 20°C. But even within theswller ranges the effect of temperature on
biochemical reactions and biological rates is sarigl (6-10% per degree Celsius, Johnstone
& Bennett 1996) and the question of how ectotherape with variable environmental
temperatures is still justified.

Thermodynamics of chemical reactions

The observation of a high temperature dependenbmlafgical rates follows from the
empirical relationship between temperature andsratehemical reactions described by the
Arrhenius equation. The Arrhenius equation detail€xponential increase of reaction rate
with temperature. Eyring (1935) provided a theaadtfoundation for this exponential
relationship based on reaction kinetics. So, again,could ask, how do ectotherms cope
with this exponential increase in biological ratés@ they simply slaves to the tyrannical
Eyring equation with limited possibilities for tmeal adaptation to counteract or compensate
for the exponential relationship? Or are they seivéo the Eyring equation with a wide
range of opportunities for thermal adaptation? ahgwer depends much on the function and
flexibility of enzymes.

Enzyme activity and thermal performance
Enzymes reduce the activation energy requireddaction, while temperature influences the
fraction of molecules with enough energy to reétidhachka & Somero 1984, Hochachka
1991). A primary determinant of the inherent terapane sensitivity of any reaction is the
enzyme catalytic efficiency. Enzymes which are higfficient catalysts typically have low
temperature sensitivity. There are so many factngzh can change the functioning of
enzymes and thereby the temperature sensitivibyoahemical reactions that this could be
considered as one of the megaproblems of ectoth@timghachka 1991). Any change in
temperature may well differentially perturb a widege of biochemical processes and
integrating these effects to achieve an overalttion is a huge problem for ectotherms.
When life evolved to ever lower temperatures ereyimad to become more and more
efficient to compensate for the lower activity inspd by the tyranny of the Eyring equation.
The enzymes of organisms living in warmer habifdtermophiles) are generally less
efficient than their homologous counterparts irdeolhabitats (Hochachka & Somero 1984).
Enzyme function depends on a careful balance betatectural stability, which determines
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thermal range, and flexibility, which determinesty (Jaenike 1991, Somero 1995).
Temperature affects both of these attributes ant@®eins adapted to work at one
temperature are inherently unable to maintain fonct temperatures far removed from this
optimum (Jaenike 1991, Fields 2001). This tradeoénzyme properties has pervading
effects on the performance of ectotherms in a thegradient and suggests that the maximal
enzyme activity of a eurytherm (thermal generalsglways lower than that of a stenotherm
(thermal specialist, Huey & Kingsolver 1993, Angithet al. 2003). Another important
aspect of the thermal performance of ectotherrtseishermal limits of viable development.
In a seasonal environment, for example, the lotvembal limit, often referred to as the
threshold temperature for development, will deteerthe phenology or timing of appearance
of a species. There is evidence that the tempttadtaring of an aphidophagous (aphid
eating) guild is caused by the differential effectemperature on development rate (Diatn
al. 2005). Syrphid flies have a lower threshold terapee and always appear in summer
before the coccinellid beetle larvae to exploitpleak in aphid abundance.

Climate change, species interactions and ecosystems

Temperature, through its thermodynamic effect atlhémical reactions, is a major factor
governing the performance of ectothermic organisnecosystems worldwide. How can we
start understanding and eventually predict tempegahduced changes of between-species
interactions such as competition, symbiosis, predahost-parasite interaction and plant-
herbivore relationships? This question has becofoeuws of attention in ecology because
global and regional climates continue to changé&etmome warmer and more variable. In the
last decade, numerous studies have shown a wide reffects of global and local warming
on ecosystems (Petcheyal. 1999) and species interactions leading to a lbpsoaluction,

and regional (Thomaat al. 2004) or global extinction of species (Pourtial. 2006, Hughes
2000, Forchhammer & Post 2000).

The ecological impacts of recent climate changeshmen documented from polar
terrestrial to tropical marine environments. Thessponses include both flora and fauna and
span an array of ecosystems and organizationarolges, from the species to the
community levels (Walthest al. 2002). Satellite data, for example, have shown tha
phytoplankton biomass and growth generally dedim¢éhe oceans’ surface water temperature
increases (Behrenfekt al.2006). Climate change can uncouple trophic inteyas in
aguatic ecosystems (Winder & Schindler 2004), shiftthe distribution of marine fishes
(Perryet al. 2005), shifts in marine pelagic phenology andhropnismatch (Edwards &
Richardson 2004). Regional climate change has tgmrted to lead to mistiming between
nesting date of a long-distance migratory bird gnedspring food peak, leading to local
population declines (Botét al. 2006, Visseet al. 1998). Poundst al.(2006) have shown
that widespread amphibian extinctions from epidedisease are linked with global warming.
These authors suggest that the temperatures at mgimgnd localities are shifting towards
the growth optimum of a fungus affecting the amgnb, thus encouraging outbreaks.
Climate change has been implicated in shifts iciggerange (Davist al. 1998), changed
trophic interactions, Harringtaegt al. 1999, increasing incidence of pest outbreaks (h@ja
al. 2003), changing host-parasite interactions (Bexemal. 1998), an increase in the
incidence of coral bleaching (Kushmaatal. 1996), an increase in the frequency of emerging
marine diseases (Harvell al. 1999) and emerging infectious diseases affectimgamn health
(Epstein 1999). These are just a few examplespadiisagrowing body of evidence for the
effects of local and global temperature changepatiss interactions.

2
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Life-history characters, reaction norms and tradeofs

Species interactions can change if interactingispere differentially affected by
temperature change in growth rate, developmenifi@rentiation rate, size at maturity and
thermal limits. These life-history characters am¢ng others) important for reproduction,
survival, rate of population increase and fitneghiw the thermal window of viable
development (Huey & Berrigan 2001). The continufaretion relating temperature to the
phenotype expressed by a genotype is known asaaeaorm, which has become a
unifying concept in evolutionary biology (Stearr#8%®). The discovery of heritable variation
in reaction norms within and among populationstéed range of theories designed to
understand their evolution (Gotthard & Nylin 19%%a et al. 1995, Schlichting & Pigliucci
1998). Adaptive explanations have been proposedetieal and tested for much of the
variation in life-history characters within and amyespecies (Roff 2002). Genotypic models
of reaction norms are particularly suitable to safgagenotypic from environmental effects
(Gavrilets & Scheiner 1993a, b, de Jong, 1990, 1994t there is still the question which
constraints limit the response to selection (Scwatl©987) and which tradeoffs are involved.
A tradeoff is a linkage between two traits thataf$ the relative fithess of genotypes and
thereby prevents the traits from evolving indeperiggAngillettaet al. 2003). Three distinct
types of tradeoffs can operate within the lifetiofien individual: (1) tradeoffs resulting from
the allocation of available resources; (2) tradeb##tween minimizing mortality risk and
maximizing resource acquisition and (3) tradeadfsuiting from environmental specialization
(specialist — generalist tradeoff, Angillettaal. 2003).

Several proximate mechanisms can result in tradewaftiich can lead to genotypic
differences between thermal reaction norms. A grgagrformance over a broad range of
temperatures can be achieved by higher concentratiall isozymes (allocation or
acquisition tradeoff). A greater performance oveaerow range of temperatures can be
achieved by higher enzyme flexibility (specialisgjeneralist tradeoff). A greater performance
at high temperatures can be realized with a higtadaility of enzymes (generalist — specialist
tradeoff). Angillettaet al. (2003) argue that a unified theory that includéslasses of
tradeoffs would provide a better understandindghefrhechanisms that drive the evolution of
reaction norms. Considering the importance of erzpnoperties for most classes of
tradeoffs, it seems clear that a biophysical maabich describes the temperature
dependence of biological rates based on the themawmdics of reaction kinetics, should be
an essential part of that unifying theory.

A biophysical model for temperature dependence

The first step would be to model the general termpee dependence of biological rates. The
second step is to find explanatory and mechamstidels to predict temperature dependence
of species-specific characters such as growth dateelopment rate, body size and thermal
limits. Finally, these models could be used to esghnd explain patterns in thermal
adaptation within and among species.

Sharpe & DeMichele (1979) applied Eyring’s thearatunified rate model that
describes the rate of biological rate processealféemperatures that support life. Most
biological rates do not increase exponentially wgtmperatures as in chemical reactions, but
increase quasi-linear above a certain threshold apmaximum rate (Figure 1). Sharpe &
DeMichele (1979) proposed that reversible inacibrasit high and low temperatures linearize
the exponential Eyring equation over much of trertial range and, therefore, provide a

3
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mechanistic model for biological rates within sgsciTheir model is particular suited to
describe poikilotherm development in particulaGtsas differentiation rate, cell division rate
or growth rate. Their model is derived from Johnaad Lewin (1946), and in its basic form
already proposed by Briggs and Haldane (1925).nbeéel is based on the thermodynamic
properties of a system acting as a single, hypiatiletievelopmental enzyme that is rate
limiting to development. This rate-controlling enzg is assumed to be characterized by a
constant molecular population which exists eithesdtive form (at normal temperatures) or
in reversibly inactive forms (at high or low tematures). The biophysical model differs in
this respect from thermal performance’, where tiidydecrease in reaction rates at higher
temperatures is linked with thermal instabilitié®nzymes (Hochachka and Somero, 1984;
Heinrich, 1977). The Sharpe — Schoolfield model dascribe the temperature dependence of
biological rates within species and can providewitis insights in the proximate mechanisms
of thermal adaptation. The thermodynamic parametnsalso easily be linked to heritable
variation (De Jong & Imasheva 2001).

Comparisons between species would involve rate aoisyms at the midpoints of the
temperature ranges of the species, and presumabigvolve enzyme inactivation. The
central role of the Eyring equation in the Sharggchoolfield equation makes it therefore a
good choice for cross-species comparisons, béiderthe Sharpe — Schoolfield model itself.
The Eyring equation is in its basic form very sanilo the equation for universal temperature
dependence (UTD) proposed by Gilloelyal. (2001), but its central role in the Sharpe —
Schoolfield equation makes it a better choice foss-species comparisons, as then the link
with within species processes is obvious.

A life-history puzzle: temperature effects on growt rate and body size

Experiments have shown that a lower environmeptaperature causes an increase in adult
size in over 80% of the species studied to datkifdbn 1994, 1995, Atkinscet al. 2003).

This thermal plasticity of size at maturity has mebdserved in bacteria, protests, plants and
animals, also known as the temperature — sizee; anld is probably one of the most
taxonomically widespread rules in biology (Angitkeét al. 2004). This rule also seems to
apply to egg size: ectotherms, including crustasgi@sects, fish, amphibians and retiles,
often produce larger eggs at lower temperaturen@anhorn 2000, Fischer, Brakefield &
Zwaan 2003, Yampolski & Scheiner 1996). The retadfop between temperature and life
history characters have puzzled evolutionary edgsledpecause of the paradoxical effects of
temperature on growth rate and size: lower tempe¥aicause ectotherms to grow slower but
mature at a larger size. On the other hand, cléssaries of life-history evolution predict a
smaller size at maturity in environments that cagresvth to proceed slower (reviewed by
Berrigan & Charnov 1994). Many theoretical and aimopl studies have been carried out in
the last decade and have generated several ppsidtimate or ultimate explanations, but
apparently no single theory has been able to explalespread occurrence of the temperature
— size — rule in ectotherms. This prompted Angdlet al. 2004 to recommend a multivariate
theory that incorporates both functional constsaori thermal reaction norms and the natural
covariation between temperature and other envirotahéactors. Again, the biophysical
Sharpe — Schoolfield model seems a logical ch@igeddel the functional constraints on
reaction norms imposed by temperature.
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Ouitline of the thesis

The general question of my thesis is to what extemthermodynamics of biological rates
constrain the thermal adaptation of developingtbetmns. | approach this problem at two
levels, the patterns in thermal adaptation witlmd among species, and focused on four
research questions:

1. Why do most ectotherms become smaller when grovaisigr at higher temperatures and
larger when growing slower at lower temperaturashére a general model to explain the
Temperature Size Rule (TSR) in ectotherms?

2. Why are temperature limits in developing ectotheusisally steep and well-defined at
both low and high temperatures? Is there a singléetnwhich applies to both thermal
limits?

3. How can one predict patterns in thermal adaptatibimin and among species from the
kinetics of reaction rates?

4. Are linear temperature-development rate reactiomsasimply approximations of the
general temperature dependence predicted by thegesquation?

The first two questions refer to phenomena occgrnmmost, if not all ectotherms, the last
two questions deal in particularly with patternsomig species. | suggest that these questions
can be tackled by the application of the biophysitarpe - Schoolfield model to describe
the temperature dependence of biological ratgsaiticular to reaction norms of life-history
characters, such as embryonic and larval developrages, growth rate and size at maturity.

It should be noted that the use of the words deweént rate and differentiation rate
differs slightly among the chapters. In Chapten@ 3 it is argued that development can be
thought of as consisting of two different composenrifferentiation and growth. At the
cellular level these two processes are represdayteell division and cell growth,
respectively, and their interaction will eventuadigtermine the size at maturity (Bonner 1952,
Clarke 1967, Needham 1964, Ratte1984, Wiggleswik8#88). Both chapters describe models
that make explicit assumptions about these twoga®es, which justify the use of
differentiation rate instead of development ratea@ter 4 and 5 are mainly concerned with
among species comparisons and make many companstbnsther ecological and
evolutionary studies which almost invariably usgelepment time or rate and often without
any reference to the fact that growth and difféegioin are two very different components of
development.

| propose in Chapter 2 a proximate, biophysical ehtigiat predicts the temperature —
dependent size variation of ectotherms at maturdtmm the difference in temperature
dependence of growth and development. The Shagmheolfield model is used to describe
the temperature — modulated variation in growth @denelopment rate and which are both
integrated in a simple growth model. This biophgbkiodel can provide a proximate
framework for genotypic models of reaction normlation. Genetic variation in either
growth or development rate reaction norm would keagenotype by environment
interaction.

In Chapter 3 | propose a proximate model for thétwiarance limits in developing
ectotherms, which shows that the interaction betweegersible temperature inactivation of
cell cycle proteins and their regulation can expthe symmetry and threshold character of
these thermal limits. The model suggests that teatpe inactivation of regulatory proteins
mimics the decrease in concentration resulting fgeme dosage change and transcriptional

5
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regulation during the cell cycle. If the activitf@ertain regulatory proteins is halved by
temperature inactivation then cell division andhsexuently, development becomes blocked.
The thermal limits expected from this model wermpared with thermal limits in 23 insect
species and were found to agree closely in 21 cosgres.

Chapter 4 compares the Sharpe — Schoolfield motelthhe thermal time concept and
the transformation of physical time to physiologdjitae, reviews how genetic variance in
development rate, growth rate and body size ovepégature results from genetic variation
in the biophysical parameters and explores theilpbgss of the Sharpe — Schoolfield model
to explain geographical clines in adult body slzés demonstrated how variation in the
model parameters can be used to model genetidivariaithin and between populations.

Chapter 5 continues to focus on the question td eki@nt thermodynamics
constrains thermal adaptation in developing ectatBein particular, in comparisons among
species. It is explored how the major patterndefrhal adaptation can be generated by
varying the parameters of the Sharpe — School&gldation. The special case of
developmental rate isomorphy (Jarosilal. 2002, 2004), is addressed. This refers to the
observation that in many insect species temperaensitivity varies among developmental
stages while the threshold temperature remaing&oing he model predictions are used to
analyze patterns of thermal adaptation in approtedifty species of anurans. This group
of ectotherms provides an excellent data set, lsecauch a complete set of information is
available in the literature, including experimehtaetermined thermal limits of development
and embryonic developmental rates. This data s@sisused to test the proposition of
Gillooly et al. (2001, 2002) that the temperature dependence w@ihokc and developmental
rates comply to a Universal Temperature Dependdsidg. is based on the empirical
Arrhenius equation and literature data on the atibm energy of biochemical reactions.

Chapter 6 takes another look at the underlyingitagliprocesses of growth and
development, which are fundamental to the assumptd the proximate models for the
temperature dependence of size at maturity andhtddimits proposed in chapter 2 and 3.
The recent developments in evolutionary ecologywatspect to understanding the
underlying mechanisms and adaptive significandb®fTemperature Size Rule, the genetics
of plasticity and the physiological processes aeteing thermal limits in ectotherms are
reviewed. In addition, | explore the consequendekefindings in chapters 2-5 for our
understanding of the effect of environmental terapees and temperature change for species
interactions and host — parasite relationshipsaitiqular. Finally, | discuss the implications
of thermodynamic constraints in thermal adaptatibdeveloping ectotherms and of the
importance of reaction norms in evolution.

References
See Chapter 6.



Size at maturity

CHAPTER 2

ADULT SIZE IN ECTOTHERMS:
TEMPERATURE EFFECTS ON GROWTH AND DIFFERENTIATION

T.M. van der Have & G. de Jong

published in
Journal of theoretical Biology1996) 183: 329-340

ABSTRACT

A proximate, biophysical model is proposed deseghiemperature-modulated
variation in growth rate and differentiation ratesictotherms, based upon the Sharpe-
Schoolfield equation connecting enzyme kinetics laintbgical rates. Like the Sharpe-
Schoolfield equation, the model assumes 1) thatiyroate and differentiation rate can be
described as controlled by one rate-limiting enzymeddition, the model assumes 2) that
the temperature coefficients of growth and difféigtion are different. The model is used to
predict temperature-dependent size variation atiraidn of ectotherms as a result of the
interaction of growth and differentiation. It iscstn that the difference between the activation
energy constants of growth and differentiation deires the slope of the size-temperature
reaction norm within the range of normal developin&he structural and heritable variation
in enzymes determines reaction norm shape witimbetring regulatory genes. All
thermodynamic parameters of the Sharpe-Schookléglchtion can be estimated empirically
with non-linear regression techniques. The bioptatsnodel provides a proximate
framework for genotypic models of reaction normlation; genetic variation in either
growth or differentiation would lead to genotypedsywironment interaction. This proximate
model of temperature sensitivity and temperatulerance clarifies how temperature
dependence of body size would evolve.

Key words: Reaction norm, enzyme kinetics, temperature, groatth differentiation rate,
Drosophila.
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INTRODUCTION

Size at maturity and growth rate are key traitéf@history evolution (Roff, 1992;
Stearns, 1992; Charnov, 1993). Both size at mgtant growth rate are subject to
environmental variation. Environmental variatiom dege included in the models of life-history
evolution by way of a reaction norm, a continuoas@ypic function which maps the
environment onto phenotype. Here we will be coneénwith what determines the shape of
the reaction norm of growth rate, development aai@ size at maturity as a function of
temperature, focusing upon the often observed dserm size with higher developmental
temperatures.

The environment considered in most life-historydels is variation in resource level.
Temperature effects on size at maturity in ectotisemay be very different from the effects
of resource variation. For example, the size ran@&osophila melanogastes smaller
when developmental temperatures vary (David & Qlab@67), relative to size variation
induced by different food levels during larval gtowiBakker, 1961): the thermal "window"
of viable development is narrower than the resoligedow". The reverse has been found in
amphibians (Smith-Gill & Berven, 1979). In sevegadups of ectotherms temperature has
been indicated as the major proximal factor exphginthe variation in growth rate and
development ratee(g.,copepods, Huntley & Lopez, 1992; amphibians, S1@ith& Berven,
1979). Whether these differences in the effecinefrenmental factors during development
are adaptive or constraintsefisuOsteret al, 1988) is not clear, but the distinction is
evidently essential when size variation in a vdeamvironment is interpreted in an
evolutionary context (Roff, 1981; Newman, 1992).

Recent empirical worke(g.,Reznick, 1990) has revealed much complexity in the
environmental effects on growth and developmentanttipated by theoretical life-history
models (Roff, 1992; Stearns, 1992), and calls forerdetailed genetic analyses and
experimental studies designed to test the develofhkasis of maturation and its sensitivity
to environmental factors (Bernardo, 1993). For gxensize-dependent survival and
fecundity are focal parameters in ultimate, lifstbry, models and are used to predict optimal
size (Roff, 1981). This approach assumes that Bayis not constrained by proximate
environmental factors. However, in many if not mestotherms size at maturity has been
found to decrease with increasing growth tempeeattren food is appliead libitum
(reviewed by Atkinson, 1994), pointing to the imfaarce of the differential effects of
temperature on the interaction between growth afferentiation as has been first suggested
by Smith-Gill and Berven (1979).

This paper presents a proximate, biophysical mdééscribe the shape of reaction
norms for temperature and physiological rates sisscprowth and differentiation and to
predict the temperature-dependence of size at nogpdnosis. The main focus will be on
organisms with determinate growth, in particulalohwetabolic insects likBrosophila but
the model may also apply to the temperature-depmedef size at maturity for ectotherms
with indeterminate growth. In addition, the implicas for quantitative genetic models for
the evolution of reaction norms will be discussed.

BIOPHYSICAL MODEL FOR SIZE AT METAMORPHOSIS

Growth and differentiation

During the development from zygote to metamorphtse tissue of an organism
differentiates and expands through a sequencdldafigisions and cell growth.
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Consequently, development can be thought of asstorgsof two different components,
differentiation and growth (Bonner, 1952; Clark867; Needham, 1964; Ratte, 1984;
Wigglesworth, 1953). The two processes togethdrevgntually determine the size of the
organism at metamorphosis (Benedral, 1979; Smith-Gill & Berven, 1979). It will be
argued that these developmental components asemply two sides of the same coin, but
are driven and controlled by different and funcéiiyseparate mechanisms.

Growth is increase in biomass and growth ratelimaslimension of biomass per
unit timet irrespective of developmental stage. Differentiatis the diversification of cell
types during development and proceeds primarilgddlydivisions. Differentiation rate is
expressed as the reciprocal of the time betweeshimat and metamorphosis (tifhe Cells
will usually stop dividing when they are terminatlifferentiated. The differentiation rate can
be defined as the number of developmental stagesgamism "goes through" per unit time.
In organisms with an invariant number of cellshie aidult stagee(g.,Rotifera) every
developmental stage could be defined by the numibeells. Adult body size variation would
only result from cell size variation. In organiswasying in adult size through variation in cell
number and cell size each subsequent developnstats could be defined by either
morphological characters, or by a combination difraember and cell types. Note that cell
number and any other representations of develo@hstaiges are dimensionless variables.

In this paper we consider protein synthesis asrifjer aspect of growth and DNA
replication as the major component of the cellsion cycle relevant to the temperature
dependence of development. The start of the celecleading to DNA replication and
eventually mitosis, is regulated by cell cycle pigs Cdc2 and cyclin (forming a heterodimer
called the M-phase promoting factor MPF) and enzy/like Weel and Cdc25 controlling the
phosphorylation state of Cdc2 (Tyson, 1991; Novaky&on, 1993; Murray, 1992; Hartwell
& Weinert, 1989). There is generally no fixed cafle that triggers the starts of events
leading to mitosis, only a minimum viable cell s{pdovak & Tyson, 1993). This suggests
that at the cellular level growth and cell divisiare only loosely connected (Sennerstam &
Stromberg, 1995). For example, during embryonicetigyment in many ectotherms only cell
division and differentiation occurs without growiburing subsequent larval stages
differentiation can be easily uncoupled from growtimost arthropods by hormone
treatment, for example by inducing moult. And, evitly, the timing of maturation or
metamorphosis in most ectotherms is also closedguhormonal control. There are some
suggestions, however, that the timing of the uryidleglprocess primarily depends on the
sequence of cell divisions (Satoh, 1982; Hollide§91).

If cells divide faster and the organism differateés more rapidly, while cellular
growth rate remains constant, the resulting adillthe smaller due to a smaller average cell
size. Variation in cell size of full grown organisrhas been well studied Brosophilaand
found to be influenced by environmental conditidnsing development in particular
temperature (Alpatov, 1930; Delcour & Lints, 1968asry & Robertson, 1979; Partridge
al., 1995; Robertson, 1959). In most of these stuaigigher growth temperature resulted in
smaller sized adults mainly because of a smallerame cell size.

The key issue in this paper is how size at metphusis is determined by temperature
during development. It will be argued that becaafsatrinsic differences between
differentiation (DNA replication) and growth (pratesynthesis) the temperature coefficients
can expected to be different. A simple model isellgyed to show how temperature-
dependent size variation can be explained by thertbdynamic properties of differentiation
and growth.

If growth is represented in its simplest form dsear increase in biomass per unit
time (as in Smith-Gill & Berven, 1979; Alford & Jeson, 1993), then size or biomass at
metamorphosisn can be expressed as:
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m=m, + Gt Q)

wheremy is the biomass at hatchin@,is growth rate (mass increase per unit time)taadhe
time between hatching and maturation or metamoiphBser the reasons explained above it
is convenient to express differentiation as a @feyhich is the reciprocal of time between
hatching and metamorphosist(@f unit timé™). In that case mass at metamorphasisill

be:

mzw% @

SHARPE-SCHOOLFIELD EQUATION

Both growth rate and development rate depend vin@mmental factors of which
only temperature will be considered. To developoalehfor the temperature dependence of
size at metamorphosis), we assume that differentiation and growth rageimdependent at
all temperatures under non-limiting food conditiodsder this assumption growth rate and
differentiation rate can be expressed as temperakependent processes in terms of enzyme
kinetics, but with different thermodynamic constar@harpe & DeMichele (1977) derived a
biophysical model to describe the temperature-dégece of any aspect of poikilotherm
development, such as differentiation rate, celisitm rate or growth rate. Their model is
derived from Johnson & Lewin (1946), and in itsibdsrm already proposed by Briggs &
Haldane (1925). The model is based on the thermadigproperties of a single,
hypothetical, developmental enzyme which is ratgting to development. This
developmental enzyme is assumed to be charactdryzadonstant molecular population
which exists either in active form (at normal temgteres) or in reversibly inactive forms (at
high or low temperatures). By combining the Eyraggiation with reaction rate kinetics
Sharpe & DeMichele (1977) and Schoolfieldal. (1981) derived an equation (the Sharpe-
Schoolfield equation) for any rate of developmamder non-limiting substrate conditions:

Z

T AHA 1 1
PP exg(— B (== -2) 3)

r(m)=
M 298.2 R "298.2 T

wherer(T) is the mean development rate (d§yat temperatur@ (K), P is the probability

that the rate controlling enzyme (of growth or éiffntiation) is in active statB,is the

universal gas constant (1.987 cal degol") and 298.2 is a standard reference temperature in
degrees Kelvin (equivalent to Z5). The thermodynamic parameters are as follpwsthe
development rate (daykat the standard reference temperature 8€2&Bsuming no enzyme
inactivation (this implies that 28 is the optimal temperatureH4 is the enthalpy of
activation (cal mat) of the rate controlling enzyme. The probabiftyhat the rate

controlling enzyme is in active state is defined by

e z

H
L, 1 1 H 1 1
R (T_E-?))-Fexq R (T_}-?)). (4)

2L 2H

1/ pr=1+exp
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whereTyy andT,, are the temperature¥() at which the enzyme is half active and half
inactive by high or low temperatures, respectivakli;; andAH"_ are the change in enthalpy
(cal mol*) associated with respectively high or low tempeminactivation of the enzyme.

The Sharpe-Schoolfield equation has considerahlardage over other expressions of
biological rate functions (reviewed in Wagretral. (1984). It can accurately describe the
temperature dependence of a developmental proeesshe whole range of biological
activity, including the quasi-linear region at imeediate temperatures and the non-linear
regions at high and low temperatures (Fig. 1). Rk inactivation of enzymes
approximately linearizes the exponential rate fiomcéxpected from the Eyring equation. It
should be noted that the maximum rate occurs vbela the optimum temperature of’25
which is defined as the temperature at which notimation of the hypothetical
developmental enzyme occurs. However, the ratdifumeapparently does not relate to the
discrete thermal limits of development in ectothe(fig. 1).

0.15

0.10

0.05

Differentiation rate

Tolerance limits

&~ Y

O‘OOIIllllll‘\\\\‘\llllll
10 15 20 25 30 35

Temperature (°C)

Fig. 1. General shape of the Sharpe-Schoolfieldamu describing the temperature
dependence of a developmental rate (fimsuch as growth rate, differentiation rate, dt ce
division rate. Note the semi-linear region aroutahdard reference temperature of@%:nd
the thermal tolerance limits for larval developmgambken lines).

The thermal range of normal development in mokitkerms is from about 2Q to
about 30C. Genetic variation in the enthalpy of activatidhi”s, leads to genetic variation in
rate, and to genetic variation in the rate funcigm) (Fig. 2). The rate functions can be
considered as the reaction norms of developmeai@lar growth rate; they are non-parallel
and cross at the standard reference temperat@% Gf Genetic variation in the enthalpy of
activation leads to genotype by environment intisoaan biological rates.

If both growth rates (mass per unit time) and differentiation rBtédevelopmental
stages per unit time) are expressed as functiotengderature according to equation (3) and
substituted in equation (2), mass at metamorplassefunction of temperatufewill be:

P Ayg#, -AYy?
PgPg exp H ag 7H Ad ( 1 'i ) (5)
Pq Pd R 2082 T

mg(T)=mo+
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where the subscripts refer to growth rageqr differentiation rated). pq is growth rate
(masgime?) andpq is differentiation rate (tim8 at the standard reference temperature of
25°C. As mentioned before, differentiation and groatl assumed to have different rate-
limiting enzyme reaction steps.
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Fig. 2. Variation in shape of the reaction nornmul@sy from the Sharpe-Schoolfield equation
by variation in enthalpy of activatiom\i*) of the developmental enzyme and keeping the
other thermodynamic parameters constant. Notetligareaction norms cross at°€5 This
would imply clear genotype by environment interactif the variation inAH”A is genetically
determined.

Smaller size at metamorphosis or maturation ioteetms grown at higher
temperatures but under surplus food conditionsngdely observed phenomenon
(Bélehradek, 1935; von Bertalanffy, 1960; Ray, 196@cRtet al, 1973; Atkinson, 199%
marine copepods, Huntley & Lopez, 1992; Moore & Fb993 and references therein;
butterflies, Oldiges, 195®rosophila David & Clavel, 1967; agronomic yield in crops
Atkinson, 1994b). This "biological law" can be pbed as a question: under what conditions
will the slope ofm(T) become negative? In other words, at which paraneimbinations
wouldom(T)/0T be less than zero, at least within the thermak#vice limits of development?

An answer to this question can be based upon iequ&). It can be assumed that high
and low temperature inactivation approaches zepedively below and above Z5. In
addition, assume for the sake of simplicity that 4= Tw, gandTynd= TwHe Then, size at
metamorphosis will be a decreasing function of teragure if the following inequalities are
satisfied:

AfF pg-BHZpg>(1-Pg)AHF 4 -(1-Pg)Ap7,,  (forT>298.2K) (6a)
AH? g -BH 0 >(1-P)AH? 4 -(1-Pg)AH? ,  (forT <298.2K) (6b)

In words, the slope of the reaction norm is negaifithe difference in temperature sensitivity
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of the ongoing processes is higher than the diffegen temperature sensitivity of the
inactivation of the processes. Since the probgiitthat the rate controlling enzyme is in
active state is itself temperature dependent,atineetamorphosis might increase for some
temperature range and decrease for another teraperange. More generally, conditions
6(a)-(b) suggest that the difference between thieadion energy constants of growth and
differentiation determines the slope of the sizaegerature reaction norm within the
temperature range of normal development. The testyner coefficient of growth should be
lower than the temperature coefficient of differatibn for the size of ectotherm animals to
decrease with increasing temperature.

DISCUSSION OF ASSUMPTIONS

The described biophysical model predicts sizegtamorphosis within the "thermal
window" of development, that is within the tolerarionits of development. It consists of two
similar expressions for temperature dependencédfefehtiation rate and growth rate, which
respectively determine timing and scale of develepimTo evaluate how much biological
realism the model contains, a closer look is nergséirst at the four assumptions, second to
see if the predictions are testable.

The first assumption, that one reaction stepteslraiting, is already present in the
Sharpe-Schoolfield equation (3). Although the v@lidf the concept that one reaction step is
rate-limiting to either growth or differentiatioras been questioned.¢.,Ratte, 1984; Lamb,
1992), no theoretically based alternatives have Ipeg forward. Sharpe & DeMichele (1977)
have graphically shown that the shape of the teatper-dependent rate function is relatively
insensitive to the occurrence of more than onelma@iting enzyme reaction. In the absence
of more detailed information it seems best to asstirat the system from input to output
might function as if one enzyme reaction is rateiting. Therefore, the thermodynamic
parameters should be seen more as characteribtios gystem than of a particular enzyme.
This is supported by the observation of Craig &rrzdn (1977), who found that the
temperature dependence of protein synthesis waststimited by some membrane
phenomenon, but due to some factor inherent tprbeess such as reversible inactivation.

The second assumption is that growth rate andréifitiation rate have different
temperature coefficients. Hochachka and Somero4(1188 known thermodynamic
parameters: it is a range of values, and variatiearly exists in the thermodynamic
properties of enzymes. Certainly, if growth andediéntiation had totally the same
thermodynamic parameters, it would be an evolutipgaestion why that should be the case.
In equation (5), identical thermodynamic parametesald indicate that biomass would not
change fronm,. However, the conditions (6) indicate that thd ealogical question is why
the temperature coefficiertH”s 4 of growth should be lower than the temperaturdficbent
AH”a 4 Of differentiation? A possible argument centerdlee temperature coefficients of
protein synthesis and DNA replication: we assuna¢ ginowth rate depends primarily upon
the rate of protein synthesis, and differentiatiae upon the rate of DNA replication. Protein
synthesis differs from DNA replication with respséathe size of the molecules involved. The
ribosomal subunits are huge molecules (moleculaght® of 40S and 60S subunits 1,500,000
and 3,000,000, respectively) in comparison withrtheeh smaller DNA polymerases
(molecular weights between 110,000 and 180,000% intplies that the large ribosomal
subunits diffuse slower into the cytoplasm, befasesembly into ribosomes, than the DNA
polymerases within the nucleus. They need more tinierm complexes with mRNA and
other subunits than the DNA polymerases do to tiredDNA template (Xia, 1995). Diffusion

13



Chapter 2.

processes are generally independent of temper@uselose to 1, Hochachka, 1991). DNA
replication will depend upon the enzymatic speethefpolymerases, with a§hearer to 2.
Therefore, as diffusion is more rate-limiting irof@in synthesis than in DNA replication the
temperature coefficient of growth can be expeatelkt lower than the temperature
coefficient of differentiation. There is some sugp@ empirical evidence for this in the
carabid beetl&lotiophilus biguttatugErnsting & Huyer, 1984). Egg development (mainly
differentation) was found to be more sensitivestaperature than larval growth (mainly
protein synthesis).

A third assumption of the biophysical model istttie focal enzyme in equation (3)
occurs reversibly in active or inactive state. dpémal temperature at which little or no
inactivation is occurs, is arbitrarily chosen as8@%298.2K, Schoolfieldet al, 1981),
although any temperature betweeri 2@d 30C would be appropriate for most organisms. A
particular realistic property of equation (3) iattthe maximum growth or differentiation rate
always occurs well above the temperature of maxenayme performance (2& in the
example above) and usually near the upper theimaldf development. This is intuitively
appealing, because optimal temperatures of magnhigtory characters are usually
intermediate between the thermal limits of develeptrand below the temperature of
maximum performance (Huet al, 1991;e.g.,0ovariole number and egg production in
Drosophila Davidet al, 1983).

In the model the simplest possible type of groistbhosen as the fourth assumption: a
linear increase of biomass in time. An exponemtiatiel of growth €.g.,Bakker; 1961,
Huntley & Lopez, 1992), with size at metamorpha@sis=m.e'®, wherey is the
instantaneous growth rate with temperature depeameditowing equation (3), leads to
essentially the same conditions [equations 6(&gp)¥he slope of the size-temperature
reaction norm to be negative. It should be notdtiismcontext that non-linear models
(logistic, Gompertz or von Bertalanffy, Reiss, 1988 widely applied to describe ectotherm
growth. However, growth rate usually declines whegsroduction starts (Roff, 1980;
Charnov, 1993 p.141-142) and up to this moment,ish@aturation or metamorphosis, non-
linear models are indistinguishable in performainom exponential or even linear models to
describe growth (Reiss, 1989).

AN EXAMPLE: DROSOPHILA MELANOGASTER

The behaviour and predictions of the model cam bedlustrated by an example in
which the thermodynamic constants of both growtth @ifferentiation are estimated.
Coefficients estimated on the basis of the Shatmp@8lfield equation (3) are substituted in
equation (5) for comparison with experimental daiasize at metamorphosis. Two studies on
Drosophila melanogastare suitable as they have reported the duratialee¢lopment and
weight at eclosion over the total thermal rangeh@et al, 1980; David & Clavel, 1967;
respectively).

To illustrate the usefulness of equations (3) @)dve calculated average growth rate
as the average weight at eclosion (data from Da&wlavel, 1967) divided by average
duration of development (data from Cobketl, 1980; c.f. Emersoat al, 1988; Hillesheim
& Stearns, 1991), and average differentiation astéhe inverse of the average duration of
development. The resulting functions describingtémeperature dependence of growth rate
and differentiation rate (fig. 3) resemble quaitelly the pattern found in other organisms
with metamorphosis such as in the flRgna clamitangBerven & Smith-Gill, 1979), and the
blowfly Lucilia illustris (Hanski, 1976): an increase up to a relativeihhgmperature and a
sharp decrease near the upper limit of larval agraént .
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Fig. 3. Temperature dependence of differentiatéde and growth rate. Observed differentiation

rates (open circles) and growth rates (solid )clre compared with predicted rates (dotted
line: differentiation rate, solid line: growth ratd’he thermodynamic parameters of the Sharpe-
Schoolfield equation were estimated with nonlinesgression and are presented in Table 1.
The dotted lines refers to the observed thermaldiof larval development. Data from Coledt

al., 1981 and David & Clavel, 1967).

Table 1. Parameter estimates of the biophysicaletrfod differentiation rate and growth
rate ofD. melanogaster

P AH¢A T1/2|_ AH¢|_ T1/2H AH¢H
days cal/mol °K cal/mol °K cal/mol
Differentiation
rate 0.136 15,789 285.3 -42,232 305.3 52,730
Growth rate 0.16 9,465 287.3 -59,455 305.4 138,164

The thermodynamic constants of differentiation gravth rates were estimated with
non-linear regression (SAS, 1988) applying the g&&@choolfield equation (Table 1); it was
assumed that no high and low inactivation occu5dt. This temperature can be considered
as optimal foD. melanogasteras, for example, maximal population growth ocq&igldiqui
& Barlow, 1972). All estimates fall within the ram@f thermodynamic parameters known for
enzymes in a wide range of organisms (Hochachka&eso, 1984). Fig. 4 shows the
temperature dependence of weight (size) at eclosahestimated thermodynamic
parameters are substituted into equation (5). Tdsedit with the observed data from David
& Clavel (1967) is of course not very surprisingnsimering the way in which growth rate
was calculated, but clearly illustrates the prapsrof the model if realistic values for the
thermodynamic constants are applied. This comhinaif parameters shows a maximum size
at a low temperature (around°C), a decrease with increasing temperature andrg sh
decrease near the upper and lower temperatures lohdevelopment (F£ and 32C,
respectively).
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Fig. 4. Size at metamorphosis observed under dmaroonditions
as a function of temperature (dots: data from D&idlavel, 1967)
compared with the prediction from equation (5)d)ito illustrate the
biophysical model.

Discussion
FROM ENZYME KINETICS TO GENETIC VARIATION IN REACTON NORMS

In the discussion of a general quantitative gematidel for the evolution of reaction
norms, Gavrilets & Scheiner (19893suggested that in order to develop realistic ggno
models for the evolution of reaction norms we ntekihow how the individual components
of the developmental program translate into reaatiorms at the whole organism level. More
specifically, they posed the question how diffeemnin the reaction rates of enzymes as a
function of temperature combine to produce a reaatorm, if a trait is determined by a
series of reaction steps. The model presenteddaerbe seen as a first step towards an
answer. Growth and differentiation are considerethe fundamental and parallel
components of development determining size at rmatur. Emphasis is laid on the
interaction between the processes of growth ardrdiftiation.

The temperature reaction norms of each of thesgooents can be described by the
Sharpe-Schoolfield equation (3) and its biophysieahmeters. These parameters are
interpretable in terms of biochemical adaptatem(Hochachka & Somero, 1984; Powers,
1993), although the extension from one rate-lingitieaction to a chain of reactions needs
further study.

All thermodynamical parameters of the Sharpe-Skiteteh equation are rooted in
enzyme kinetic theory (Schoolfiett al, 1981; Wagneet al, 1984). The thermodynamic
constants both for activation and inactivation hiagen published for numerous enzymes
(e.g.,Hochachka & Somero, 1984). The thermodynamic emnstestimated with non-linear
regression methods on the basis of equation (8) published data of several insect species
fall well within this range (Sharpe & DeMichele, 7R Schoolfieldet al, 1981; and
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references in Wagnet al, 1984; van Straalen, 1994, 1995).

Variation in the thermodynamic parameters of tharBe-Schoolfield equation can
originate from structural and heritable variatiarthe enzymes determining the temperature
dependence of growth rate or differentiation reif@at are the effects of this variation on the
shape of the reaction norm for temperature depeadengrowth and differentiation rate?
The parameters of interest appear in the condifienthe slope of the reaction norm of size at
metamorphosis as a function of temperature to gatne [equations 6(a)-(b)]: these
conditions define the central problem of this pap@riation in the change of enthalpy by
high and low temperature inactivation (respectivyiy; and4H” ) mainly influences the
shape of the non-linear region of the Sharpe-Séietirate function. The subsequent effect
on size at metamorphosis is mainly found neartikental limits of development.

The Sharpe-Schoolfield equation can be trimmedrdimna two-parameter model, by
settingPy=P4=1 : this further assumption identifies the entlgadpactivation as the crucial
parameter in the near optimal temperature regidin Ntile temperature inactivation.

Equation (5) then reduces to a four-parameter emquaind the slope with temperature of size
at metamorphosis becomes negativéHfa 4 - 4H”a ¢ is larger than zero. This implies that the
difference in temperature coefficients of growtterand differentiation rate will largely
determine the slope of size at metamorphosis witiperature, within the range of normal
development. This property can be illustrated sgix-parameter model if eithgH”a 4 or
AH”aqis varied, keeping the other parameters constetresulting sizes at metamorphosis
are shown in Fig. 5. The reaction norms vary adipted and cross at the chosen optimal
temperature of Z%. This result shows that genotype by environmetetraction in growth

rate or differentiation rate or in both, due to gg@nvariation in thermal constants, can
contribute directly to genotype environment intéi@tin size at metamorphosis.

200
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Fig. 5. Size at metamorphosis as a function of &atpre [equation (5)] with varying values
for AH s +4H"A g a small difference produces a shallow slope aladge difference leads to a
steep slope in the size-temperature reaction norm.

What are the implications for quantitative genetiadels for the evolution of reaction

norms? First, the biophysical model provides a &awrk to understand and predict the shape
of temperature-induced reaction norms for a vamétyfe-history characters. Second, it gives
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support to the view of reaction norms as continuens due to allelic sensitivity in expression
over environments (Gavrilets, 1986, 1988; GavrigScheiner, 1998b; de Jong, 1989,
1990, 1995) as opposed to alternative views basetisarete environments (Via & Lande,
1985, 1987; Via, 1993) or on gene regulation ($thiing & Pigliucci, 1993; Schlichting &
Pigliucci, 1995). It shows that structural and tadsie variation in enzyme characteristics can
be translated into variation in reaction norm shap#out inferring regulatory genes or other
complex explanations. Third, it suggests how genetriation in the temperature dependence
of ectotherm body size could be predicted from gemariation in the reaction norms of
growth rate and differentiation rate. Separatirgyeffects of selection on growth rate and
differentiation rate is therefore important in uretanding the evolution of complex life-
cycles of organisms living in heterogeneous envitents (Newman, 1988; Bernardo, 1993,
1994).

Fourth, the biophysical model provides a proxineatplanation how genotype by
environment interaction in the temperature depecelen life-history characters, such as
differentiation rate, body size and egg size, oatgs in the thermodynamic properties of
enzymes. In fact, it is impossible to get parakelction norms by varying the enzymatic
temperature coefficients. In addition, the biopbgbmodel suggests that reaction norms cross
and the additive genetic variance of the charaatder study becomes minimal at the optimal
temperature, that is when enzyme activity is makiff@s. 2 & 5). InDrosophila
melanogastefrom Tanzania, Noacét al (in press) found the reaction norms for wing kang
to cross, giving a minimum in the additive gengtciance, at the environmental temperature
the population would be adapted to.

WHY DO ECTOTHERMS BECOME SMALLER AT HIGHER GROWTH
TEMPERATURES?

It has been commonly observed that ectothermsrumgerimentally controlled
conditions metamorphose or mature at a smallervgisn environmental growth
temperatures are highes.g.,Von Bertalanffy, 1960; Preclet al, 1973; Ratte, 1984; Ray,
1960; Atkinson, 199%b, and many references cited in these papers). 8lestadies of
Drosophila melanogastesuggest that this overall decrease in size isgonatantly caused by
smaller cells€.g.,Robertson, 1959; Partridge al, 1995). The biophysical model provides a
proximate explanation for this phenomenon: if theévation energy constant of
differentiation (mainly depending on DNA replicatiduring the cell division cycle) is higher
than of growth (mainly depending on protein syniglesells will be smaller after dividing at
higher temperatures resulting in a smaller ovengnism. Although size reduction at higher
growth temperatures in virtually all ectotherms haen termed a "biological law" (Atkinson,
1994,b), few proximate explanations have been put forward

Von Bertalanffy (1934) defined growth as the nergy surplus of absorption and
metabolism. To explain smaller size at higher ghotgmperatures, he suggested that the
temperature coefficient of absorption is much lotiram the temperature coefficient of
metabolism, as the first depends more on physicalgsses like permeation and diffusion,
and the second being more of a chemical nature Bé&stalanffy, 1960). The differential
effect of temperature on these physiological preegsvould eventually lead to a smaller final
size.

Perrin (1988) formalized von Bertalanffy's arguntni@ a simple mathematical model
to explain final or asymptotic body size in a staudyhe cladoceraBimocephalus vetulus
However, Perrin could only explain smaller finaesby the empirically found lower "adult"
growth rate in his experiments, that is a decrgpgrowth rate after the start of reproduction.
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Again, Perrin's model could not explain the sigrafitly smaller size at first reproduction
before the obvious decrease in growth rate, whileas also this size that so obviously
decreased with temperature in his experimentsi(Ra:988). To conclude, it seems unlikely
that size at maturation can be adequately explandtie basis of growth rate variation and
energy budget alone, as in von Bertalanffy's maal#ipugh his argument is also in favour of
a lower temperature coefficient of growth compasgith differentiation.

PHYSIOLOGICAL AND EVOLUTIONARY TIME-SCALE

Van Straalen (1983) suggested an operationalitefirof a physiological time-scale
(sensu Taylor, 1981). He noted that, if temperatuegies, a common physiological time-
scale to different developmental processes canlmnbpplied if (i) these are monotonic
functions of temperature and (ii) have identicatperature coefficients. As has been pointed
out above, growth rate and differentiation rateyvawn-linearly at extreme temperatures
according to the Sharpe-Schoolfield equation ang Inaae intrinsically different temperature
coefficients. This severely limits the applicatiminphysiological time-scales to temperature
variation in life-history characters, as is impliegthe arguments of van Straalen (1983). One
could even conclude that physiological time-scabmot be applied to reaction norms of
life-history characters when temperature variesgdie this, it is common practice to plot
body size variables with developmental time or estdivariate reaction norms with varying
experimental temperatures.g.,Gebhardt & Stearns, 1988; Windig, 1994) to corfect
differences in developmental rates. If the tempeeatoefficients of growth and
differentiation have not been determined theserlate@plots cannot be interpreted in
physiological terms. Furthermore, plotting bodyesiariables against differentiation rate
distracts from the proximate mechanism determisiag at maturation: the interaction
between growth and differentiation. This interacti® a real-time phenomenon, which cannot
be simply transformed to some relative, physiolabjione-scale.

Any change in size at metamorphosis or maturaa result of a change in
developmental timing is by definition heterochromygspective of the time-scale involved
(Gould, 1977; McKinney & McNamara, 1991). In thésams the major focus of this paper
could be called temperature-induced heterochrohyE(oersoret al, 1988). Smith-Gill
(1983) first noted the importance of heterochranthie context of phenotypic plasticity, in
particular when environmental factors have a mdahgaeffect on the phenotype. Meyer
(1987) applied the concept of heterochrony to ustded diet-induced phenotypic plasticity
in the cichlid fishChichlasoma managuenaad provided a first step towards unifying the
concepts of heterochrony and plasticity within etioinary theory.

CONSTRAINTS AND ADAPTIVE EXPLANATIONS

Adaptive explanations have been formulated, medeadhd tested for much of the
variation in life-history characters within and amgospecies (Stearns, 1992; Roff, 1992).
Consequently, a considerable amount of effort le@s lput in the search for genetic variation
in such characters and their plasticity. Genotypaoziels of reaction norms are particularly
suitable to separate genotypic from environmerftatts in continuous environments
(Gavrilets & Scheiner, 1983; de Jong, 1990, 1995) and an increasing numbstudfes
reported genetic variation in reaction norragy(,Weis & Gorman, 1990; Sultan & Bazzaz,
1993). On the other hand, there is always the gurest which constraints in the
developmental program (sensu Ogteal, 1988; Maynard Smitkt al, 1985) limit the
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response to selection (Scharloo, 1987).

Atkinson (1994,b) comprehensively reviewed temperature modulate@t@n in
final size in organisms ranging from plants andipts to ectothermic animals, and concluded
that no single overriding explanation could accdonthe general size reduction at higher
growth temperatures. The biophysical model, howeadentifies temperature constraints to
growth and differentiation and derives the condiidor a size reduction at higher
temperatures, although adaptive variation may evislvimost parameters. The conditions
(equation 6) are easily fulfilled (see Fig. 5). &proximate model, the biophysical models
applies to all ectotherms, including protists inieth'differentiation” consists only of cell
divisions. A single explanation is given for siegluction at higher temperatures, independent
of the level of environmental variation or life tusy patterns. A single general adaptive
explanation for size reduction and shortening eetlgpment time at higher temperatures has
as yet eluded formulation for such a wide rangerganisms, including protists, plants and
ectotherms.

Sibly & Atkinson (1994) attempted to model an adagpexplanation for size
reduction at higher temperatures. They started tlt@observed increase of adult size with
higher juvenile growth rate at a single temperattireeir model indicates that size reduction
at higher temperatures might be an optimal strategtyonly in temporally variable
environments and if juvenile mortality rate increaat higher temperatures. Spatial variation
would, however, not lead to size reduction at higemperatures as an adaptive strategy.
While Sibly & Atkinson (1994) succeed in findingme conditions in their life-history model
that lead to size reduction and short developme &t higher temperatures, their paper
clearly shows how difficult it is to find an adapgiexplanation that is general enough to
explain a virtually universal phenomenon.

The biophysical model might have wider applicapithan to development alone, as
differentiation and growth also occur in the adii#iges, most prominently during
reproduction. As has been mentioned above, thentddimits of reproduction may be
dictated by the same processes which limits devedopal tolerance limits. Analogous to this
argument, it is possible to express propaguleaszie result of oocyte differentiation
alternating with oocyte growth (vitellogenin syngig) during oocyte production in ovarioles
and oviducts in insects (Ernsting & Isaaks, manpgctrom this assumption the same effect
of temperature on size at metamorphosis could édigied, that is, smaller eggs will be
produced at higher environmental temperaturesadt) & correlation between egg size and
environmental temperature has been reported ithertos on numerous occasiorsy(,in
D. melanogasteAvelar, 1993; a carabid beetle Ernsting & Isaakanuscript; for an
overview see Roff, 1992 p. 386-388). The proxinegelanation for temperature dependence
of egg size in ectotherms could be seen as a mdefagainst which adaptive explanations
of environmental variation in propagule size cdmddtested (Roff, 1992).

The biophysical model provides a proximate frameéwo study the constraints of
life-history characters in a thermally variable romment. The reaction of both growth and
differentiation to temperature is a general incegagate, that can be considered as a
biophysical constraint determined by the Eyringagopun (Sharpe & DeMichele, 1977). Only
further studies can reveal how many degrees ofline@eexist in the thermodynamic
properties of protein synthesis or the cell divisoycle. With respect to the latter, the
considerable increase in understanding the molegelaetics of the cell division cycle in
recent years (Murray, 1992; Hartwell & Weinert, 298ould provide ample opportunity to
test these ideas. The interaction between growdidéferentiation defines another constraint:
an intrinsic difference in the temperature coeéiints of differentiation (cell division) and
growth (protein synthesis) determines the reaatiogctotherm body size to environmental
temperature. That reaction does not have to ba aflaptive naturper se It might be a
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perfect example of a spandrel (Gould & Lewontin/9) the temperature dependence of
growth and differentiation being the structuralnedémts. On the other hand, the interaction
between growth and differentiation can easily betpadaptive use.
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CHAPTER 3
A PROXIMATE MODEL FOR THERMAL TOLERANCE IN ECTOTHER MS
T.M. van der Have

Published iMDikos98: 141-155

Abstract

Thermal limits of viable ectotherm developmenttareshold-like and near-symmetrical
around the temperature of optimal performance andlly well within the thermal tolerance
range of adult physiological traits. A proximatedabis proposed to show that the interaction
between reversible temperature inactivation of@gtle proteins and their regulation can
explain (1) the symmetry and (2) threshold charasftéhermal limits of viable embryonal and
larval development in ectotherms. It is suggedtattemperature inactivation of regulatory
proteins mimics the decrease in concentrationtiagutom gene dosage change and
transcriptional regulation during the cell cyclecértain regulatory proteins have equal
probability to be active or inactive at a cert@mperature, cell division and, consequently,
development becomes blocked. Model predictions vested by comparing thermal tolerance
limits as observed in viability experiments withdéveloping insect species with the estimated
temperatures at which a hypothetical rate-detengidevelopmental enzyme has an equal
probability to be active or inactive. These ‘exgelcthermal limits were derived from the
Sharpe-Schoolfield equation which describes tentperalifferentiation rate reaction norms. In
21 out of 23 comparisons ‘expected’ thermal linaiisee closely with the observed thermal
tolerance limits. The implications of the model floermal tolerance, thermal adaptation,
epidemiology and life-history strategies are diseds

Keywords: Thermal tolerance limits, viability, de@mment rate, reversible inactivation, cell
cycle, insects,
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Introduction

In many ectothermic organisms fithess componerdsidtimately, realised fitness are usually
highly dependent on the thermal environment (G#tir995). These organisms have to adapt to
the limitations imposed by either high temperatlgading to irreversible denaturation of
proteins and death, or low temperature, leadirzgto activity of proteins by inactivation
(Hochachka and Somero 1984). Studies of evolutidgharmally variable environments focuses
usually on the breadth of tolerance, survival pbiltig or viability as a function of temperature,
and performance, such as fecundity, growth ratkyamning speed as a function of temperature
(Huey and Kingsolver 1989). Evolutionary modelsgas) that for most types of thermal
variation in the environment organisms should spisei in performance and generalise in
tolerance (Gilchrist 1995). Quantitative genetiddgts, however, albeit few in number are
equivocal. The study of thermal sensitivity of [gtisation capacity in an egg parasitoid
revealed that an increase in optimum temperatuseaseompanied by a raise in maximum
parasitisation performance (Carriere and Boivin7)9@n the other hand, a quantitative genetic
analysis of locomotor performance (in a hymenopteaxasitoid, Gilchrist 1996) and life-
history traits (in a fruit fly, Partridge et al. 99) detected trade-offs between maximum
performance and performance breadth.

Understanding the proximate mechanisms determthiegnal tolerance breadth is
fundamental to thermal ecology and essential talévelopment of realistic models of the
genetics and evolution of thermal sensitivity (3td@1989). An important question in this
context is, whether a single mechanism could heoresble for thermal limits at both high and
low temperatures. This would be in contrast tathditional view that at least two different
processes are involved, reversible and irreversilaletivation, respectively, at low and high
temperatures.
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Fig. 1. Temperature viability curves of the fruéfiDacus dorsalis, D. cucurbitandCeratitis
capitataillustrates the general pattern of temperaturramice limits of developing ectotherms.
Data from Messenger and Flitters (1958).

Both viability (Fig. 1) and performance curvesyR2a) can be seen as a ‘set of
phenotypes expressed by a single genotype acrasg@ of environmental conditions’, or
reaction norms (Lynch and Gabriel 1987, Gabriellayjmetth 1992, Schmalhausen 1949,
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Woltereck 1909). Adaptive evolution will select fmsme optimal reaction norm (Gauvrilets
and Scheiner, 1993a,b) within the limits set byalepmental constraints (Scharloo, 1987).
During development there is at least one clearhyisigal constraint: most biochemical rates
increase with increasing temperature, as deternbgete Eyring equation. Each biochemical
process has its own specific temperature coefficleading to quite different outcomes of
physiological and developmental processes at difteiemperature®(g.,van der Have and
de Jong, 1996).

0.0 —_—
0 10 T 20 30 T, 40 50

temperature (°C)

1.0

05 F----rmmmmmee el | GRRRRRREEEEE

probability in active state

0.0 V17—
0 10 T 20 30 T,40 50

temperature (°C)

Fig. 2. (A) General shape of the relationship betwbiological performance (walking speed,
heart beat) or rate (division rate, growth rate) gsmperature. The developmental tolerance
limits are indicated by broken lines. Note that thaximal performance is close to the upper
thermal limit (from Huey and Kingsolver 1989). (B@¢mperature dependence of the probability
of a protein being in active state (from Sharpe &®Michele 1977).T. and Ty are the
temperatures at which the protein has equal prbtyatoi be active or inactive.

For realistic evolutionary and physiological maitlis essential to have detailed
knowledge of the differential effects of temperaton the mechanisms and genetics involved
(Pigliucci, 1996; Schlichting and Pigliucci, 19%charloo, 1989). This implies that it is
necessary to know how enzyme activity and reguiatsult in different phenotypes in
different environments (Gavrilets and Scheiner,39The underlying genetics and
mechanisms of reaction norms are not well undeds{Baliucci, 1996), with some notable
exceptions such as the temperature dependence@fspot variation in butterflies
(Brakefield et al., 1996).

Temperature-viability reaction norms of ectothegrswn at constant temperatures
generally have an inverted u-shapey( insects, Cohet et al. 1980, Messenger and Elii@58,
amphibians, Bachmann 1969, Fig. 1). The thermaidiof development can be characterized as
sharply defined thresholds at high and low tempegatand symmetrical around the median
temperature of viability. The permissive tempemtange of embryonic development is usually
much narrower compared to the tolerance rangeudf plysiology like respiration, metabolism
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in general, or derived performance parametergiikaing speed or flight speed (fish, Brett
1970;Drosophila David et al. 1983).

This phenomenon is well illustrated by the commarisf thermal limits of embryonic
development to the critical thermal limits of adatiurans collected at different latitudes (Fig. 3).
The thermal range of adult anurans (63 species,faanh Brattstrom 1968) varies from 30
degrees Celsius at tropical latitudes to 40 degregsmperate latitudes (Snyder and Weathers
1975) and tracks the decrease in the mean ancsgcne the variance of environmental
temperature with latitude. At temperate latitudeseémbryonic thermal range (44 species, data
from Brown 1975, Moore 1942, Volpe 1957, Zweifeb83%nd references therein) varies
between 17 degrees at tropical to 24,5 degreesnierate latitudes. The embryonic range
clearly tracks the decrease in mean environmesigbérature, but the data set is inconclusive
with respect to the change in environmental vagakarthermore, adult performance is usually
asymmetrical, that is, the maximal performance tnatpre is close the upper tolerance limit
(Fig. 2a, Huey and Kingsolver 1989).

45

@ CT max
ACT min
OTL high
ATL low

= N w
a1 [8)] a1
I I I

critical temperature (min and max )
(4)]

latitude (N)

Fig. 3. Latitude and the upper and lower thernmaitlof embryonic development (open squares
and triangles, respectively) and critical thermalkimum and lower lethal temperature of (post-
embryonic) mature anurans (closed circles). Embeytvermal limits are taken from Brown
1975, Moore 1942, Volpe 1957, Zweifel 1968; critid@ermal limits of mature anurans are
extracted from Brattstrom 1968 (see Snyder and héeatl 975 for details on methods and data
selection).

To date, few attempts have been made to explaithtieshold character or shape of the
temperature-viability reaction norms and the défere with adult performance. Differences in
thermal performance and thermal limits can havéopral effects on the interaction between
species (Gilbert and Rawort 1996, Harrington €1299, Davis et al. 1998). The general
observation that embryonic and larval thermal tolee is more limited than adult performance
suggests that these life-history stages may be imprartant mediating the outcome of the
interactions than the adult stages.

One obvious difference between the adult stagetendmbryonic and larval stage in
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ectotherms is the relative intensity of cell diersiand differentiation. During development

most cells are actively dividing, while in the adsthges cell division occurs mainly in
regenerating processes and reproductive tissugireotly linked to performance of the whole
organism. This suggests that temperature-induceidicoational changes of proteins involved
in cell cycle regulation may block cell divisiondahby implication determine the thermal limits
of development.

It seems unlikely that symmetrical tolerance lgibuld be explained with irreversible
inactivation or denaturation of proteins, whichurscmainly at temperatures higher than the
upper thermal limit. The temperature dependentoohemical reactions and their transition
rate constants are usually monotonically increaingtions of temperature described by the
Eyring equation (Alexandrov 1977, Sharpe and DeMl&Eli977) and cannot be a solution either.
On the other hand, reversible inactivation of cgdlle proteins at high and low temperatures
could provide a parsimonious explanation as it cowre or less symmetrically around an
optimum temperature (Fig. 2b, Sharpe and DeMich@#). However, enzyme activity
decreases gradually at higher or lower temperatméseversible inactivation alone cannot
explain the threshold-character of the thermaltéinit is necessary to look at processes specific
for development and cell division.

The development of a multicellular organism froygate to the adult stage proceeds
through a series of cell divisions. Cell growth aifterentiation are closely co-ordinated with
cell division during the larval stage, but are d@ated during embryogenesis. Overall,
development can be considered as the interactiwreba differentiation and growth.
Differentiation rate (tim@) is assumed to be primarily determined by thedieision rate (van
der Have and de Jong 1996). The functions andaictiens of the proteins involved in the
regulation of the cell cycle are now understoogremat detail€¢.g, Murray and Kirschner 1989,
Nurse 1990, Murray 1992, 1994, Tyson 1991).

First, a proximate model is presented which shtwastemperature inactivation of cell
cycle proteins interacts with their regulation @ad predict the temperature tolerance limits of
ectothermic development. The analysis suggestsdhatsible temperature inactivation at high
and low temperatures has a symmetrical, inhibiiifigct on the balance between synthesis and
degradation of cell cycle proteins, resulting iarghthresholds at the high and low temperatures,
above and below which the cell cycle becomes bihcBecond, the predictions of the model for
the shape of viability-temperature reaction norrest@sted with differentiation rate -
temperature reaction norms in 14 insect species literature data. Finally, the ecological and
evolutionary implications of these temperature traings at the cellular level are discussed.

The model

Reversible protein inactivation

Sharpe and DeMichele (1977) developed a stochastimodynamic model of poikilotherm
development derived from the Eyring equation. I$\@asumed that the developmental control
protein (an enzyme in their case) can exist intemoperature dependent inactivation states as
well as an active state. At high and low tempegesttine protein undergoes a conformational
transition rendering the protein inactive. The $faons between energy states are unimolecular
and completely reversible and no transitions td&egpbetween the high and low inactive states
directly. For an individual enzyme molecule the clative probability of being in the three
energy states is therefore equal to one. The tramsibetween states are randomly distributed
with a mean transition rate(second) specified by the Eyring equation:
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KT
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whereh is Planck’s constank Boltzmann constanfyH;” the enthalpy of activatiodS” the
entropy of activation] absolute temperature, aRdhe gas constant. It is assumed that
transitions between energy states have reachatlyst&ste. From these assumptions an
eguation can be derived for the probabiiythat the protein is in active state:

* z
i:1+exp AHy 1 1 AHR[ 1 1 . @
Pa R (T, T R T, T

whereT, andTy are the temperatures (°K) at which the proteinduagl probability to be
active or inactive by low or high temperature ingtion, respectivelyAH*, andAH™y (after
hereH, andHy) are the change in enthalpy (J fakssociated with respectively low or high
temperature inactivation of the enzyme (Sharpelidichele 1977, Schoolfield et al. 1981).
Fig. 2b shows the bell-shaped function generateebonation 2, describing the temperature
dependence of protein activity. If temperature tivation of proteins in general would
determine the thermal limits, then a similar grddesponse in viability would be expected.
Comparison of Fig. 1 with Fig. 2b shows that terap@e inactivation alone cannot explain the
threshold-like thermal limits of development. Dexmhental tolerance curves (Fig. 1) are
inverted U’s, a high level between sharply defitiguts. Activity curves of proteins and
enzymes in particular are usually optimum curveh wigradual decline in activity at low or
high temperature (Fig. 2b).

Inverted U-shaped curves could be generated bygaingH, andHy simultaneously
and thereby potentially explaining the differenetéeen developmental (Fig. 1) and adult (Fig.
2b) ‘performance’ curves. This would imply thatiatportant proteins have different
embryonal, larval and adult variants, and are esga@ at different stages during development,
which seems to be an unlikely phenomenon.

Cell cycle regulation in eukaryotes

Several detailed mathematical models of the celeclyave been developed (Tyson 1991,
Novak and Tyson 1993a,b, Goldbeter 1991, NorelAargur 1991), which complement the
intuitive diagrams and verbal arguments of the ngpiaditatively minded cell biologists
(Maddox 1992, 1994). These quantitative modelsoate precisely explain the oscillator
phenomena in early embryos and switch mechanisig®wmath-controlled cell cycles. These
models are based on the interactions between thangsi Cdc2 and cyclin of the heterodimer
MPF (Maturation Promoting Factor) and cell cycleyanes (Weel, Cdc25, CAK and INH,
Novak and Tyson 1993a,b).

It may be possible to work out the temperatureeddpnce of the cell division rate on
the basis of the above mentioned theoretical geleanodels, but it seems unlikely that such
model will produce symmetrical tolerance limitsobserved in many ectotherms. In other
words, it seems unlikely that such models will pdevthe conditions when cell cycle arrest will
occur symmetrically at low and high temperaturetr@asition rates of all catalytic reactions
will depend on temperature following the Eyring atijon, cell division rate will gradually
increase with temperature generally following theded of Sharpe and DeMichele (1977). As
argued in the introduction, it &priori difficult to imagine how this asymmetrical, gratiua
response can produce symmetrical and sharply defineeshold-like limits at which the cell
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cycle becomes arrested.

Reversible inactivation of cell cycle enzymes wsithw cell division down at low
temperatures and as well as decrease it at highetaares. Furthermore, all enzymes involved
will be reversibly inactivated and a gradual regmoof the whole system can be expected, not
the switch-like behaviour of the developmentalrathee limits we are pursuing to explain. It
cannot be ruled out, though, that such system hbalvasould result from reversible enzyme
inactivation in more sophisticated cell cycle madai/olving ten or more coupled, non-linear
ordinary differential equations (Novak and Tyso®3#&b). For the moment it is assumed, that
the thermodynamic properties of these cell cyclgyeres with respect to temperature
inactivation are similar, although empirical data eurrently lacking. Sharpe and DeMichele
(1977) provide a graphical argument showing thttefinactivation parameters of the enzymes
limiting development rate differ much, the thermaaige of development decreases
considerably, although the general developmentuation will have the same shape.

Therefore, it seems more promising first to lookdpecific components in cell cycle
regulation which could be expected to differ indraally in their temperature dependence
because of their different biochemical functions: &ample, one could compare the
thermodynamics of different types of first-ordesctons, such as protein-DNA binding with
protein-protein binding. These types of reactiarsiavolved in gene regulation, repression and
inhibition of the cell cycle components (Harpeaktl 993, Welch and Wang 1993, El-Dreiry et
al. 1993, Hengst et al. 1994, Serrano et al. 1998rnatively, first-order reactions could be
compared with higher order, catalytic reactionse Hiter type of reactions are typical of most
of the characteristic steps of the cell cycle (Myrand Kirshner 1989, Nurse 1990, Tyson
1991, Novak and Tyson 1993a,b).

A simple model of derepression as a control mashafor the cell cycle in eukaryotes
was developed by Tyson and Sachsenmaier (1979).Mbdel was specifically developed to
explain (a) how nuclear and cell division couldtigated only after replication of the entire
genome and (b) ensures that DNA is replicated andeonly once during every cell cycle
(Sachsenmaier et al. 1972, Tyson and Sachsenn®i8).JAlthough this model predates the
huge progress in the field of cell cycle reseaitdiis recently become increasingly clear that
transcriptional regulation has a central role iargges of cell cycle regulation during
development (Edgar and Lehner 1996).

Tyson and Sachsenmaier showed how a genetic tepstem can account for the
periodic synthesis of a mitotic activator by sediziosage changes of an early-replicated
repressor and a late-replicated operon. These easmamges result in periodic switching of the
operon from the derepressed to the repressedasidtine activator synthesis respectively off
and on at the beginning and endsoT heir model is relatively simple and involvestbot
protein-DNA (repressor-operon) and protein-protegpressor-inducer) binding. It therefore
fulfils the above stated prerequisite to serve stauding point for the analysis of the effects of
temperature inactivation on proteins regulatingasiécycle.

The genetic control system is as follows. ProRinoded for by an early-replicating
geneGg, binds to operator regidd and represses (inhibits) transcription of struatgenesse
andGa,. InducerP inactivates the repressor and thus has a pos#gadback on its own rate of
production. Protei’\ activates mitosis. The system will exist in eitbétwo states: repressed
with very little synthesis dP andA and derepressed with maximum synthesiB anhdA. Ggr
doubles at the beginning 8fphase and the operon region replicates at theféadl'yson and
Sachsenmaier (1979) showed that gene dosage clamgdsccount for periodic switching
from the derepressed to the repressed stateiemdersaThey found that the fraction of
operons actively transcribing can be expressed as
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whereRy is the total number of repressor moleculégquilibrium constants? the
concentration of the inducer, ands the number of repressors binding with the dper&nder
steady state conditions the rate of synthesig BfandA is exactly balanced by the rate of their
degradation.

The steady-state concentratioof the inducer P can be definedxasK; P/K; Ry and
the rate of inducer degradationg@s |;mpK,Gr / 1:myK1Gp, wherel;, m are rate constants in the
differential equations describing the changes duaer and repressor concentratidf)s,
equilibrium constants ar@; the dosage (i.e. the number per cell) of genemgddr molecular
species. Under steady state conditions the rate of indsgethesisf(x)) will be exactly
balanced by the rate of inducer degradatg), (both relative to their maximum rate of
synthesisi.e. where the curvf{x) intersects the straight lirgx the steady-state condition can
be found:

f(x) = ¢x. (4)

Sinceg is proportional to the ratio of repressor geneagedo inducer gene dosage, the relative
rate of inducer degradatigix doubles abruptly in earl§(Gr - 2), then halves again in la$e
asGpe replicatesGp — 2). In Fig. 4a it can be seen that the slgpim earlySis twice the slope

@c in lateS The shape dfX) is always sigmoid, and if appropriate valuestifer kinetic
constants are chosen, this change in sfppkethe degradation rate can switch the operon off
(f(X) = £€), when transcription is negligible, and d¢x)= 1) at approximately maximum rate.
This is depicted in Fig. 4a, whege andgc are represented by two broken lines with different
slopes and which intersect wiitx) (continuous line) near the origin and near maximu
transcription rate, respectively (Tyson and Saamséer 1979). In the following section we will
explore the differential effects of temperaturetlosm components of this genetic control system.

Temperature inactivation of cell cycle proteins
The following simplifying assumptions could be madethe thermodynamics of the regulation
of the cell cycle.
i) The inducer and repressor are proteins, whiefaasumed to occur in three energy states:
active or reversibly inactive at high or low temgttere (Sharpe and DeMichele 1977). At high
and low temperatures these proteins undergo awoaftmnal transition which renders them
inactive with respect to binding properties (Sont365).
i) The thermodynamics of the repressor differsrfritnat of the inducer in that the latter is more
thermolabile than the former (Polyak et al. 1984)that the temperature inactivation of the
repressor can be ignored over the temperature atngleich inactivation of the inducer occurs.
iif) The reversible inactivation of the inducerléws equation (2).

Iv) The temperature dependencies of all transitaesl;, m and equilibrium constant§ are

assumed to be similar, i#e rate of inducer degradatigr+ |1mpKy Gr/ 1:miKiGp is

temperature-independent.
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Fig. 4 (a) Reaction rate at steady state concemgabf inducer X) during Sphase (DNA-
synthesis) and during the gap phaséd @nd G2) between successiv® phases without
temperature inactivation (Z&). DuringS the relative rate of inducer degradatigg)(is large
and transcription from operon is negligible and ititersection betweefsx (broken line) and
f(x) (continuous line) is close to zere £€°). During G phase the relative rate of degradation is
reduced ¢c =¢42) and the operon is transcribed at nearly maximate (intersection between
X [broken line] and(x) close to 1). (bj(x, T) (continuous line) at 3AC and (c) at 38C. See
the text for a further explanation.
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From these assumptions it follows that (a) the teprre-dependent probabil®y that the
inducer is in active state can be described bytequé?), and (b) the effective inducer
concentration becomé&sP at temperatur&. Then, the temperature dependence of the fraction
of transcribing operons becomes

K,Rr
f(xT)=|1+ 2
1) 1+KPP)| ©)

The relative rate of inducer degradatiparemains unchanged within the temperature range
under consideration, and doublingg{in earlySwould still happen (broken lines in Fig. 4b, c)
even if the constants are temperature-sensitivause the temperature dependence of all
transition rates and equilibrium constants is agslto be similar. If equation (2) is substituted
in (5), the temperature dependence of the steatly @bncentration of inducer during DNA-
synthesis and during the gap-phase can be defitesican illustrated by a numerical example.
For P, a set of constants is chosen based on valuesagstirfor a range of poikilotherm
organismsH; = -70.000 andHy= 70.000 (Sharpe and DeMichele 1977). The tempesiiy
andT,, at which the protein has equal chance to beeotivnactive by high or low
temperatures, respectively, are chosen at 2883RE) and 308 °K (35 °C).

If the temperature is increased from 25 °C toG4 (X, T) gradually flattens, the
intersection of(x,T) with gsx atf(x,T) = £& remains the same, while the intersectiof(qT) and
@cx is at a slightly lower value of (Fig. 4a, b). If the temperature is increasedcnthe
operon transcription rate decreases, but at cddaiperatures two or three equilibria duriag
are possible as can be seen from the number oééattons of(x,T) with gex. At 35 °C only
one equilibrium near the origin remains (Fig. 89tween 34 °C and 35 °Qy) a sharp change
in the point of intersection occurs, from abouthighest to a negligible value »{Fig. 4b, c).

At decreasing temperatures a similar switch ocbataeen 14 °C and 15 °T.| for the chosen
parameter values. These parameter values do nimtenise one, two or three intersections of
f(x, T) with ¢cx are possible when temperature increases or destddswever, if is not too
small multiple equilibria occur only in a very sin@mperature range between 34 °C and 35
°C.

From Fig. 4 it becomes clear that the ‘windowviben@<x and@gcx determines the
temperature range of a functional cell cycle, aetsihich the operon is switched off by
reversible temperature inactivation. This tempeeatange is widest if the kinetic constants are
chosen such that the quasi-linear sectidi(xr) falls close topsx (Fig. 4a). The intersections
betweerf(x,T) andgcx can be found numerically and the temperature digyere of the operon
transcription rate has an inverted U-shape, if tmyintersection is used with the highest value
for x (Fig. 5). At intermediate temperatures the opésdranscribed near maximum rate. If the
kinetic constants are chosen such thal) falls close topsx at 25 °C, the operon is switched
off (f(x,T) = £) at the temperatures at which the inducer hasl eaace to be active or
inactive (equivalent tdy andT, , Fig. 5). This implies that DNA-replication ansl aresult cell
division will become (reversibly) blocked at thenigerature at which the inducer is only half
active, while the potential range of biologicaliaty is much wider. Temperature inactivation
of the inducer, therefore, mimics the decreasedager concentration resulting from gene
dosage changes during the cell cycle.
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Fig. 5. The probability that the inducer is in aetistate B,) (thick continuous line) and the
transcription rate of the genetic operf@nT) (thin continous Ilne) at different temperaturas.
sharp decrease from near maximum transcriptiontcet&,T) = €2 to zero transcription rate
occurs at temperatures when the inducer (ratettighdevelopmental protein) is approximately
half active and half inactive (broken line). As esult, cell division becomes blocked and
development becomes impossible at the lowigrgnd upperT) thermal limit.

Implications

Thermal tolerance is a central issue in the therohadpy of ectotherms and is supposed to be a
target of selection and adaptation (Huey and Kilvgsd. 989). The focus is usually on the
performance of adult traits, such as running speetiabolic rate or heart rate, and the thermal
limits are generally thought to define the thermiahe. Physiological traits depend broadly on
metabolic efficiency and metabolic pathways, wiaok not directly linked to the cell cycle or
DNA-replication. The fact that the thermal limitsviable ectotherm development (between 10
- 35 °C) are often much narrower than of the pemtorce of adult physiological traits (between
0 - 50 °C) is widely known but its possible cauas heen generally disregarded. The current
model suggests an explanation for the observatatihe performance breadth of development
is usually narrower than adult performance. Consetly studies that are limited to adults
might give a biased view of thermal tolerance,artipular as immature stages of terrestrial
ectotherms are often less mobile than the adgesta

The proximate model presented here suggestatheivation of the regulatory proteins
involved in first-order reactions could be respblesfor the threshold character of the thermal
limits, instead of a gradual change in viabilityisllikely that the thermal characteristics of the
cell cycle enzymes do not differ much if no largadtional differences exists, like the tight
binding with DNA of certain inhibitors. Selectioarfmaximal development rate at a certain
temperature will generally select for enzymes Hhyigdfficient at this temperature, which is
traded off against the width of the thermal toleearange (Somero 1995).

The threshold-like thermal limits of ectotherm&vdlopment resemble the phenotypic
effects of temperature-sensitive cell cycle mutéaig, Nurse 1990), that is the mutant
phenotypes are expressed above or below a ceztapetature without any gradual change.
These effects have been used to grow large-ceflast gtrains, when cell growth continues at
temperatures non-permissive for cell division. Timplies that increased cell size and perhaps
increased overall size of ectotherms are expettegerimental temperatures during
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development are alternated below and above then#iéimits, temporarily inhibiting cell
division but not growth.

If the first-order reactions between inhibitorslayclin-CDK'’s are rate-limiting to the
cell division rate and by implication to differesiion rate €.g, Sharpe and DeMichele 1977),
then the thermal limits of ectotherm developmerghhbe expected to be exactly at the
temperatures where the developmental enzyme iswiahe and half inactive (Schoolfield et al.
1981). This prediction can be tested by estimatiegnodynamic parameters from temperature
- differentiation rate reaction norms with the $fga6choolfield equation.

Reaction norms in ectotherms

Sharpe and DeMichele (1977) derived a biophysicalehto describe the temperature
dependence of any aspect of poikilotherm developnseich as differentiation rate, cell
division rate or growth rate. Their model is dedveom Johnson and Lewin (1946), and in its
basic form already proposed by Briggs and Halda82%). The model is based on the
thermodynamic properties of a system acting as@lesihypothetical, developmental enzyme
which is rate-limiting to development.

This developmental enzyme is assumed to be cleaized by a constant molecular
population which exists either in active form (atmal temperatures) or in reversibly inactive
forms (at high or low temperatures). The biophylsiecadel differs in this respect from the
'thermal performance’, where only the decreaseadntion rates at higher temperatures is
linked with thermal instabilities of enzymes (Hochka and Somero, 1984; Heinrich, 1977).
The Sharpe-Schoolfield model includes inactivaabboth low and high temperature.

By combining the Eyring equation (1) with reacti@ate kinetics Sharpe & DeMichele
(1977) and Schoolfieldt al. (1981) derived an equation (the Sharpe-Schooléglgation) for
any rate of development under non-limiting substcnditions:

r(T): 'OTPa ex ﬁ i—l (©)
298.2 R\2982 T

wherer(T) is the mean differentiation rate (ddyst temperatur@ (°K), P, is the probability
that the rate controlling enzyme (of growth or eiffntiation) is in an active state as defined
by equation (2)R is the universal gas constant (8.314 “Jrkol") and 298.2 is a standard
reference temperature in degrees Kelvin (equivate@sd °C). The thermodynamic
parameters are as followsis the differentiation rate (daysat the standard reference
temperature of 25 °C assuming no enzyme inactindtias implies that 25 °C is the optimal
temperature)Ha is the enthalpy of activation (J mlof the rate controlling enzyme.

The Sharpe-Schoolfield equation has considerahlardage over other expressions of
biological rate functions (reviewed in Wagner et(&b84b). It can accurately describe the
temperature dependence of a developmental progesshe total range of biological activity,
including the quasi-linear region at intermedia@peratures and the non-linear regions at
high and low temperatures (Fig. 2a). Reversibletimation of enzymes approximately
linearizes the exponential rate function expectethfthe Eyring equation. It should be noted
that the maximum rate occurs well above the optintemmperature of 25 °C, which is defined
as the temperature at which no inactivation oftyygothetical developmental enzyme occurs.

The six thermodynamic parameters of Sharpe-SdetwEquation were estimated
with nonlinear regression (Marquardt algorithm SAS88). Starting values for the
Drosophilaspecies were derived graphically as describecihodfield et al. (1981) and the
algorithm converged in fewer that 50 iterationslifour species. It was assumed that no high
and low inactivation occurs at 25 °C. For the speanvolved this is a reasonable assumption
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as none is specifically adapted to very high (>GDd&r low (20 °C) temperatures.
Published datasets of differentiation rates aability of 14 insect species were used

to estimate the thermodynamic parameters from ifferentiation rate reaction norm and to
compare these with observed viability curves. Apamant condition was that the
experimental temperatures should cover the fuljeanf viable development (the whole
thermal window) for both differentiation rate (embnal and/or larval) and viability
(embryonal or egg-to-adult). The datasets whichilled these conditions included eight
species oDrosophila(Cohetet al, 1980; Gibert and De Jong, 2001), three spedi@aous
fruitflies (Messenger and Flitters, 1958), the beuh pine beetl®endroctonus frontalis
(Wagneret al, 1984a), and two Homoptera [aphid&sjzus persicaandLipaphis erysimi
(Liu and Meng, 1989).
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Fig. 6. The temperature dependence of embryon&trdiitiation rate predicted with the
Sharpe-Schoolfield equation and the observed nai€sratitis capitata Dacus cucurbitaand
D. dorsalis(data from Messenger & Flitters 1958).

Temperature - differentiation rate reaction norms

In all 14 insect species differentiation rate iras®ed with increasing temperature almost
linearly up to a maximum and decreased sharplyf(sesxample Figs. 6-7) at higher
temperatures. The thermodynamic parameters estinaatie non-linear regression applying
the Sharpe-Schoolfield equation showed consideraiation inH, andp between species
(Table 1). The extremely low values fdg in Dacus dorsaliandLipaphis erysimare
probably unrealistically low, despite the overalbd fit. Between th®acusspecies varied
twofold andHa twofold (excluding the above mentioned outlierhil H, varied little and
Hy varied threefold. Within thBrosophilaspeciep andHa varied little and most variation
occurred irH_ (fourfold) andHy (fourfold). The overall fit between observed deyshent
rates and the values expected from the Sharpe-Biehdequation was in all species very
high (Figs 6 - 7) and the six-parameter model ctaditted in all but onefrosophila iri)
species.
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Table 1. Thermodynamic parameters of the temperadependence of differentiation rate
estimated with non-linear regression and the Sh8gtmolfield equation in 14 insect species.
Ouitliers are indicated within brackets.

SpeCieS P Ha H. Hx T Th

(10%hours  (kJmol  (kJmol (kJmol (°C (°C

) ) 9 )

Ceratitis capitata 0,088 82 -270 25 14,1 35,4
Dacus cucurbita 0,163 61 -235 302 14,6 36,7
Dacus dorsalis 0,158 (7) -171 889 229 389
Drosophila ananass&de 0,338 80 342 31,7
Drosophila williston? 0,326 86 339 29,1
Drosophila 0,299 99 261 26,4
subobscura
Drosophila funebrié 0,538 111 183 21,4
Drosophila ir® 0,488 94 218 32,6
Drosophila yakub 0,671 86 -1181 225 14,4 32,1
Drosophila simulan$ 0,550 73 -334 440 13,0 33,1
Drosophila 0,596 86 -228 194 12,3 32,4
melanogaster
Dendroctonus frontals 0,944 66 -430 355 11,5 34,5
Lipaphis erysini 0,896 (6) -148 346 18,8 38,3
Myzus persicae 0,871 54 -193 304 8,3 32,3

Sources! Liu et al, 1995;” Gibert and de Jong, 2002lCohetet al, 1980;* Wagneret al,
1983a;” Liu & Meng, 1989

Temperature - viability reaction norms
All species showed the characteristic inverted Bpgld temperature - viability curve (Figs 8 -
9) and in most species the change from near maxovedro viability occurred over
temperature ranges of only two to three degreesi@elThe viability curves are compared
with the graphs of probabilitly that the developmental enzyme is in active state (
inactivation curve) estimated with the Sharpe-Stfield equation from the temperature -
differentiation rate relationships (Table 1). Thielability curves could be considered as
‘expected’ viability curves if viability would dietly follow the activity range of the
hypothetical developmental enzyme. In most compasst is clear that the shapes of the
observed viability curves show little resemblanzéhie ‘expected’ inactivation curves. The
temperature inactivation of the hypothetical depaiental enzyme is a gradual response in
all cases, except f@rosophila yakubaat low temperature limit.

However, if the estimated temperatures at whiehdidgvelopmental enzyme has equal
probability to be active or inactive at low andthigmperaturesl{ andTy) are compared
with the observed thermal limits, 23 out of 25 camgons (92%) fall closely together (Figs 8
- 10). The correspondence at high temperaturesnankably close in all species. The
observed lower tolerance limit$.( in Dacus dorsaliandLipaphis erysimdo not agree with
the observed lower thermal limits, but it shouldnio¢éed that in these species the estimates for
Ha were also outliers.
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Fig. 7. The temperature dependence of larval diffeation rate predicted with the Sharpe-
Schoolfield equation and the observed rates in)sophila melanogasteandD. simulans
and (B)D. yakubaandD. iri (data from Cohett al, 1980).

Discussion

Thermal tolerance is a central issue in the therohwdpy of ectotherms and a target of selection
and adaptation (Huey and Kingsolver 1989). Thegaswsually on the performance of adult
traits, such as running speed, metabolic rate ant hate, and the thermal limits are generally
thought to define the thermal niche. Thereforagimsan the mechanisms determining the
thermal niche is relevant to ecology and necedsamderstand the effects of temperature on
geographical distribution, population growth, iakgions between hosts and parasites, predators
and prey, plants and herbivores, among others.

The fact that the thermal range of viable ectothéerelopment (usually 20 - 25 degrees within
the range 10 - 35 °C) is often much narrower, gdalf as wide, than of the performance of
adult physiological traits (usually 35 - 45 degredthin the range 0 - 50 °C, see also Fig. 3) is
widely known but its possible cause and ecologioglications has not received

much attention yet. The proximate model presented suggests that reversible inactivation of
the regulatory cell cycle proteins involved inficgder reactions could be responsible for the
threshold character of the thermal limits and deiees the narrow thermal window of
development, instead of a gradual change in viglaihd wide thermal performance range. In
addition, physiological traits depend broadly ortabelic efficiency and metabolic pathways,
which are not directly or tightly linked to the lbeycle or DNA-replication.
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Fig. 8. The temperature dependence of embryondliltyain (A) Ceratitis capitata (B)
Dacus cucurbitaand (C)D. dorsalis (line with markers) (data from Messenger & Fligster
1958). The line without markers represents the gibdity that the developmental enzyme is
in active state according to the Sharpe-Schoolfgjdation (parameters estimated with non-
linear regression, see text).

First, the assumptions, predictions and testseofdéversible inactivation model will be
discussed. Second, the relevance of the Sharpeiieltbequation and the reversible
inactivation model to thermal ecology, such as dagree analysis, host-parasite interactions
and variation in performance among different lifstbry stages will be outlined. Finally, some
implications for thermal adaptation and evolutiai e suggested.

Model assumptions

The proximate model is rather simple comparedaatmplexity revealed by recent advances
in the understanding of the cell cycle and DNA iegtion and too general to specify the
different postulated proteins. Two assumptionfiefrhodel are important: the differential effect
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Fig. 9. The temperature dependence of egg-to-adtlity in (A) Drosophila melanogaster
(B) D. simulansand (C)D. yakuba(data from Cohe¢t al, 1980). The line without markers
represents the probability that the developmenalyme is in active state according to the
Sharpe-Schoolfield equation (parameters estimatédnen-linear regression, see text).

of temperature on reversible inactivation of pnatanvolved in first-order reactions and
dosage change of early and late replicating regilagenes. The first aspect is supported by
the findings of Polyak et al. (1994), who showeat thne of the cyclin-dependent kinases
responsible for the temporal order of the eukacyctil cycle, cyclin E/Cdk2, is inhibited by
the heat-stable protein p37*. The latter protein is inhibited by a heat-lattilading protein,
possibly D-cyclin/CDK®6. Cyclin E/Cdk2 is only exgsed durindgs, which could be
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accounted for by the model of Tyson and Sachsemnidies replication order of repressor
and inducer is reversed. The thermodynamic difieedsetween inhibitors such as P27

and the cyclin-dependent kinases is likely relatetheir functional differences within the cell
cycle.

The second assumption is supported by recenta@wets in the molecular biology of
DNA-replication which show that both replicatiordamanscription are closely controlled in
time as origin of replications are initiated eahjate during S-phase by licensing factors and
prevented from replicating twice in the same cglle (Cardoso et al. 1993, Blow and Laskey
1988, Leno et al. 1992, Fangman and Brewer 1992rayiid 994, Moreno and Nurse 1994,
Diller and Raghuraman 1994). Furthermore, celleycbteins (CDC6 and CDC46) were
implicated as licensing factors which bind with DdAthe initiation complex (Diller and
Raghuraman 1994, Stillman 1996).

Body size and temperature-sensitive mutants

The differential effect of temperature on growtld alifferentiation has been suggested as a
proximate explanation for the general inverse i@lahip between growth temperature and final
body size (van der Have and de Jong 1996). Amoalgionary explanations from life-history
theory, increased daily mortality at higher tempees may explaining size-reduction at
increased temperatures (Sibly and Atkinson 1994).

Many cell cycle proteins and their function haeeib discovered with the use of
temperature-sensitive mutants in particular of t/gag, Nurse 1990). At the non-permissive
temperature the mutant strains usually arrestecisp stages of the cell cycle, while developing
normal at permissive temperatures, suggestingltbahermodynamics of one component may
determine the temperature dependence of the wirstiens, as assumed for example by Sharpe
and DeMichele (1977). Apparently, no alternativéhpeays are known for the cell cycle in
contrast with metabolic pathways, although sevaalponents may be redundantly present
within the cell. A temperature-sensitive eye colmutant inDrosophila melanogastdras been
used to determine the thermal niche in the ficdth¢3 et al. 1987). In reverse, the importance of
the thermal niche in community structure and cortipetcould be tested by using temperature-
sensitive mutants with a much smaller viable terpee range than the wild type.

Model predictions

The Sharpe-Schoolfield equation is a good desgcrgitthe temperature - differentiation rate
reaction norms in ectotherms (Wagner et al., 1984io; der Have and De Jong, 1996). The
method has been applied to a variety of insectispemnd the explained variance is usually
very high (Wagner et al., 1984b). Furthermores iwvell rooted in biophysical theory of
enzyme thermodynamics, which is of considerableathge compared to other nonlinear
equations proposed for the temperature dependdmitepentiation rate (see review in
Wagner et al., 1984b). The range of activation @pibs {H,) of differentiation rate in the 14
insect species is in agreement with values fouravariety of organisms and different
processes and fall within the range of 29 - 1di#gre& mol* (Kooijman, 1993, Van
Straalen 1994, Van Straalen and van Diepen 19%&) |dw values foD. d

orsalisandL. erysimiare exceptional for unknown reasons.

Despite the realistic values fbli and close concordance between observed and
expected differentiation rates, the temperatuiability curves do not resemble the gradual
inactivation curves of developmental enzymes. kiitaah, thermal tolerance ranges of adult
stages are usually wider than tolerance limitsrdudevelopment. For example, heat shock
proteins inDrosophilaare induced at temperatures over 36 °C and dastdre still active at
temperatures below 12 °C and well over 32 é@.(temperature range of mating is 6 — 34 °C
(Schnebel and Grossfield, 1984), while developnsanhot be completed at these
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temperatures (David et al., 1983). The thermak#&mlee range in fish becomes wider during
growth (Brett 1970). Critical thermal maxima in dmigans are usually in the range 5 — 40

°C (Snyder and Weathers, 1975). Amphibians (an#inglinsects) are capable of being
active over a range of 30 °C (Brattstrom, 1968)ilevtievelopment is usually only permitted
within a 20 °C window (Moore, 1942, 1949). Theskedences suggest that the intensity of
cell division during development in the embryonnddarval stages is much higher than in the
adult stage.

The overall fit of the predicted thermal limitstlvthe observed ones supports the
model for reversible inactivation of cell cycle wgfion. It should be noted that the Sharpe-
Schoolfield equation is based on one hypotheties-limiting developmental enzyme. The
values resulting from nonlinear regression coufdrro one rate-limiting enzyme, but it is
also possible that it refers to the characterigifas set of developmental enzymes. Sharpe and
DeMichele (1977) showed that characteristics ofntlodti-enzyme cases are not
fundamentally different from the case with one {lateting enzyme.

Differential expression of isozymes between lieges could be an alternative
explanation among others. If during developmentnietivation parametetsy andH,, are
increased and decreased, respectively, the indotiveurves become more rectangular and
similar to the inverted U-shape of viability duritige egg, larval or pupal stages. Such a large
difference in thermodynamic properties of enzynmethe immature and adult stages could
only be acquired by differential expression of mangymes. Differential expression of
isozymes at different temperatures and life stagyasvell known phenomenon (Hochachka
and Somero, 1984). However, a redundancy of isogyofevhich the activity is limited to
extreme temperatures or alternative life stagesweandtained by, for example, gene
duplication, would incur significant costs (Heinrjcl977).

A more direct test of the model would be to estarthermodynamic parameters of cell
cycle regulatory proteins of species with differthgrmal limits and including their temperature-
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sensitive mutant®rosophilaandXenopusare both studied intensively in developmental
genetics and would be excellent model organisms.

Maximal performance — thermal range trade-off

Infection by a pathogen usually triggers a tempeegatise or fever, which may be physiological
in endotherms and behavioural in many ectotherrhgyé€ 1979, 1991). The current
explanation is that the nutrient requirement ofggathogen is elevated at higher temperatures,
but the host simultaneously withdraws serum irahstarves the pathogen (Kluger 1979, 1991).
In addition, at febrile temperatures the immung@oese of the host is facilitated (Kluger 1979,
1991). This hypothesis still leaves the questicenophy the pathogen cannot adapt to the
elevated temperatures and limit its nutrient resqagnts at higher temperatures. This may well
be explained by the trade-off between activity ;aagd maximal performance of enzymes
(Hochachka and Somero 1984, Somero 1995). Uniaelhalrasites, in particular, depend highly
on cell division for proliferation in the host. Bycreasing body temperature the host may drive
the parasite to its upper thermal limit and and essult its division rate will remain the same or
even decrease (Williams and Nesse 1995, Fig. b .€ffect gives the host more time to
develop an immune response. Lowering body temperatauld negatively affect

physiological performance essential for escapimglgiors, finding food or other factors. A
stable or decreasing division rate of blood pagast febrile temperatures has been repeatedly
observed (Kluger 1979, 1991). The trade-off betwsformance and activity range of
enzymes and selection for maximum division rateesakdifficult for the unicellular parasite to
evolve a wider temperature tolerance range as ietplog the fever response of the host.

Variation among life-history stages

Ecological studies that are limited to adults migie a biased view of thermal tolerance, in
particular as immature stages of terrestrial eetotis are often less mobile than the adult stages.
If smaller thermal ranges are always smaller imgau life-stages, seasonal and climatic
temperature changes will affect population dynan$csaller thermal ranges of developing
organisms suggest that thermal (habitat) selebiédore and during oviposition is critical and
implies a narrow thermal niche and high selectigitying this stage. One prediction that follows
from the Sharpe-Schoolfield equation would be thathermal niche of all life stages would be
close to the temperature at which the enzymeseamndatory proteins have maximum activity.

Application of the Sharpe-Schoolfield equation egwkrsible inactivation model will
ease the development of predictive models andigsmght in the thermodynamics of growth,
differentiation and adult metabolism. In particulae trade-off between maximal performance
and thermal range is an important issue. Adaptiandommon thermal environment may well
be different for hosts or parasites, prey or p@gar among competitors and related to their
specific life history. This implies that seasonad @limatic temperature change will have very
different effects on the outcome of species interas, such as parasitism, predation,
competition and others.

Reversible inactivation of proteins can be a pawsigus explanation for thermal limits
in other life stages. The position and shape ofdleeance curve near the thermal limits will
depend on the physiological process involved. Uppérlower critical limits of adult viability
and performance are often gradual less clear antembryonic limits and have to be
determined by L) experimentse.g, Brattstrom 1968). This pattern conforms morerszigal
reversible inactivation of proteins, and enzymegsarticular. The reversible inactivation model
then implies also that the shape of the upper thldimit is similar to lower thermal limit and
selection on one thermal limit may lead to a catesl response at the other.

Switch-like thresholds for low and high criticahtperatures in adult metabolism has
been shown in several invertebrates and fish andften characterized by the onset of
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anaerobic metabolism (Sommer et al. 1997). Theseqvhena suggest that specific steps in

metabolic regulation may also involve non-linedeets inducing switch-like patterns when
temperature changes. The model presented in thés paould suggest that a functional
asymmetry in the thermolability of regulatory progemay be responsible for the non-linear
effects of temperature.

Thermal adaptation and evolution

The phenomenon that a single, inactive enzymegolatory protein in the cell cycle can block
cell division implies that the temperature chanasties of all proteins involved in the cell cycle
need to be closely integrated to enable developowanta suitable and wide temperature range
(cf. Hochachka 1991). As a result, selection omtia¢ limits can expected to be more difficult
than selection on the thermal sensitivity (the slopthe performance curve, Fig. 2a), as many
loci will be involved instead of a few which argedimiting. Although the trade-off between
thermal sensitivity (and by implication maximal feemance) and thermal tolerance breadth is
well known at the enzyme level, it is still unclémw evident this phenomenon is expressed at
the organism level. Studies which link enzyme pentnce with phenotypic, whole organism
performance are mainly limited to metabolism andaiaic enzymes (Powers et al. 1991,
Crawford & Powers 1992).

A central issue in understanding the evolutioreattion norms is the identification of
constraints imposed by physiology and biochemistmyn an adaptive response to selection
(Gotthard and Nylin 1995, Pigliucci 1996, Schar®87, Schlichting and Pigliucci 1995). The
molecular mechanisms suggested above may be helphi respect. At least, it seems clear
that the switch-like shape of the viability curvesar the thermal limits is a direct consequence of
a proximate mechanism (cell cycle regulation) aoictirectly shaped by natural selection. The
exotic diversity of regulatory proteins involvedtire cell cycle is currently extended rapidly by
molecular biologists. This active field of reseaptbvides an overwhelming amount of
information, which may inspire evolutionary ecokigiseeking proximate mechanisms to
understand thermal adaptation.
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Abstract

In insects, temperature strongly influences phegratand insects differ in sensitivity to
temperature. The viable temperature range mightbew or wide, and body size often
changes with development temperature. Insect dpnedat rate depends strongly on
temperature, while insect growth rate does solésser extent. Development rate and growth
rate show a more or less triangular shape with ézatpre, rising slowly and almost linearly
with temperature to a maximum rate at a fairly higimperature, and decreasing steeply after
at higher temperatures. Insect size in many spelee®ases with increasing temperature over
a large part of the viable temperature range. Buoeedse in adult size indicates that
development rate is more temperature sensitivedhanth rate. The decrease might be very
slight, almost amounting to temperature compensatio

Many models have been proposed to describe thectatope dependence of
development rate, from the degree-day summati@nodel based upon biophysics. We
present the degree-day model and the biophysi@p8kSchoolfield model. We prefer the
latter model as it has a clear biophysical base paovides an accurate description of the
temperature dependence of biological rates.

We detail the possibilities of the Sharpe-Schollfraodel. (i) It can be used to
describe phenotypic plasticity in development rgtewth rate and insect size. (ii) Any
change in parameters in the model immediately éxplahy genetic variation for phenotypic
plasticity can be found. (iii) The optimal tempenat for organismal functioning is part of the
model. This optimal temperature proves not to leatidal to the temperature of highest
development rate or highest growth rate. (iv) Sofmte parameters in the model can be held
to describe the boundaries of the viable tempegatmge. The Sharpe-Schoolfield model can
be used to specify in how far the boundaries of/table temperature range and the
temperature dependence of the development ratd beulletermined by the same biophysical
parameters.

By way of the Sharpe-Schoolfield model, biophysiaa be used to explain size
differences over temperatures and geographica<imadult body size. Selection on
development rate or growth rate would translate saiection on the parameters of the model.
So would selection for enzyme efficiency or enzystability. The Sharpe-Schoolfield model
can therefore be used to link adaptation at theiplggical level to phenotypic plasticity in
body size. We can see why phenotypic plasticigdiaptive, or not, what traits are the prime
movers of adaptation and what traits might be gadiserved but not be adaptive themselves.
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Introduction

Temperature has pervasive effects on all biologigatems, and it strongly influences
phenotypic plasticity. The basis of this is that@chemical reactions are sensitive to
temperature, increasing in rate with increasingoemature (Hochachka and Somero 1984). In
ectothermic organisms, all biochemical reactiongetta be very precisely balanced and
coordinated to enable the organism to perform auange of temperatures: very different
temperature sensitivities for biochemical reactiessential for life functions would lead to a
speedy surmise of an organism at any temperatamegeh Thus, temperature coefficients of
life functions have to be balanced over a rangemperatures to ensure proper functioning
of organisms when temperature varies (Hochachka)199 ectotherms, adaptation to
ambient temperatures is a physiological, behayviarad evolutionary task, and temperature
coefficients are shaped by natural selection (@&@03).

Temperature is, from pole to pole, a major deteamirof life histories: of lifetime
patterns of development, differentiation, growtioyage of reserves, age of maturity,
fecundity patterns and longevity (Atkinson 1996JiNyand Gotthard 1998). Life histories
summarize selection patterns. Development timeinfeity, and longevity are all temperature
dependent. Adaptation to any environmental tempegatill, therefore, be reflected in an
integrated life history pattern for that temperat(Gotthard and Nylin 1995). To understand
temperature adaptation it is necessary to know fpraximate mechanisms influence
organism performance and fitness (Pigliucci 1996gifettaet al. 2003).

Through its influence on the individual organisiifis history, temperature influences
not only population density (Huest al. 1999), but also community structure (Petchewl.
1999). The outcome of virtually all organismal nmatetions, including herbivore-plant, host-
parasite, and prey-predator relationships and stldepends, in part, on temperature
(Harringtonet al. 1999). The influence of temperature on densigsigecially of importance
in damage by insects to crops. Temperature infleeptant growth rate and insect
development time, and, hence, the damage insettdact crops. Successful biological pest
management, therefore, requires a detailed undelistp of the temperature sensitivities of
the plant, insect pests, insect predators and ipaitssand subsequent selection regimes
(Gilbert and Raworth 1996).

Observations on temperature dependence of viabildyelopment rate and adult size

Viability, development time and adult size of intseand ectotherms in general are plastic,
and strongly depend upon temperature. The natiablesrange of temperatures allowing
survival and development can differ strongly betwspecies, and this correlates with habitat.
Hence, alpine grylloblattids survive quite nicetyasound 6C, but will succumb when
temperatures exceed 12°C (Morrisey and Edwards)1@@reas some desert-inhabiting
insects are active at %D, but relatively sluggish at 20 (Chapman 1982). Tropical insects
with low climatic variability appear to have a ramer developmental temperature range than
temperate insects living in areas with high climatriability. This pattern has been found in
amphibians (Snyder and Weathers 1975) and fisht(B#&0). Data on temperature ranges of
insects from different latitudinal ranges are, hegre surprisingly difficult to come by.

Within the genu®rosophila,for example, species differ in upper and lower terafures that
allow full development (Table 1). Temperate spes&sm to have shifted their viable range
to a wider and lower temperature region. The traBpecies seem to have a higher lower
boundary temperature, but not an appreciably highper temperature to the viable range.
As a consequence, the viable temperature rangeriswer in tropical than in temperate and
cosmopolitan species (H&h1996). What genetic basis such differences nhght is
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unknown. A wider thermal range of the fruitiBacus tryonievolved in possibly less than
hundred years after spreading from tropical regtorthe temperate climate of southern
Australia, but this wider thermal range was attiglolito hybridization (Lewontin and Birch
1966).
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Fig. 1. Egg development as a function of constatetbpment temperature f@acus

cucurbitae(Coqg.). Fig. 2 from Wagnegt al. (1991), after data from Messenger and Flitters
(1958).A. Development timeB. Development rate.

Table 1. Temperature range for developmemrosophilaspecies.

Species Temperature range Ecology

D. melanogaster 12-32 cosmopolitan

D. simulans 12-32 cosmopolitan

D. yakuba 13-3¢ tropical (Africa)

D. ananassae 16-3P tropical (India)

D. iri 17-32 tropical (Africa)

D. frabura 16-28 tropical (Africa)

D. willistoni 15-29 tropical (Brazil)

D. funebris 10-29 temperate (France)
D. subobscura 6-26 temperate (France)

a(David et al. 1983b) b (Gibert and de Jong2001b)

Over the viable temperature range, a graph of deweént time versus temperature has
almost the shape of a mirrored and very inclingutakJ. Development time increases
steeply when the temperature drops. In the midaige of temperatures the reaction norm of
development time changes relatively slowly but gigantly with temperature. At the highest
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temperatures, development time increases agairel@@went rate is as often quoted as
development time; by definition, development rajaads 1/(development time). When
development rate rather than development timeudied, relatively small differences in
development time at fast development emerge asveialarge differences in development
rate, and the large differences in development tiear the lower border of the viable
temperature range emerge as small differencesglriFdata for development rate and
development time of the flpacus cucurbita€Coq.) are plotted. The reaction norm of
development rate shows the triangular shape witipégature that is very pervasive over
biological rates (Huey and Kingsolver 1989). Thg lecreasing leg of the reaction norm
rises slowly and almost linearly (H&8nand Kocourek 1988). After a maximum, the decline
in development rate is precipitous, and often &grt due to failure to survive. The
downturn in the reaction norm and low viability generally related and must be due to the
same temperature sensitive physiology.

In ectotherms, increased developmental temperaftes results in reduced adult body
size (Atkinson 1996). In 91 out of 109 studies,ladatotherm body size decreased with
temperature (Atkinson 1996). It has been widelyized that the ratio of growth rate to
development rate has to be altered if rearing teatpee alters adult size (Atkinson 1996).
Both growth rate (the rate of biomass increasea),davelopment rate (the rate of tissue
differentiation) increase with temperature. Howevedevelopment rate increases faster with
increasing temperature than growth rate, adultde&neeases.

To date, satisfactory explanations are lackingha general phenomenon.
Explanations are of two types: physiological andletionary: physiological explanations
range from Von Bertalanffy’s explanation (see Aan 1996, Atkinson and Sibly 1997) to
the influence of temperature on cell size. Von 8artffy’s explanation involves weight
derived from different rates of anabolism and calialn, where anabolism is less temperature
sensitive than catabolism. Von Bertalanffy’s explidon is a special case of the hypothesis of
a growth constraint due to temperature. Such at@nswould result from a shortage of
resources that is exacerbated by an increasedrosi@n increase in temperature. In an
experimental study witbrosophila melanogasteFrazier et al (Fraziest al. 2001) found
that temperature and oxygen availability interadtetthe determination of adult size.
Hyperoxia increased adult body size at higher ngaiemperatures, but at lower rearing
temperatures hyperoxia had a very small effectamtylsize. Flies reared in hypoxic
conditions were generally smaller, had longer @gtosmes, slower growth rates, and
reduced survival -- all signs of adverse conditigktscooler temperatures, hypoxia had
relatively modest or non-significant effects on eleyment, while at higher temperature the
effects of hypoxia were large. Whether differendg@phical populations drosophila
melanogasterwith different body size and different temperatsensitivity, all react this way
has not been established, but Fraeteal.s (2001) study is the most explicit on the subjafct
growth constraints by temperature. Another phygiaial approach is the study of cell size.
Cell size in invertebrates increases at lower teatpee (Van Voorhies 1996, de Moetal.
1997a, Frenckt al. 1998, Blanckenhorn and Llaurens 2005). This appiabe a main
mechanism causing larger adult size in insectgelacell size per se remains unexplained but
might be a consequence of limited change in cefiber together with an increase in biomass
at lower temperatures.

An evolutionary explanation of larger adult sizécater development temperature is as
problematic, despite the progress claimed on tlysiplogical problem (Berrigan and
Charnov 1994). Low temperature selects for largeitaize if food and length of season are
not limiting, as is the case Drosophila melanogastan laboratory studies (Partridge al.
1994, Bochdanovits and de Jong 2003) In the coshtapdDrosophila melanogaster
multivoltine temperate populations have larger bsidg than multivoltine tropical

54



From biophysics to adaptation

populations, on all continents (Robinson and Rig&i2001, reviewed in de Jong and
Bochdanovits 2003). Not only are adDIt melanogastefrom temperate populations larger at
any developmental temperature, but the change@wsith temperature is larger too (Noach
et al. 1996). The higher temperature sensitivity at loteenperatures is part of the life history
puzzle.

Temperature therefore presents three problemsisect size: why larger at lower
developmental temperature, why larger in more teatpegeographic regions and why more
sensitive to developmental temperature if origimgfrom a temperate population.

Is temperature dependence of development rate ivéapmt a constraint?

The fact that all biochemical rates and most dgyaknt rates are highly sensitive to
temperature has been interpreted as a constrag\@iopment rates by fundamental
thermodynamics. Gilloolet al. (2002) and Charnov and Gillooly (2003) proposé tha
development rate vs. temperature in their mearremvient follows an exponential
relationship among populations and species whemreciad for body size. Charnov and
Gillooly (2003) extend this model to an exponentdi@velopment rate with temperature within
a species. However, most thermal reaction nornissetcts are linear at intermediate
temperatures, not exponential. Genetic variaticthémmal sensitivity has repeatedly been
found (Gilbert and Raworth 1996) indicating scopedelection and adaptation rather than
absolute rule by thermodynamics (Clarke 2004). &attian describing a universal
exponential function, Gilloolet al. (2002) describe an average temperature dependénce
development rate where the most interesting bioledgund in the deviations around the
mean.

Biologists are tempted to regard the temperatuvehath the maximum development
rate is reached as the optimal temperature foothanisms. This might be so in some
performance characters (Bennett and Huey 1990 |lattgiet al. 2002a, Angillettaet al.
2002b), but it is not inherent in the physiologytlod organism and development in particular.
In Drosophila melanogastemaximum development rate is reached at 28-29%Cthie
maximum in the reaction norm for the number of aas is realized at 22.5°C (Dawd al.
1983, Delpueclet al. 1995). The latter temperature might be neardndgaptimal functioning
of the organism.

Is temperature dependent adult size adaptive, atimtemperature compensation?

Despite higher growth and development rates ateniggmperatures, adult size
generally decreases with increasing temperatuddr(®an 1994, 1996). The negative slope of
the thermal size reaction norm might the resuliggdroximate temperature compensation and
other proximate mechanisms, or an adaptation &xrgeh such as increased predation on
juvenile stages at higher temperatures (Sibly atkthdon 1994). Temperature compensation
is the response of organism to a change in temperatich that they can maintain
homeostatic physiological functions (Clarke 2008aintain a specific character nearly
constant. An increasing number of studies suggestsimilar thermal reaction norms can be
realized with very different proximate mechanismfiuenced by different tradeoffs
(Angilletta et al. 2003). These tradeoffs can occur during allocadioacquisition of
resourcesd.g.,increased predation risk during increased intgrdiforaging), or can be
related to the decrement in performance withinramge of the thermal environment
resulting from an increase in performance withiother range.
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We suggest that only field and laboratory experitsiencluding reciprocal
transplantations which measure fitness of diffecdmmes or populations with different
thermal reaction norms in different thermal envim@mts, can determine the real opportunity
for adaptation (Gotthard and Nylin 1995).

Questions for the chapter

In this chapter we focus on larval developmentdoltssize, and review several models to
describe the temperature dependence of developaterand growth rate. We regard adult
size as a governed by the ratio of growth ratesteetbpment rate; as both rates are
temperature dependent, the temperature dependeadalbsize will follow. First we
examine the importance of the linearity of the tharreaction norm for development. Then
we discuss the application of a biophysical moderowth rate and development rate, and
therefore to adult size. We use this biophysicallehof development rate to model the
viability boundaries of the thermal range. We desti@te how variation in the model
parameters can be used to model genetic variatitnrnvand between populations. A choice
of the parameter values exemplifies geographicaletween-species patterns in rates and
size.

Models of Development Rate

Many mathematical models have been used to desdeNmopment rate as a function of
temperature. For surveys of the performance okthesdels, see Wagnetal. (1991) and
Kontodimaset al. (2004). Many of these models are empirical antissitzal: they aim at an
accurate description of possible data on insectldpment rate, without attempting to
explain development rate in terms of biological hedsms. Deductive and explanatory
models however seek to understand the causestafytar development rates from
physiological mechanisms that might themselvesraketstood in terms of lower level
processes.

Of all existing descriptive models we will mentionly one, the degree-day model. The
degree-day model is the simplest model for devetagmate, over the more or less linear
middle part of the temperature range where devedmpmate increases (H&n1996, Howk
and Kocourek 1990). However, the model potentiladlg an interesting biological
background, in terms of physiological time. Angtevmore interesting, the degree-day model
might relate with the molecular genetics of cethwgth and cell proliferation, through the link
provided by physiological time.

In biology, mechanistic explanations are usualyegiin terms of lower level
biological, cellular, and/or biochemical process¢swever, in the case of temperature
dependent development rate, the lower level exfitamaf biological rate is in terms of a
biophysical explanatory model, not a biochemicatieloOne model dominates this field of
explanatory models based on biophysical reactitasrahe Sharpe-Schoolfield model. This
model, developed by Sharpe and DeMichele (1977)Sadolfield et al (1981), provides an
accurate description of biological rates based ypausible biophysics. Not only does the
Sharpe-Schoolfield model accurately describe teatper-dependent biological rates
(Kontodimaset al. 2004), it provides a framework of fruitful thinlgron the causation of
such rates.

The Sharpe-Schoolfield model closely mimics empirdata, yielding a fairly linear
increase in development rate over the middle datteoviable temperature range, as does the
degree-day model. The parameters of the SharpesBietted model have to conform to
constraints for this to be true. We will show hdwde two models can be made to connect.
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Degree-day Model

Empirical observations on ectothermic plants arichals show that development can often
be accurately characterized by a 'temperature Jums.'was realized as early as 1735: de
Réaumur (1735), as cited by Wang (1960). The rathgarising observation was that plants
or insects needed a total amount of heat to reagiparticular state. This amount of heat is
constant over a large part of the viable tempeeatainge — in particular, over the mid-region
where development rate increases. The actual tatyperof development does not matter.
The threshold temperature for an insect to develdgt, for instance, be 12°C. If
development takes 20 days at 17°C, the tempersatumezquals (17- 129 20 = 100 degree-
days. In the same species, development at 22°Giviake: about 10 days, and imply an
identical temperature sum of (22 - )0 = 100 degree-days. A constant temperature sum,
that is, a constant number of degree-days, leatietprediction that at 27°C development
would take 100/(27 - 12) = 6.66 days. Such simpégligtions are widely used in applied
entomology.

Empirical data

Constancy of the number of degree-days neededhtplete development, whatever the
actual development rate and temperature, depermsaipery simple feature of development
rate. Development rate increases with temperatugetbe middle region of the viable temp
increases in a linear manner, to a very good afpation (Figs. 2 & 3). A linear regression
line can be fitted through this part of the curWhere the regression line representing
development rate crosses the temperature axis @hes) is the threshold poihtfor the
development rate. It is taken to indicate a zeovjn rate, but is in reality, a temperature that
is slightly above the biological temperature ofaegrowth, but quite sufficiently near it for
practical purposes. The equation for developmeatrgaover its middle part can be written
as:rq=c (T-h) = c x, whereT is temperature in °G,= T-h s the difference between the actual
temperature and the threshold temperaturecasithe slope of the linear regression line
representing development rate. Development timalsdy =1/r, =1/cx. Therefore, the total

number of degree-daygx equalsl/c. As long as the development rate is a lineartfanof

temperature, the number of degree-days will beteotsand equal to the inverse of the slope
of development rate with temperature. Once we kti@atdevelopment rate is a linear
function of temperature, this constant temperasura based on the temperature (above
threshold) and development time, is a mathematedhinty.

In the literature, many degree-day values can bedpas the method is actively used in
predicting development in insect pests (for instamtorék and Kocourek 1988, 1990). In the
journal Environmental Ecologynany articles reporting on insect development roant
degree-day values or average degree-day valuemstance, Juddt al. (Juddet al. 1991)
give both an average degree-day value and a sthedar (602t 13 degree days) in their
study of development in the pepper maggot. Empidegree-day values are not absolutely
constant, even if the feeding environment andtakioenvironmental influences are the same.
Environmental differences other than temperatureh si$ food, population density, and
allospecifics, influence the number of degree-dawsl, in addition, development rates
sometimes deviate slightly from linearity. Howeudie number of degree-days to reach
maturity is constant enough to be of biologicagrest. It implies that the linearity of
development rate as a function of temperature i®rti@n a statistical first approximation: it
seems a biological property. Therefore, it is adgalal question how linearity of
development rate is caused.
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Physiological time

Van Straalen (1983) noted that the concept of @edegs or of a temperature sum could be
regarded as a transformation from physical timghtgsiological time. Physiological time is
very useful in biology, as it can be used to cartdtmodels that are time-invariant. A
physiological time-scale can be defined as foll¢vas Straalen 1983):

A physiological time-scale for a specified biolagjiprocess is a time-scale obtained by
transforming a physical time-scale so that the o&tbe process becomes time-invariant
in physiological time.

The relationship between physiological time, phyldicae, and temperature, is very
important for understanding animal developmentmate phenotype, and constraints. If
different traits possess the same physiologica ticaele under temperature change, the
relation between those traits remains the samallftemperatures. Two traits that have the
same physiological time over temperature changéeanperature-invariant relative to each
other; hence, their ratio remains constant aeatigeratures. Obviously, the great multitude of
biochemical/physiological processes that underierganism’s development must possess a
similar temperature-specificity, or be relativedyrtperature-invariant, in order to produce
individuals that function properly when exposediifferent temperatures. However, few
traits, especially physiological traits, are trtdynperature invariant; circadian rhythm might
be one of the few temperature invariant traits. Terature invariance might be difficult to
achieve for physiologically dependent traits, arabtiraits are ultimately physiologically
dependent.

The argument of van Straalen (1983) demonstratethon between the linear
portion of the development rate, the constant teaipee sum and physiological time. Van
Straalen's mathematical argument is presentedribalvorm in Box 1. The argument
concerns when a transformation between physica &nd physiological time can be defined.
A linear development rate implies a constant teiaujpee sum for total development. A
constant temperature sum implies similar develogmeder a physiological time scale.
Development is time-invariant under a physiologtaak scale under the condition of a
constant temperature sum, i.e., of a developméatiat is linear with temperature.

Biology of physiological time

The scaling of the linear development rate to carigihysiological time is biologically
interesting. What might correspond, in organisnmaéf to the physiological time implied by
the temperature sum? A possible answer to thistigmes number of cell divisions in the
developing organism.

This possible answer derives from detailed invesbga into the components of
morphological phenotypic plasticity in insectsparticularDrosophila melanogastei his
specieshows the classical tilted triangular shape of tbgraent rate as a function of
temperature (Fig. 2. melanogasteadult body size has been extensively investigeted
phenotypic plasticity. The most phenotypically giasait is wing size; thorax size might be
more generally indicative of body size and has lolg still appreciable phenotypic
plasticity (Noachet al. 1996, Kararet al. 1998, Kararet al. 1999). TheDrosophilawing
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BOX 1. Linear development rate and physiological the

We explore when a conversion from varying physiicaé to constant physiological
time might be possible, assuming that insect dgveént time depends upon
temperature. The development rafeom egg to adult depends upon temperature, but is
constant, at a specific temperature, over the dpwe¢ntal period.

The question is whether it is possible to defindagsmlogical time scale such that
the rate of the developmental process is constantmhysiological time and
independent of temperature. This temperature-indggerphysiological rate would be
given byk if it exists; 1k therefore has the unit time, and is the unit inclwh
physiological time is measured.

The starting point of the conversion between physice and physiological time
is that the same amount of development is takiaggphat both time scales (as it is the
same developing organism). This amount of developieembe visualized as a length
of time times the development rate over that tilfeal development over a length of
physiological timeA7 times the physiological development ritequalskAr . Total
development over an equivalent length of physioa¢ tAt times the physical
development rate equalsrAt . Since both expressions concern the same devefdgpme
kA7 =rAt, and the potential conversion of physical timphgsiological time can be
given asAr =rAt/k. Herer andAt both depend upon temperature, but the

temperature dependence should cancel in the caoonefs temperature independent
ratek is possible in physiological time.

The amount of development has to be proportiontlédemperature sum in
physical time. This is the essence of temperatupertidgence. Total developmental time
t,from egg to adult equalsrlih physical time. The temperature sum of completed

development therefore equal{T —h) = E(T —h), whereh °C equals the minimum
r
temperature for development. For a conversion fpbiysical time to constant

physiological time to be possible, the temperaﬂuma%(T —h) should be independen

~—+

of temperature for all temperature dependent rates
The temperature sum over total development is congténe temperature
dependent rate equals= c(T - h). In that case, the temperature sum eqijalsaand is

constant. A constant temperature sum implies tee¢ldpment is independent of
temperature. Therefone, is constant, independent of temperature, as is eichand

as kAt =rAt, a constant physiological time exists. Over ta&lelopmentz, is

defined to equal 1. Physiological time is meas@®dk. Development is time-invariant
under a physiological time scale.

The linearity of development rate with temperatunplies a scaling of
development rate to constant physiological timéy arlinear development rate has this
property (van Straalen 1983).

Growth rate and development rate might both batingth temperature. If so,
both growth rate and development rate can be stalademperature-independent
physiological time scale, if not directly to thersatime scale. However, different
temperature-independent physiological time scallesahd 1Ky are related to each
other by a simple conversion factor. The temperatures for growth rate and
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development rate must be constant, as otherwigdysiological time scales can be
defined. If so, the division of the temperature sustemperature independent and
equal toc, /cg . This constant gives a conversion factor betwean 8cales.

Body size, as the division of growth rate by tenapare rate, will be constant if
the minimumh °C is identical for the two rates. This will be al&®m the expression

c,{T—h
for size, as size is found as size—g-é_l_—hg;. At equal minimum temperature, size =
Ca\l =Ny

¢, /¢y - Temperature independent body size therefore ispligirect relation of the

physiological time scales of the two rates.

The relative duration of stages or instars are dftend to be independent of
temperature (JaroSé al. 2002). If development rate is linear with temperatfor each
instari according tor, = ¢ (T —h ), a constant temperature sum is present for each

instar, and a separate physiological time scalebeastefined for each instar. The
division of the temperature independent temperatunes for two instarsandj is
temperature-independent and equad:it,tl:j , and the relative duration of the instars is

constant over temperature. If the instars haveticEminimal temperaturds the
relative duration of the instars equals the divisdb their development rates,/c, .

lends itself easily to the determination of cetlesand cell number. Geographic variation in
wing size is mostly but not exclusively determirtiydchanges in cell number, cell number
being higher in flies from temperate latitudes (Beedet al. 1997b, Zwaart al. 2000).
Larger wing size, due to lower rearing temperatpreyed to be mainly determined by larger
cell size, with little or no effect of cell numbgr.g.,De Moedet al. 1997ab, Frencht al.
1998). This effect of cell size might be wing-specdr population-specific. Therefore,
Azevedo and coworkers (2002) surveyed phenotyaistigity in cell size of the wing, the
basitarsus of the leg and the cornea of the ey{lr@dophila melanogastdrom two
populations at opposite ends of the South Amerigtitudinal cline in body size. They found
that lower rearing temperature increases wing &zelength and eye size, through an effect
on epidermal cell size, but without a significah&iage in cell number.

The explanation of the environmental effect on bsidg through cell size might be
found in the growth characteristics of the imagitiats. InDrosophilg the epidermis of the
adult head and of the adult thoracic segmentsmdd by separate imaginal discs that grow
and differentiate inside the developing larva. @ifal larval nutrition and constant
temperature, the cell proliferation of these imagjgiscs might be intrinsic: that is, they
might grow to a predetermined number of cellseast for a specifibrosophilastrain
(Bryant and Simpson 1984, Bryant and Levinson 198B)l. size can therefore be regulated
and potentially selected apart from cell numbetl §&iee seems mainly determined by growth
temperature. Constant cell number in imaginal digathin a line) seems independent of
temperature. Therefore, cell number makes a goodidaie as deriving from organismal
physiological time during development. In otherdsy the same number of cell divisions
might be needed to complete animal developmengpeddent of temperature, at least in the
mid-region of the viable temperature range. Thigyests that all biochemical processes of
cell division have rates that increase linearlyhvi@mperature over this range. Of course, the
rates of all chemical and biochemical reactionsranerently temperature sensitive
(Hochachka and Somero 1984). This brings us totter ¢type of model of development rate,
a deductive and explanatory model based upon tphpsics of reaction rates.
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Fig. 2. Development rate of prepupae ab&bphila melanogastefFig. 1 from Gilbert and
Raworth (1996), using data from Bliss (1926).

Sharpe-Schoolfield Model

The Sharpe-Schoolfield model is based upon two plies: (i) temperature dependent
reaction kinetics per active enzyme molecule;réiersible inactivation of enzyme molecules
at high or low temperature. Both the reaction koseand the inactivation of molecules use
classical models of biophysical reaction rates.Wllkeuse these models without more
explanation of biophysical detail than is neces$aryinderstanding the biology. The
simplest version of the theory of biochemical reatt can be found in Willmeat al. (2000).
Slightly more advanced treatments can be founterdiscussion of biochemical adaptation
by Hochachka and Somero (1984) or in Lowry and Rua$an (1987). Watt (1968) gives a
clear ecological introduction for practical biolsts.

Model based upon biophysics

Temperature dependence of reaction rates has traaliff been described by an empirical
equation due to Arrhenius (around 1900) and a riimeretical equation due to Eyring
(1935). Sharpe and DeMichele (1977) developed aehfod development rate based upon
the Eyring equation. The parameters of this modefacored to the usage in the biophysics
of chemical reactions, and had no direct biologicedrpretation. The model made a number
of assumptions.

The first assumption is that development is regdlatea single control-enzyme whose
reaction rate determines the development ratesobthanism. This assumption might be less
restrictive than it seems at first look. Sharpe Bedlichele (1977) show how several limiting
enzymes, for parts of the temperature range, ldsreverall impression of determination of
the development rate by one controlling enzyme allehe range. Hence, although the
physiological reality might be several enzymes,titelel can proceed as if one enzyme is in
control of development over all the range. Morepdervelopment rate is proportional to the
product of the concentration of active moleculeghefcontrol enzyme and their temperature-
dependent reaction rate. For each enzyme molecdleiactive state, the reaction rate
exponentially increases with temperature.
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The second assumption is that the control-enzymexiahin two temperature-
dependent reversible inactivation states as well as active state; one reversible
inactivation state pertains to high temperature atier to low temperature.

Schoolfieldet al. (1981) modified the model of Sharpe and DeMichelmake it more
convenient for biological interpretation. They irduxed a reference reaction rate that
absorbed physical constants and the entropy ofaitin, combined other parameters and
succeeded in writing the Sharpe and DeMichele miodglay that can be easily understood
and now has parameters that all have clear bidbgitevance.

The classical biophysical Eyring equation describesaation rate's exponential
increase with temperature. The Eyring equation dessriemperature sensitivity of reaction
rates without enzyme inactivation. Schoolfield I€t1881) give the Eyring equation in the
original parameters (their Equation 2). In the paeters, as defined by Schoolfiedtal.
(1981), the Eyring equation reads:

T H 1 1 .
r(T)= ex A -= Equation 1

ref

The ratior(T +10)/r(T) is known as @, a widely used rough and ready guide to the
temperature sensitivity of reactions.

In the Eyring equation, reaction raf@) as a function of temperatufes given as a
modification of a reference reaction ratat a reference temperatuiigs (in °K). The
dependence of the reaction rate on temperatuiigas @y the temperature sensitivity

coefficientHA (in J mol 1), officially the enthalpy of activation of any &@en that is
catalyzed by a rate-controlling enzyme (Hochachich®omero 1984, pg 379-380, notation

simplified); Ris the universal gas constant (8.314_31K10I' 1). The exponential factor in
Equation 1 yields a dimensionless scaling to tempesaf the reference reaction raieThe
exponential factor is larger than 1 if temperaisreigher than the reference temperature and
the reaction rate is then higher than the referesaetion rate. Conversely, the exponential
factor is less than 1 if the environmental tempemrats lower than the reference temperature,
and the reaction rate is then lower than the ratereeaction rate.

What rate the equation refers to is specified leyuhits of the reference ratelf the
biological rate described by Equation 1 referse¢eadopment ratep has the unit timiée. If the
considered rate refers to growth rate, tppanunits are biomass per time. The same equation
applies to any intended temperature sensitive thtgsare determined by biochemical
reactions.

Biological rates show this exponential increasmast across a very limited
temperature range. At middle temperatures, rateslarost linear. At higher temperatures,
development rate usually sharply decreases. Atéomperatures, development rate slowly
approaches zero. Any feasible model designed taexall of development rate has to
include the high and low temperature behavior ofdgical rates, and accommodate the
linearity. A very useful assumption is that thergh@downturn in development rate at high
temperature is due to enzyme inactivation. Thispardicularly plausible assumption as the
downturn in development rate often is near the keigth of the viable range for development

(Fig. 3).
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Fig. 3. Development rate (circles) and survivailatgles) for eggs fronbacus cucurbitae
(Coq.). Fig. 4 from Wagnesat al. (1991), after data from Messenger and Flitter&8).9

Sharpe and De Michele (1977) therefore proposedodify the Eyring equation in
order to describe biological rates better. The Eyeggation can be modified by the
probability that any enzyme molecule is active given temperature. Any enzyme molecule
is supposed to be subject to reversible inactimaticboth high and low temperature; the
reversible inactivation processes or sensitividiethe two temperature extremes are supposed
to be independent. The probability for the enzymleg@ctive can be thought of as
proportional enzyme efficiency over temperaturess Eimzyme efficiency is characterized by
two parameters at low temperature and by two paemnat high temperature. At low
temperature, the parameters are: (1) the temperatwhich 50% of all molecules of a rate-
limiting protein or enzyme are reversibly inactoee to cold, the lower boundary
temperaturd, in °K; and (2) the specific sensitivity to cold inaetiion, the cold
inactivation coefficient,. The sensitivity to heat inactivation at low tengdare is formally
the change in enthalpy associated with low tempegahactivation of the enzyme, and

expressed in J m'o?‘. At high temperature, the parameters are: (1)jaheperature at which
50% of all molecules of a rate-limiting proteinesrzyme are reversibly inactive due to heat,
the upper boundary temperatdng, in °K; and (2) the specific sensitivity to heat inaation,
the heat inactivation coefficiehty. The sensitivity to heat inactivation at high temapere is
formally the change in enthalpy associated witlhhemperature inactivation of the enzyme,
and again expressed in J r'ng:xl

The enzyme efficiency, as probabilRy for the enzyme to be active as a function of
temperature, is given by:

YP, =1+ exp{%(%—%ﬂ+exp{ HI': (Ti_%ﬂ Equation 2
L H
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Incorporation of the probability of the enzyme ®drtive yields the Sharpe-Schoolfield-
equation for any biological rate as a functioneshperature:

TR H 1 1 )
r(T)= T ex A -= Equation 3

ref

The six parameters of the Sharpe-Schoolfield-equnatam be used in paired combinations.
The reference rateand the temperature sensitivity coefficiéif refer to the total

temperature range. These two parameters by thersseight be sufficient to describe a
short middle region of development rate, in a tvapgmeter version of the Sharpe-
Schoolfield model (Fig. 4a). Two parameterisandH|, are specific for the low-temperature

range, and two parametefs,andHH are specific for the high temperature range. Two

versions of a four-parameter model exist, oneattemperatures with reference ratand
temperature sensitivity coefficiehta together with lower boundatgmperaturd, and cold

inactivation coefficient| (Fig. 4b), and one with parametgrandHA together with upper
boundary temperatufie; and heat inactivation coefficiertH, at high temperatures (Fig. 4c).

Over the total temperature range, the full six-pater model can be used (Fig. 4d). These
four figures are given by Wagnert al. (1991) as examples of the four sub-models and thei
good fit to data on insect development.

Parameter variation

The Sharpe-Schoolfield-equation possesses in igtphsameters, two from the Eyring
equation and four from the description of temperatiependent reversible enzyme
activation. Together, these parameters describeld@went rates that are overall similar in
shape but might be very different in detail.

Different shapes of the probabiliBr for the control enzyme to be active represent

biologically different cases of enzyme adaptatmtetmperature. The probability of the rate-
determining enzyme to be active as a function wiperature decreases at both high and low
temperature; the probability might reach a valué,djut this is not necessary. High absolute
values of the inactivation coefficiertds andHH at the lower and upper boundary

temperature3, andTyimply a wider plateau and a faster decrease gptbleability that the
rate-determining enzyme is active. In Fig. 5a, emaymes with different parameters are
shown as examples. One enzyme has paranéteasdHH that are large in absolute value;
therefore the enzyme activity declines steeply laothigh and low temperature. The other
enzyme has very low values for the paramdigreandHH , and, as a consequence, the
probability to be active increases and decreasedysivith temperature. In this case, the
enzyme need not be fully active at any temperatarEig. 5b, two enzymes are shown that
are a high and low temperature specialist, dueéotemperature inactivation that goes very
rapid and another temperature inactivation thaery gradual. The maximum in the
probability PT for the control enzyme to be active is at higtoar temperature. This contrast
provides a possibility to model enzyme special@ato high or low temperature (Hochachka
and Somero1984).

The Eyring equation describes an exponential inerefia biological rate with
temperature; higher temperature sensitivity cokefiitH, implies a faster increase at
temperatures higher than the reference tempergigesc) and higher reference rate
implies both a higher rate at the reference tentpexand a faster increase with temperature
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Fig. 4. Sharpe-Schoolfield model fitted to the ditan Messenger and Flitters (1958).

Two parameter model over the middle temperatureerarsingo andHa. B. Four parameter
model over the low temperature usipgandHa, as well asdH, andT.. C. Four parameter
model over the high temperature usipgandHa, as well aHy and Ty. D. Six parameter

model for the entire data sgp,andHa, as well aH, andT., asHy and Ty . Fig. 5 from
Wagner et al (1991).

(Fig. 5d). Changing parameter combinations leatifterent development rates. The
steepness of the rates depends highly on theva#ioi parameterd| andHH (Figs. 5e,f).

The maximum of the rates is for a large part depeindgonHa andp, largerHa implying
higher development rate (Figs. 5e,f).

Arrhenius plot and parameter estimation

The six parameters of the Sharpe-Schoolfield moaet Ito be estimated in order to
investigate the validity and sufficiency of the nrebth describing empirical data on
development rate. The high temperature range oflojevent rate often shows a sudden
down-curve. Likewise, the low temperature rangeesMatopment might show a development
rate that approaches zero asymptotically. Many paitats are necessary to get accurate
estimates in both of these regions. However, dataation at low temperatures represents a
disproportionate investment in effort comparedighhtemperatures, because of the greater
time to complete development, and the problemsceastsal with keeping insects healthy at
low temperatures.
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Fig. 5. Influence of parameter variation in the ipeaSchoolfield model on development rate.
In all casesTer= 295°K = 2 1.8°CTy = 305°K = 3 1.8°C, andi, = 285°K = 1 1.8°C.A.
Parameter variation in denominater Hy = 1000 kJ mol* , H.= - 1000 kJ mol* (steep)
versusHy = 200 kJ mol?, H,= -200 kJ mol* (shallow). B. Parameter variation in
denominatoP: Hy= 800 kJ mal* andH, = -200 kJ mal* (skewed to high temperature) versus
Hy= 200 kJ maol* andH.= -800 kJ mal* (skewed to low temperaturd}. Variation inHa:
100 kJ mol* and 50 kJ mol: note identity at reference temperaturgre®.1. D. Variation in

o p=0.1t% p=0.5t'atHa=50 kJ mol'. E. Variation in rate: (el{y = 1000 kJ mot,
H.= - 1000 kJ mol* with Ha= 60 kJ mol* andp =0.2 ; (e2Hy = 200 kJ mol*, H = -200 kJ
mol * with Ha= 60 kJ mol*and,o =0.2; (e3)Hy = 200 kJ mdl*, H.= -200 kJ mal* with Ha=

90 kJ mol*andp =0.2. F. Variation in rate: (fLH4 = 800 kJ mol*, H.= -200 kJ madl* with
Ha= 60 kJ mol*andp =0.2 t*; (f2) Hy = 200 kJ mdl*, H.= -800 kJ madl* with Ha= 60 kJ
mol * ?ndp:O.Z % (£3) Hy = 800 kJ mol*, H = -200 kJ mol* with Ha= 90 kJ mol* andp
=0.2 t".
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For statistical reasons, seven data points aremally necessary to estimate the six
parameters of the Sharp-Schoolfield model. Howavehould be remembered that while
seven points will estimate a curve with six pararetthe reliability of the estimates depends
on the density of points along the low- and higmjerature inflections. In statistical
programs like SAS or SPSS, a general non-lineaessgn curve-fitting module using the
Marquardt Method is present and can be used. Sugjtgms need initial parameter values. If
only seven points are available, initial paramgtdues have to be found in a range of values
published in the literature. If the number of daténts is optimized for curve fitting rather
than the minimum needed for statistics, an Arrhepiot might help to estimate initial
parameter values (Schoolfiedtl al. 1981, Wagneet al. 1984).

In an Arrhenius plot, the logarithm of developmeait is plotted against the inverse of
temperature, iiK. In order to make clear how estimation proceagaswill not start with
data but with known theoretical values for thegaxameters of the Sharpe-Schoolfield model
(Schoolfieldet al. 1981). In Fig. 6, theoretical development ratesotted both as rate
versus temperature (Fig. 6a) and as the logarithimeorate versus the inverse of the
temperature (Figs. 6¢,d). Moreover the probabibtythe enzyme to be active is plotted (Fig.
6b). Note that the probability for the enzyme tcelogve is higher than 0.9 betweerfCénd
28°C. The logarithm of the development rate plottedreggdhe inverse of temperaturel’l/
shows a more or less linear middle part, and cuiees at the left (high temperature) and
right (low temperature). A linear middle part capends to temperatures where the
probability for the rate-controlling enzyme to bxtiee equals 100%. Only then will we find
linearity in an Arrhenius plot. In such a middletpaf high enzyme activity, development rate
can be sufficiently described by the Eyring equatldigh probabilities for the enzyme to be
active, greater than 90% or so, lead to an apprabely linear part in the Arrhenius plot. This
linear part can be used to estimate the referate@and the temperature sensitivity

coefficientHA , as the slope of the straight line equalsHRTA and the intercerjh,o+HT{\Ti.

ref

Model fit to empirical pattern

The Sharpe-Schoolfield model is excellently suttedescribe biological rates (Kontomidas
et al.2004). Of course, any model with 6 parameters trighexpected to perform well, but
the Sharpe-Schoolfield model is better able thastratbernatives to describe the fine detail of
development rate, especially the sudden decredsghatemperature. The initial curve

fittings by Sharpe and DeMichele (1977) showedsthi&ability of the model. Wagner and co-
authors (1984) applied the model successfully ta &tam a range of species, and compared
the performance of the Sharpe-Schoolfield moddh aitange of alternative models common
to entomology (Wagner et al 1991).

ForDrosophilg some data are available for development rateléTaband growth rate
(Table 3). Van der Have and de Jong (1996) estuirhie 6 parameters f@rosophila
melanogastedevelopment rate and growth rate on the basetaffoam David and Clavel
(1967). Both rates are fairly linear with temperataver the middle range (Fig. 7a). In the
developmental rate case, the rate-controlling eezignat no temperature more than 90%
active, for growth rate the maximum probability the enzyme to be active reaches 0.975
(Fig. 7b). The middle part of the Arrhenius plohist really linear: as the probability for the
rate-controlling enzyme to be active has no plas&l00%, the line of the Eyring equation
corresponding to the numerator only approachestuhee for the Sharpe-Schoolfield model
(Fig. 7c¢). As the rates are fairly linear with teenperature range, the number of degree-days
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BOX 2. Parameter estimation from an Arrhenius plot

Parameter estimation from an Arrhenius plot isitetan in Schoolfielcet al. (1981)
and Wagneet al.(1984). Taking logarithms, the Eyring equation{&gpn 1) become;s

Inr(T)= Inp+|nl+ﬂi—ﬂl. Equation 4
RTs RT

ref

Over physiological ranges from some’Cao some 3tC, the termlnl will be very

ref

small and can be neglected. In a plot df dn the x-axis and Inon the y-axis, the

slope of the straight line will be theﬂ% , and the interce|d'n,o+%i. The slope

ref
in an Arrhenius plot can therefore be used to egtida. After estimation oHa, the
intercept can be used to estimatén Fig. 6¢, the curve represents Sharpe-Schaalfie
model, and the straight line its numerator, thargyequation.
Estimation ofHy proceeds by dividing the Eyring equation by thentéom the
probability of enzyme inactivation that is speciiic high temperature temperature
(Schoolfieldet al. 1981, Wagneet al. 1984) and taking logarithms:

T HA{ 1 1]
p—ex e
Teer R{Te T ol exgHal L 1| _Hafl1 1
[{HH ( 1 1J:| Tref R Tref T R TH T
exp—| — ——

R{(T, T

H H .
Ino +In T Ha _Ha 1 —(—A—H—H)l Equation 5
ref R Tref R TH R R T

The result is again linear if the logarithm of tHigision is plotted against T/
now with slope-(H, - H,,)/R(Fig. 6d, line High). Similarly, estimation &f

proceeds by dividing the Eyring equation by thentétom the probability of enzyme
inactivation that is specific for low temperatufée resulting is linear in a plot of the
logarithm of this division againstT(Fig. 6d), now with slope- (HA -H L)/R. In both

the high and low temperature cases, accuracy ioh&sbn would require many data
points near the temperature extremes for viability.

Estimation ofTy and T, can proceed in two ways. On the one hand, theepiypp
that the probability for the enzyme to be activexactly one half at both temperature
can be used. This implies that the numerator fiwenSharpe-Schoolfield model can b
divided by 2 to obtain a straight line that crossescurve of the full Sharpe-
Schoolfield model aty andT, (Fig. 6d; (Schoolfieldt al. 1981, Wagneet al. 1984)).
On the other hand, in the logarithmic plot theigtraline High crosses the straight lin
Eyring atTy, and the straight line Low crosses the straigtg Eyring afl,. (compare

U7

[2)

e

D

Equations 4 and 5; Fig. 6d).
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Fig. 6. Graphical estimation of parameter valuese Graphs are drawn according to the
parameter valueid,= 100 kJ mol?, p=0. 1 t*, Hy = 600 kJ mol*, H = -600 kJ mol*, Trer=
295°%K = 2 1.8°CTy = 305°K = 3 1.8°C, andl, = 285°K = 1 1.8°C. Figs. 6a and 6b give the
data. Figs. 6¢ and 6d the estimatién.Rate.B. Probability enzyme activ€. Ln rate versus
1/T : estimation oHa andp from the 17°C to 26°C temperature rangélas 102.46 kJ mol
Yandp = 0.099 t*. D. Ln rate versus 1/T: estimation df;, H., andTy, T. asHy = 599.9kJ
mol %, H. = - 599.9 kJ mof, andTy = 305°K, Ty= 285°K.

can be estimated. Linear regression on tempertdutbe temperature range 11°C to 30°C
yields a threshold of 10.2°C for development ratel 9.6°C for growth rate. The actual
number of degree-days is computed as the produbealevelopment time at a specific
temperature as found from the Sharpe-Schoolfieldehdimes the degrees over the
threshold. The number of degree-days is not congarthe development rate is not perfectly
linear) but is restrained to a fairly narrow regmrer the feasible range of development
temperatures (Fig. 7d).

Estimates of all six parameters are availablafturther twoD. melanogaster
populations and twD. simulangopulations, from the same temperate (Houten, The
Netherlands) and Mediterranean (Adana, Turkey)tiona. Over the populations, no species
differences in development rate or growth rate vieoad (Figs. 8a,b). The probabilities for
the enzyme to be active never reached 100% (Figd).8he high temperature four-
parameter version of the Sharpe-Schoolfield moded applied to development rate and
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Fig. 7. Rates and probabilities Drosophila melanogasteData David & Clavel (1967).
Estimates of parameters for development rate aengn Table 2, for growth rate in Table 3.
A. Development and growth rates and temperatBreProbabilities for developmental and
growth enzyme to be activ€. Arrhenius plot of In rate versus 1/T, both acoogdto the
Sharpe-Schoolfield equation (Sh-Sch) under estingtgrameters, and according to the
Eyring equation under estimated paramet&s.Degree-day plots for development and
growth.

growth rate of four otheDrosophilaspecies, two tropical species and two temperabl€B
2 & 3). In all these cases, the experiment itsalf hot been replicated, and experimental error
is therefore unknown. Nevertheless, the order ajnitade of the parameter values is now
established fobrosophila

One clear result is that whenever all six paramedkres can be estimated, the
probability for the rate-controlling enzyme to btiae proved never to reach 100%; a
maximum enzyme activity might be near to 100% butat consistently maintained over a
range of temperatures (Figs. 8c,d). According és¢hdata there is no temperature at which
all enzyme molecules are active; reversible enzyraetivation is present at all temperatures,
and the biological rates are never completely rbiethe Eyring equation and exponentially
increasing. Accordingly, development rates seenyfinear over the middle temperature
range in these data, whereas linearity of developmade is impossible with full enzyme
activity over a large part of the temperature ramggrobability of 100% for the control
enzyme to be active results in an exponential as®an development rate. As the
development rate approaches linearity over the lmignperature range, the degree-day
model is approximately valid. F@. simulansdegree-days over 15°C to 27°C range from
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121-136 (mean 130) in the population from Adan&32-145 (mean 138) in the population
from Houten. FoD. melanogasterthe degree-days between 15°C to 27°C vary frala 12
136 (mean 131) in the Asana population to 130-b&af 140) in the Houston population.
The conclusion is that the degree-day model an&hape-Schoolfield model are compatible
over the middle temperature range of the reactwmrfor development rate.

Table 2. Parameter estimates of development rddeasophilaspecies.

Species  Sex, population  p.? Ha Th Hu T HL

D. melanogaster David & Clavel  0.567 66,064 32.3 220,632 123 -708

D. melanogaster male, Houten 0.487 73,580 31.6 355,904 11.3 -318,00

D. melanogaster male, Adana 0.530 86,868 30.3 244,182 135 -
1,138,734

D. melanogaster female, Houten 0.498 74,274 319 318,775 11.6 2385,

D. melanogaster female, Adana 0510 82,772 30.8 272,655 135 -
1,114,203

D. simulans male, Houten 0.507 52,262 324 371,974 13.1 -27P0,78

D. simulans male, Adana 0.584 83,441 30.6 271521 11.0 -365,652

D. simulans female, Houten 0.500 49,204 32.1 556,844 13.1 588,

D. simulans female, Adana 0.586 82,508 30.8 3005512 111 -8®92,1

D. ananassae male 0.3378 80,290 315 341,733

D. ananassae female 0.3400 77,163 31.8 362,784

D. willistoni male 0.3258 86,402 28.9 339,119

D. willistoni female 0.3440 86,239 28.8 345,762

D. funebris male 0.2985 99,242 26.2 260,893

D. funebris female 0.2900 96,628 26.7 267,376

D. subobscura male 0.2560 69,957

D. subobscura female 0.2550 70,244

1

First row:D. melanogasteas estimated by Van der Have and de Jong (199@ntanfrom
David and Clavel (1967)D. melanogasteand D. simulansHouten, The Netherlands, and
Adana, Turkey, populations data by Jeroen Bohréublished data student graduation
project, G. de Jong's lab); estimations based dgibmials.D. ananassae, D. willistoni, D.
funebrisandD. subobscurdrom (Gibert and de Jong 2001); estimation bagexh20 vials.
All data apart from David and Clavel's on samddlyd in the same lab.

2 p.in 10 h % Ha, Hy, andH, in 3 mol%; Tyand T, in °C.

Sharpe-Schoolfield Model and Degree-Days

Development rates might seem fairly linear overrthedle temperature range, and the
degree-days model is sufficiently experimentallgarted, although any increase in
development rate might seem linear to a sufficegroximation due lack of statistical
power. On the other hand, the Sharpe-Schoolfieldahprovides a good fit of development
rate over the total temperature range. The queatises whether and why empirical
parameter values found for the Sharpe-Schoolfieldehgive rise to approximate linearity
over the middle temperature range, and therefotieetaegree-day model. One possible
approach is to look at the degree-days that wasddIt from the observed parameter
estimates ifDrosophilaspp. (Table 2).

Development rates, as in the Houten and Adana ptpaos ofD. melanogasteandD.
simulans were given in Fig. 8a. As the development ratenmwn for each temperature, the
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number of degree-days can be computed. The nunfldegoee-days is relatively constant, at
about 90 to 100 dependent upon Bresophilaline. Variation in number of degree-days
between 15°C and 27°C leads to a coefficient a&tran of an order of magnitude (4%) that
might pass muster in experimental studies as itidgaalidity of the degree-day model.

Table 3. Parameter estimates of growth ra@rwsophilaspecies.

Species  Sex, population  p. Ha Th Hr T HL

D. melanogaster David cF& 0.667 39,603 32.4 578,10514.3 -248,771
Clave

D. melanogaster male, Houteh 0.00400 59,446 31.5 448,0982.4 -351,301

D. melanogaster male, Adana 0.00400 66,760 31.2 288,4583.7 -860,398

D. melanogaster female, 0.00690 71,906 31.4 435,7432.6 -335,092
Houterf

D. melanogaster female, Adana 0.00610 72,459 30.9 471,1143.7 -719,711

D. simulans male, Houteh  0.00424 73,484 31.3 340,2660.2 -345,749

D. simulans male, Adana  0.00430 77,136 30.5 297,3930.4 -437,998

D. simulans female, 0.00590 69,099 315 726,66A1.3 -290,767
Houterf

D. simulans female, Adana 0.00730 99,638 30.5 358,4311.6 -613,751

D. ananassae thorax mald 3.4930 83,054 30.4 339,826

D.ananassae  thorax femald 3.8483 81,790 30.8 34,652

D. willistoni thorax mald 2.8473 83,770 28.6 357,922

D. willistoni thorax femald  3.4401 92,798 27.8 325,489

D. funebris thorax mald 41904 103,583 25.3 285,400

D. funebris thorax femald  4.6264 101,733 25.4 27,145

D. subobscura  thorax malé ~ 2.7515 66,302

D. subobscura  thorax femaléd ~ 3.0947 66,563

D. ananassae wing malé 48448 73,526 30.8 343128

D. ananassae wing femalé 54173 72,606 30.0 354770

D. willistoni wing malé 4.4513 75354 285 326061

D. willistoni wing femalé 5.1449 76,817 28.3 389725

D. funebris wing malé 6.5630 95,011 26.5 281633

D. funebris wing femalé 7.1903 94,747 255 271604

D. subobscura  wing malé 45094 61,830

D. subobscura  wing femalé  4.4958 62,267

! First row: D. melanogastems estimated by Van der Have and de Jong (1996t from
David and Clavel (1967P. melanogasteandD. simulansHouten and Adana populations data
by Jeroen Bohré (unpublished data student gradugtioject, G. de Jong's lab); estimations
based upon 10 vial®. ananassae, D. willistoni, D. funebr@sdD. subobscurdrom (Gibert
and de Jong 2001); estimation based upon 20 VlIslata apart from David and Clavel's on
same fly food in the same lab.

2p.inmg K% Ha, Hy, andH, in J mol; TyandT, in °C.

30.in 10 mm K% Ha, Hy, andH, in J mol; TyandT, in °C.

Perhaps th®. simulanamodel-fitting andD. melanogasteAdana model-fitting show
as good a linear increase in development rateyasedrof experimental data. The model for
theD. melanogasteHouten population shows a curve that looks soméewloae exponential.
These curves are estimated from development timéslaow a middle part as linear as the
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Sharpe-Schoolfield model seems capable of. At |@astdifficult to find better linearity by
adjusting the model.

Both the Sharpe-Schoolfield model and the degreeratadel might be regarded as
curve fitting exercises rather than a descriptibsome biological reality. If we take the
parameters in the Sharpe-Schoolfield model as septig biological reality, we have to face
the question why the actual parameter combinatears to an increase in development rate
with temperature that is near linear. The estimpeadmeter values foty andH_ were
relatively low in absolute value, leading to a graldchange in probability that the rate-
controlling enzyme would be active. Less enzymetimation and a larger range of full
enzyme activity is possible with higher absolutkiga forHy andH,. We have to face the
conclusion that maximal enzyme activity over alja@xtended temperature range is not
present in these data. The prevalence of linemritiye development rate and the applicability
of the degree-day model argue against 100% enzgthdty. Maximal enzyme activity over
an extended temperature range would lead to amexpial development rate.

If linearity in development rate rather than maxieazyme activity is selected for,
selection might be for constant physiological tidan Straalen (1983) noted that linearity of
development rate with temperature and constant ruwifcdegree-days implied a direct
transformation from physical time to physiologitiate. Above, we have argued that a
possible biological equivalent of physiological émight be cell number. Functioning of the
organism at all temperatures might well involvees@ibn to keep cell number as constant as
possible in development. Selection on enzyme ivaiitin would be a consequence of
selection on developmental homeostasis, ratheral@ause of differences in development
rate.

We make two steps in reasoning here. Both stepsvgth the observed quasi linearity
in development rate. The first step concerns tha@iSchoolfield model. The estimated
parameters of the Sharpe-Schoolfield model showabroximate linearity of increase in
development rate with temperature correspondsdbatnilities of less than one for the control
enzyme to be active, throughout. The second steperos the relation between linearity of
development rate and physiological time (van S&radl83, BOX 1). If we take the two steps
together, physiological time is kept constant ifoaganism performs at less than 100%
enzyme activity at all temperatures, and ratesiaver constrained by the Eyring equation. If
S0, organisms adapt to temperature but neutraizffect by manipulating enzyme
inactivation. At 100% enzyme activity, temperatseasitivities of reaction rates rule
organismal properties. With enzyme inactivatior, dihganismal properties overrule
environmental temperature influences

Rates and Size: from Sharpe-Schoolfield Model to veder Have Model

The Sharpe-Schoolfield model is usually appliedg¢gelopment rate. In the model
description, the temperature dependentn@igis specified by the reference rate The units
used in the definition gb determine what the rate is about — the units ofdber(T) are

those of the reference rate For development ratg has the unit per time (per hour in Table
2, per day in van der Have and de Jong 1996). hlaep®-Schoolfield model can be
immediately applied to growth in biomasspiis defined as biomass per time, or to growth in
length, if pis defined as length per time. The temperatureitbatyscoefficient Ha,
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Fig. 8. Rates and probabilities Drosophila melanogastdthin lines) and. simulang(thick
lines), for the Adana (Turkey, continuous linesyl atouten (The Netherlands, broken lines)
populations (data by Jeroen Bohré). Estimates i@rpeters for development rate are given in
Table 2, for growth rate in Table A. Development rateB. Growth rate C. Probability for
the enzyme to be active: developmdhtProbability for the enzyme to be active: growth.

temperature inactivation coefficierty; andH,_ , and boundary temperaturgsandT, are
numerically different between growth rate and depsient rate, but not in units used (Joule
per mol, and degree Kelvin). The parameters of groate and development rate are
indicated by the index G for growth rate and in@efor development rate. The parameters
for growth rate and the parameters for developmartare assumed to be fully independent.
That is, the biological processes for developmat& and biomass increase are supposedly
different.

The discussion of the properties of the model talte this independence as its starting
point, but estimation of parameters introducesitably a link. Growth rate can only be
estimated from biomass accrued over time, andreitself is therefore implicated in
growth rate.

Van der Have and de Jong (1996) posited that athdtcould be found as the ratio of
growth rate and development rate. Dividing a terapuge dependent growth rate (units
mass/time) by a temperature dependent developaenfunit 1/time) yields a temperature
dependent adult body size:

mr) = 2 Pe gy HAG_HAD(l _1)
m Po R Tet T

Equation 6
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The temperature dependence of body size dependstwpdeatures: upon the relation
between the temperature sensitivity coefficigtits andHap, and upon the relation between
the probabilities for the enzymes for growth andaliepment to be active. The relative
temperature sensitivities of the rates if the acdrénzymes are active and the probabilities for
the control enzymes to be active both influenceyl®ize. At high probability of the control
enzymes to be active or at equal probability ofdbetrol enzymes to be active, body size
depends upon the difference in the temperaturdicesfts Hac andHap. If Pg andPp both
equal one, the temperature dependence of bodyudigelepends upon the difference in the
temperature sensitivity coefficientic andHap. Lower probabilities for the reaction-limiting
enzyme to be active might lead to complicationthéfse probabilitieBs andPp differ. If
growth rate is more temperature sensitive thanldpueent rate, the differendéac - Hap is
positive, and body size increases with temperattidevelopment rate is more temperature
sensitive than growth rate, the differemtg; - Hap is negative, and body size decreases with
temperature. Constancy of body size over tempearataplies that the temperature sensitivity
coefficientsHac andHap are equal, while the probabilities for the enzymee activePs and
Pp are equal too.

Equality of the corresponding parameters in gronatk and development rate might
mean one of two things. Development and growthedhesr biologically identical, or growth
is strongly temperature compensated. The firstipiigg would imply that the increase in
biomass and the developmental program of the aramealdentical — that development has no
features other than biomass increase. This carenst bas development entails differentiation
next to biomass increase. The second possibilirgng interesting. Temperature
compensation implies that biomass is selectednaire constant over temperature: the
temperature sensitivity of growth rate would beestdd to compensate the temperature
sensitivity of development rate, leading to a v&@mgilar organism at all temperatures. In the
data of Gibert and de Jong (2001), the differehetweerHas andHap for thorax size are
very small (compare Table 2 with Table 3), anddaize for the foubrosophilaspecies is
nearly temperature-compensated.

A decrease of body size with temperature might edsalt from a decrease in the ratio
P; /P, (Equation 6). Depending upon the parameter vathesmight prevail even if the

differenceHac - Hap is positive. In the data of Gibert and de Jon@30the differencélas -
Hap is always negative for wing size, and negativeiorax size in mal®. subobscurand
D. willistoni (Fig. 9a) but this difference is positive f@. funebris(Fig. 9b) andD.
ananassaéFig. 9c). The lines marked 'Eyring' in Figs. 9a,indicate how thorax size (or
wing size) would change with temperature if théoraf the probabilitiesP; /P, equaled 1.

Actually, all these ratios differ from 1 at hightemperatures (at lower temperature
probabilities could not be estimated: this is afameter version of the model). The
decreases in the ratid®, /P, are shown in Fig. 9d. The actual thorax size desge with

temperature, but this is completely the consequehtiee decrease of the rati®s /P, for

these characters and the three species. The limd®d'Sharpe-Schoolfield' indicate actual
thorax size (or wing size), and these lines mitinerprobability ratios. In fact, iD. funebris
(Fig. 9b) andD. ananassagFig. 9c), the decrease in the ratio overridesgribeease in thorax
size due to the positive valueldfs - Hap. Maximum thorax size at intermediate temperature
might well indicate approximate temperature comp#on inHac - Hap, and a slight

difference in the ratio dPg andPp towards higher temperature. The decrease of waag s
with temperature is a consequence both of neghtive Hap, and of a decrease in the ratio

P; /P, (Fig. 9a,b,c). A decrease /P, implies thatPs < Pp. This works out to be the
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Fig. 9. Body size according to the model of vanldave and de Jong (1996) is given Ear
willistoni, D. funebrisandD. ananassaeComparison of the Sharpe-Schoolfield (continuous
lines) with the Eyring model (broken lines) shows influence of the ratio of probabilities,
Ps/Pp, on body size, as compared with only the diffeeeHgp-Hac for the Eyring model.
The influence of the various parameters differsvieen species, and between thorax length
(thick lines) and wing length (thin lines). All @aneter estimates are from Gibert & de Jong
(2001), where the observed data for wing length #wodax length are shown. Estimates of
parameters for development rate are given in Tablér growth rate in Table 3A. D.
willistoni wing length and thorax length, in mm. D. ananassaeving length and thorax
length, in mm.C. D. funebriswing length and thorax length, in mid. RatioPg/Pp of the
probabilities for the rate determining enzymesdawth and development to be activeOn
funebrs, the influence of this ratio is high comparedwidt willistoni andD. ananassae.

case in all three species, both for the probaddifor the enzyme to be active estimated for
thorax size and for wing the probabilities for #rezyme to be active estimated for wing size.
The actual body size — wing size, thorax size, hieigseems as much or more
dependent upon the ratio of the probabilities lier tesponsible control enzymes to be active
than upon the difference between the temperatungtsaty coefficients without enzyme
inactivation. Size followsP; /P, as much ablac - Hap, in the few data that are available. In

Fig. 10, the body weight is given according to 8marpe-Schoolfield model including both
P; /P, andHac - Hap, and according to the Eyring model just involviigs - Hap, for the

Houten and Adana population Bf melanogasteandD. simulansAs all reaction norms for
development rate and growth rate show quite alimeaease over the middle temperature
range, indicating that the probabilitifg andPp do not possess a plateau at 100%, this
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Fig. 10. The model of van der Have-de Jong (1996itied to body size oDrosophila
melanogasterand D. simulans for the Adana (Turkey) and Houten (The Nether&nd
populations. The van der Have-de Jong (1996) m¢m@itinuous line) closely follows the
data (body weight in mg). Comparison with the Egrimodel (broken lines) shows the
influence of the ratio of probabilitiefs/Pp, on body size, as compared with only the
differenceHap-Hag for the Eyring model. The influence of the variqparameters differs
between the species and the populations. Overi#tidevrange 15°C to 30°C (thick lines) the
influence of the ratid’c/Pp is less than outside this range. All parametamesés are from
Jeroen Bohré. Estimates of parameters for developrage are given in Table 2, for growth
rate in Table 3. Compare Fig. 8 that gives rates robabilities for the same estimated
parameter values for these populatioh®. simulansAdana.B. D. simulansHouten.C. D.
melanogasteAdana.D. D. melanogasteHouten.

prevalence ofP; /P, overHac - Hap is consistent. It is however fairly surprisingite effect.

The estimates for thB. simulangpopulation form Houten actually indicate a straogflict
betweenP, /P, andHac - Hap Over increase or decrease in size. A decreasednssnot one

phenomenon. Rather, the causes of phenotypic @tgstn terms of the model's parameters,
differ with the trait and the temperature rangedilatta et al. 2003). This raises the question
as to what actually might be under selection -east, if we trust the biological reality of the
model. If body size itself is under selection, &gy size could be reached by any number of
parameter combinations. If the parameter valueg weder selection, body size would

follow. This might lead to interesting biologicdignomena.
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Biological Patterns

We have seen that the Sharpe-Schoolfield modedldita for development rate, and can be
used to fit data on development rate and body $iar.der Have and de Jong (1996) and
Gibert and de Jong (2001a) estimated parametedsgdditional estimates are found in
Tables 2 and 3. The model fit works well, but wonékd additional data, especially data
from replicated experiments to determine the expental error rate.

We will proceed on the assumption that the Sh&gssolfield model for rates and the
van der Have-de Jong model for size perform welgrder to examine the possible properties
of the model. We know that the upper temperatung to viability is near the down curve in
development rate at high temperature. In the mitaeldown curve is caused by enzyme
inactivation. Any potential link between the viatyilboundaries and the inactivation
boundaries needs therefore further examination.

Another point is whether the variation in modelgaeters can reflect genetic variation
in body size within a population. Moreover, we wiblike to see patterns of body sizes that
can conceivably represent a geographic cline ity stk within a species, or patterns of body

sizes for species with different temperature raniyesll these cases we only attempt to show
the possibilities of the model.
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Fig. 11. Temperature viability curves Blacus dorsalis, D. cucurbitand Ceratitis capitata

illustrate the general pattern of viability bounidarin developing ectotherms. Data are taken
from Messenger and Flitters (1958).

Viability boundaries

Temperature-viability reaction norms of ectotherimsluding insects, grown at constant
temperatures generally have an inverted u-shags.(Bi& 11). The thermal limits of
development resemble sharply defined thresholtigyatand low temperatures and are
symmetrical around the median temperature of vtgbirhe permissive temperature range of
embryonic development is usually much narrower caneqb to the tolerance range of adult
physiology like respiration, metabolism in geneaalderived performance parameters like
running speed or flight speed [fish, Brett (19&)ura, van der Have (200Brosophila

David et al. (1983a)]. It should be noted that the upper théhimat of development is also
much lower than temperatures at which proteins tle@arreversibly. To date, few attempts
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have been made to explain the threshold charactrape of the viability boundaries and the
difference between adult and embryonic performance.

One obvious difference in ectotherms between tiwt athge and the embryonic and
larval stages in ectotherms is the relative intgrddi cell division and differentiation. During
development most cells are actively dividing, wiiilehe adult stages cell division occurs
mainly in regenerating processes and reprodudtgee not directly linked to performance of
the whole organism. This suggests that temperataiezed conformational changes of
proteins involved in cell cycle regulation may kaell division and by implication
determine the thermal limits of development.

The development of a multicellular organism frongate to the adult stage proceeds
through a series of cell divisions. Cell growth aliifierentiation are closely co-ordinated with
cell division during the larval stage, but are d@ated during embryogenesis. Overall,
development can be considered as the interactiovela differentiation and growth.
Development rate (timé) is assumed to be primarily determined by thediglkion rate (van
der Have and de Jong 1996).

In this section, a proximate model is presenteccivshows that temperature
inactivation of cell cycle proteins may interactiwiheir regulation and subsequently can
predict the temperature tolerance limits of ectothe development (Van der Have 2002).
The analysis suggests that reversible temperataivation at high and low temperatures
has a symmetrical, inhibiting effect on the balabetveen synthesis and degradation of cell
cycle proteins, resulting in sharp thresholds attigh and low temperatures, above and
below which the cell cycle becomes arrested anéldpment blocked. Observed viability
boundaries will be compared to thermal limits peéeti by the model and derived from
differentiation rate - temperature reaction normfurteen insect species taken from
literature data.

Reversible inactivation of cell cycle proteinBuring division, each cell proceeds through a
sequence of well-defined stages, together knowtheasell cycle. The cell cycle is regulated
by the interactions of the subunits Cdc2 and cyadithe heterodimer MPF (Maturation
Promoting Factor) and various cell cycle enzymesr(iy 1992, 1994), Tyson 1991). One of
the main goals of this tight regulation is to emstimat the DNA is duplicated exactly once and
only once. Several detailed mathematical modeteetell cycle have been developed
(Goldbeter 1991, Novak and Tyson 1993a, Novak aysbit 1993b, Norel and Agur 1991).
These quantitative models can quite precisely éxptee oscillator phenomena in early
embryos and switch mechanisms in growth-contradigticycles.

Reversible inactivation of cell cycle enzymes wsitiw cell division down at low
temperatures as well as decrease it at high tetopesaFurthermore, when all enzymes
involved will be reversibly inactivated, a graduasponse of the whole system can be expected,
not the switch-like behaviour of the developmetdbdrance limits we are pursuing to explain.

A simple model of derepression as a control meshaior the cell cycle in eukaryotes
was developed by Tyson and Sachsenmaier (1979).shHoeved how a genetic control system
can account for the periodic synthesis of a mitatitivator by sequential dosage changes of an
early-replicated repressor and a late-replicatdddar. These dosage changes result in periodic
switching of the operon from the derepressed todpeessed state and the activator synthesis
respectively off and on at the beginning and enl @he Tyson and Sachsenmaier model is
relatively simple and involves both protein-DNAgressor-operon) and protein-protein
(repressor-inducer) binding. It therefore fulfietabove stated prerequisite to serve as a
starting point for the analysis of the effectseshperature inactivation on proteins regulating
the cell cycle.
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Fig. 12. The probability that the inducer is iniaetstate P,) (thick continuous line) and the
transcription rate of the genetic operon (thin oardus line) at different temperatures. A steep
decrease from near maximum transcription rate o zanscription rate occurs at temperatures
when the inducer (rate-limiting developmental prgtes approximately half active and half
inactive (broken line). consequbn cell division becomes blocked and developmeatriested

at the upperTy) and lower T.) thermal limit.

The following simplifying assumptions have been méa the thermodynamics of the
regulation of the cell cycle. (1) The inducer aagressor are proteins, which are assumed to
occur in three energy states: active or reversitagtive at high or low temperature (Sharpe and
DeMichele 1977). At high and low temperatures th@se¢eins undergo a conformational
transition which renders them inactive with resgediinding properties (Somero 2002). (2)
The repressor is more thermolabile than the ind(Relyaket al. 1994), so that the temperature
inactivation of the repressor can be ignored dvetémperature range at which inactivation of
the inducer occurs. (3) The reversible inactivabbthe inducer follows Equation 8. (4) The
temperature dependencies of all transition ratdsegnilibrium constants are assumed to be
similar, i.e., the rate of inducer degradatioreimperature-independent.

Under these assumptions it can be shown (Van dez B&02) that DNA-replication,
and, as a result, cell division will become (reildy3 blocked at the temperature at which the
inducer is only half active, while the potentiahga of biological activity is much wider (Fig.
12). Temperature inactivation of the inducer, tfeees mimics the decrease in inducer
concentration resulting from gene dosage changasgdiine cell cycle. Temperature
inactivation of the inducer brings the connectietween this model for cell division and the
Sharpe-Schoolfield model.

Testing the theory: comparison of predictions witiserved tolerance limit§ he theory that
thermal limits of development are determined byersible inactivation of cell cycle
regulatory proteins can be tested as follows. €ngperatures, Tand T, at which 50% of all
molecules of a rate-limiting protein or enzyme @eersibly inactivated, can be estimated
from temperature-development reaction norms foettgpment rate (see Table 2 for
Drosophilaestimates).

80



From biophysics to adaptation

Published datasets of development rates and \iabilil4 insect species were used to
estimate the thermodynamic parameters from thelolewesnt rate reaction norm. The
estimated values of the 50% inactivation tempeesflir andT from development rate are
independent of viability. These temperatures weragared with observed viability curves.
An important condition was that the experimentaiperatures should cover the full range of
viable development (the whole thermal window) fottbdevelopment rate (embryonic and/or
larval) and viability (embryonic or egg-to-adulihe datasets which fulfilled these conditions
included eight species @frosophila(Cohet et al 1980; Gibert and de Jong, 2001)gethre
species oDacusfruitflies (Messenger and Flitters 1958), the seuh pine beetle
Dendroctonus frontali§Wwagneret al. 1984), and two Homoptera [aphidd}/zus persicae
andLipaphis erysim{Liu and Meng 1989).

When the estimated temperatures at which the deredntal enzyme has equal
probability to be active or inactive at low andtigmperaturesl( andTy,) were compared
with the observed thermal limits, 23 out of 25 camigons (92%) fell closely together
(Fig.13). The correspondence at high temperatsremmarkably close in all species. The
observed lower tolerance limit$.{ in Dacus dorsalisandLipaphis erysimdo not agree with
the observed lower thermal limits, but it shouldnio¢ed that in these species the estimates for
Ha were also outliers. Loss of viability seems therefthe result of too much temperature
inactivation of crucial enzymes in cell divisiorthe same enzymes in cell division that are
responsible for the temperature dependent developrate.

40
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B Dendroctonus
304 © Lipaphis
OMyzus
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Fig. 13. Observed thermal limits of viability arenspared with expected thermal limits of
development, T, and Ty, in fourteen insect speciesCdratitis Dacus Dendroctonus
Drosophilg LipaphisandMyzug estimated with the Sharpe-Schoolfield model. €heality
line (y=x) is drawn.

Phenotypic plasticity

The van der Have & de Jong model, ie., Sharpe-Sfibldomodel as applied to body size, is
eminently suitable to describe phenotypic plagtioitorganismal size, if the temperature of
larval development determines organismal size.llfiodel for body size requires estimation
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of 12 parameters, 6 for development rate and §rowth rate. Development rate and growth
rate have a roughly triangular shape unless pasamatues are very deviant — unless the
probabilities for the control enzyme to be active @ery low due to very low absolute values
of Hy andH_. Within the range of parameter values that leatiécclassical triangular shape
of the reaction norms for growth rate and develamptmate, many patterns of phenotypic
plasticity in body size are possible. The patténrghenotypic plasticity mostly originate
from the ratio of the probabilities for the contesizymes of growth and development to be
active; only if this ratid®, /P, equals 1 (that includes the case that both prabiabiequal 1)

does the difference between the temperature satysitoefficients of the control enzymes,
Hac - Hap, €xert a major influence.
In Fig. 14, body sizes are given where the r&igP, is changed, by changing either

Hue or Hig, orHyp or Hyp, while the temperature sensitivity coefficientgpbwth Hag is kept
equal to the temperature sensitivity coefficientiefelopmenHap. This gives a survey of
plasticity types for change in one temperatureisieitg parameter superimposed upon a
constant body size. The effect of an underlyingstamt or decreasing body size is given in
Fig. 15, where moreover both the high temperatensisivity parameter and the low
temperature sensitivity parameter are changedeatame time.

Body size follows the probability ratid®, /P, as much as it follows the differences of

the temperature sensitivity coefficietias - Hap. Any increase or decrease of body size with
temperature can have very different combinationsnaferlying parameters. This means that
the possibilities for alternative outcomes in pagtanvalues are very large if body size itself
would be under selection. But if the parameteraesmthemselves are under selection — or
rather, the biology they might stand for — bodyesiould in many respects be an
epiphenomenon to physiological functioning at ddéfg temperatures.

Genetic variation

Genetic variation in the parameter values is necgder selection to have any evolutionary
effect. A first indication of the effect of genetiariation in the reference ragethe
temperature sensitivity coefficieHfs, and the temperature inactivation coefficigdtsand
H_ on (development) rate is given in Fig. 5. Geneéidation in the inactivation temperatures
ThandT, would lead to a lateral translation of the cunFg®m genetic variation in parameter
values we can infer genetic variation in growtleyaevelopment rate and body size.
A major question is how selection would act. Thigstion has two components. The first
guestion is on what organismal property selectixin:an body size itself, on development
rate, on growth rate or on enzymatic propertieagerature sensitivity or inactivation
parameters. Often, we cannot ascertain what seteistiactually selected on — body size
itself, or development rate, or temperature seriitof enzymes. This is the question of the
nature of the relevant selection pressure. But whieking in the Sharpe-Schoolfield and
Van der Have-de Jong modeling approach, selectidnody size translates into selection on
parameter values, and selection on parameter vakhmesates into selection on body size.
The second question is how selection pressuranslaited in a selection response. In general
the selection response of any quantitative trgiedes upon direct selection mediated by the
trait’s genetic variance and indirect selection raesdl by the genetic covariances with all
other traits (BOX 3).

Higher genetic variance or covariance implieséiashange in mean phenotypic trait
value for identical selection pressures. In the @iad approach, this question translates into
the question after the appropriate genetic varsaoel covariances. What the appropriate

82



From biophysics to adaptation
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Fig. 14. The influence of the ratis/Pp on body size if eithefyp, Hip, Hue, OrH g are
changed. In all casé$sp = Hag = 70 kd mal* andpp = 0.4 t!, o= 0.4 mgt: as a
consequence, no variation in body size with tentpegas expected. The expected body size
equals 1 over all temperatures. In all caggs 295.7°K = 22.5°CTy = 305.7°K = 32.5°C,
andTL =285.7°K = 12.5°OT|HD, H.p, HHGy andHLG equal 350 kJ mo1 if Hup OorH\ p are
varied.Hyp, Hip, Hue, andH, ¢ equal 250 kJ mot if Hyg or HLg are varied between 50 and
1150 kJ mol’. A. Changes ifyp. B. Changes iH.p. C. Changes iy . D. Changes in
HLG-

genetic variances and covariances are dependg ppah our interest. On the one hand, we
might be interested in simultaneous selectionlairad number of temperatures. On the other
hand, we might be interested selection at one teatyre on body size or some of the model
parameters. In all these cases we need to knowthaaenetic variances and covariances
are, specific for each case. In BOX 3, selecticexjgained, but the selection equations are
far more general than the model of body size walaeding here with and are not necessary
for understanding the properties of the biophysieatlel of insect size.

We will consider how genetic variance in body s&zeaused by genetic variation in
parameter values. Genetic variances in developragstgrowth rate and body size will be
temperature dependent if genetic variation in ga@meters of the Sharpe-Schoolfield model
exists in natural populations. Additive geneticiaion in parameter values will not only lead
to additive genetic variation in development rgt@wth rate and body size, but will generate
non-additive genetic variation at each temperaiweBoth the temperature dependence of
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Fig. 15. The influence of the ratl:/Pp on body size iHup, Hip, Hue, Or H g are changed
and compared with the Eyring model (broken lind)r basic body weight temperature
invariant,Hap = Hac = 70 kJ mol* andpp = 0.4 %, o = 0.4 mg t'. If body weight basically
decreases with temperatutéyp = 80 kJ mal* andHag = 70 kJ mal® . In all casesT e =
295.7°K = 22.5°CTy = 305.7°K = 32.5°C, and = 285.7°K = 12.5°CA. Hap = Hag,
temperature invariant body sizd,p andHuyp changedB.Hap > Hag, body size decreases
with temperatureld p andHyp changedC. Hap = Hag, temperature invariant body sizé,c
and Hyc changed.D. Hap > Hag, body size decreases with temperatifiegs and Hyg
changed. Three combinations are presengg:or Hyc = 200 andH p or H g = 800;Hp or
Hue = 500 and-lLD orH,.c = 500;Hxp or Hyg = 800 and—ILD orH. g = 200.

the genetic variance and the appearance of nothaldenetic variance are a consequence of
the non-linear transformations between parametéati@n and rate and body size variation.

The temperature dependence of the genetic vareamtés subdivision in additive, and
non-additive genetic variance components can lkextwsing a two-locus model. In a two-
locus model, additive effects, dominance effectd@eus and interaction effects between loci
can be estimated if two homozygote lines would fegs@nt, and a set crosses involving these
lines made. The effects can be estimated from ¢ingolaygote line phenotypic values P1 and
P2, the mean phenotypic values of the first fitiass F1 and second filial cross F2, and of
the backcrosses B1, F1*P1, and B2, F1*P2. The ndathmvolves standard quantitative
genetics statistical techniques, and is explainatsiapplication to the Sharpe-Schoolfield
model by de Jong and Imasheva (2000).
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BOX 3. Selection on body size, selection on paranees

The selection response of a quantitative traitvisrgby

AZ = é(afﬁi + Zaij ﬂjj Equation 7
w i

where Az, stands for the change in mean phenotype ofitrait for the additive
genetic variance in traif g; for the additive genetic covariance of traigadj, and

B = Z—YV for the selection gradient of mean fith@gstowards mean phenotypic valug
Z

z, of traiti (Lynch and Walsh 1997).
Simultaneous selection anquantitative traits can be described by

AZ=—G,B Equation 8

S| |-

The column vectoAZ contains the chang&g in mean phenotype of the traits
G, is the additive genetic variance-covariance matitk the additive genetic
variancew; in the traits on the diagonal and the other eléstiie additive genetic

covariancesJ; of traitsi andj, and the column vectof has as elements the selection

gradientsg—\iv of mean fitnessw towards mean phenotypic valae of traiti (Lynch

1
and Walsh 1997). Note that the direct selectiopomse in a trait from its additive
genetic variance and its direct selection gradieet not have the same sign as the
indirect selection response due to the geneticra@vees between traits and the
selection gradients on all other traits.

Equation 8 is the basic equation. Selection different temperatures has the
same form as selection ardifferent traits; the only complication is that amefitness
over all temperatures is now weighted by how oétach temperature occurs. The
genetic variance-covariance matrix contains theeiewariance at each temperature,
and the genetic covariance between temperatures, tte only show how genetic
variance in body size depends upon the temperdtude Jong and Imasheva (2000)
genetic covariance between temperatures is shawn to

The selection response in body sizat any constant temperaturean be
predicted by

AmM==0p Equation 9

D
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. " : . . . ow . :
Here o? is additive genetic variance in body size, ahd am is the selection
m

gradient of mean fithness towards mean body size. The selection responisedy
size can be expressed in the selection responsteefgalues of all 12 parameters. C:
the parameterd; tod .. Define three column vectors each with 12 elemélite
column vectorm has as elements the change in mean body sizengiim parameter

om — . . .
value,ﬁ; the column vectoAd contains the selection responses in mean param
i

Ad. ; and the column vectop,, , has as elements the selection gradients towaeds tf

0w " , . : -
mean parameter valuegd:. The additive genetic variance-covariance maBix is

here the matrix of additive genetic variances anddances in the parameter values
12x 12 matrix.
The predicted selection response in the mean paeaneues is

Ad = GAﬂwd:éGAmﬁ Equation 10
4w

Sl |-

with = g—v_r;: as before. This tells us how a selection grad@nin body size is

distributed over the various parameters, and hdsvsitlection on parameter values
themselves leads to a selection response in tlaengders. On the other hand, the
selection response in body size depends on thetiseleesponses in the parameter
values, as

Am=m' Ad Equation 11
wheret stands for transpose (i.e. a row vector). Takiggdtion 10 and Equation 11

together, we see how change in mean body sizeedeftiom selection on the paramet
values:

Am=m" Ad = Equation 12

In Equation 12, the genetic variance-covarianceim& , between the parameter
values does not depend upon temperature, buthei quantities do.

all

eter

er
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Fig. 16. The effect of genetic variation in referemateos and temperature coefficieHisg of
growth rate: sizes and genetic variance in body. $Viostly additive genetic variance results
from additive genetic variation in the in referenede and temperature coefficient. The
parameter values are based upon the parameteagstity van der Have and de Jong (1996),
based uporDrosophila melanogastedata from David & Clavel (1967). See Table 2 for
estimates of parameters for development rate abteTafor parameter for growth rate. Only
mentioned parameter values change, all other paeamealues are kept identical. Nine
genotypes at two loci additively differing jm: oc varies additively from 0. 15 mg'tto 0.27

mg t *. B. Genetic variance resulting if the allele frequesat the two loci arp ;1=0.6 and
p.=0.3.C. Nine genotypes at two loci additively differingac: Hac varies additively from

15 to 35 kJ mot. D. Genetic variance resulting if the allele frequesat the two loci arp
1=0.6 andp,=0.3.E. Nine genotypes at two loci additively differing g andHac: oc varies
additively from 0. 15 to 0.2Hag varies from 15 to 35 kJ midl F. Genetic variance resulting

if the allele frequencies at the two loci @arg=0.6 andp,=0.3.
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Fig. 17. The effect of genetic variation in tempera boundariesT.c and Ty and
temperature sensitivitidd, c andHyg of growth rate: sizes and genetic variance in &idg.
Additive genetic variance results from additive @@mn variation in the temperature
boundaries and temperature sensitivities, but rmarhradditive genetic variation is present.
The parameter values are based upon the paranstiteates by van der Have and de Jong
(1996), based uporosophila melanogastedata from David & Clavel (1967). See Table 2
for estimates of parameters for development rateTable 3 for parameter for growth rate.
Only mentioned parameter values change, all othesmpeter values are kept identicAl.
Nine genotypes at two loci additively differing Tag and Tue: Tic and Tus vary in concert
additively from 285 °K / 305 °K (aabb) to 289 °K09 °K (AABB); Tt does not varyB.
Genetic variance resulting if the allele frequesaé the two loci are 1=0.6 andp,=0.3.C.
Nine genotypes at two loci additively differing ific andHug: Hi.e andHug vary in concert
additively from 900 kJ mot / -500 kJ mal* (AABB) to 500 kJ mol* / -300 kJ mal* (aabb).

D. Genetic variance resulting if the allele frequesat the two loci arp ;=0.6 andp,=0.3.
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Fig. 17 (continuedE. Nine genotypes at two loci additively differingT. ¢ andTuc andH. ¢
andHyc: Tig andTye vary in concert additively from 285 °K / 305 °Kald) to 289 °K / 309
°K (AABB), H.c andHyg vary in concert additively from 900 kJ mdl/ -500 kJ mol*
(AABB) to 500 kJ mal® / -300 kJ mol® (aabb).F. Genetic variance resulting if the allele
frequencies at the two loci apg=0.6 andp,=0.3.

De Jong and Imasheva (2000) showed how the gereience in development rate and
body size over temperature resulted from genetiatran in the inactivation parameters
andH_, andTy andHy of development rate. The same method is appliesl toemake clear
possible effects of genetic variation in the paramseof growth rate. In each case, a two-locus
model is employed. The parameter values chosevaaiaions on the values found by van
der Have and de Jong (1996) farosophila melanogastebut otherwise the values are
arbitrarily chosen to demonstrate the ranges dfiptesbehaviors of the model.

In Fig. 16, the effect of additive genetic vamatin temperature sensitivity parameters
P andHag is shown, as well as the effect of genetic vasratn both parameters (Figs. 16a,
c, and e, respectively). The resulting graphs stawthe genotypes differ in size and the
additive genetic variance to be temperature deper{fey. 16bdf). Non-additive genetic
variance is absent if variation is only in the refece ratgos (Fig. 16b) but appears with
genetic variation in temperature sensitiitys (Figs. 16d,f). Differences iHac lead to
higher genotype by environment interaction thafed#inces inos: compare Fig. 16¢ with
Fig. 16d. Combination of genetic variation in bptrameters leads to a fairly naturally
looking set of genotypic values for body size (Ri§e), with much higher additive genetic
variance than results from variation in just oneap@eter (Fig. 16f).

Genetic variation in the temperature inactivapanameterd, c andH, g, andTycand
Huc leads to more changes in the shape of the reawtion of body size, and a more
pronounced presence of non-additive genetic vagiadere too natural looking patterns of
genetic variation in body size can be modeled.1Fig gives the effect of additive genetic
variation in the temperature boundarieg andTwg, Fig.17b shows the effect of additive
genetic variation in the inactivation coefficigthtc andHyg and in Fig.17c variation in all
four parameter values is depicted. Of course, geuatiation is mainly apparent at low and
high temperatures at the edges of the viable rarfgeimpression would be of increased
genetic variation in unfavorable environments (ldathn and Merila1999). Variation in the
inactivation parameters leads to more non-addgametic variance than variation in the
sensitivity parameters. This will be the consegeasiche position of the inactivation
parameters in the denominator of the Sharpe-Sdkttbdquation for growth rate. The higher
amount of non-additive genetic variance found byaleg and Imasheva (2000) for genetic
variation in the parameters of development rateerathan the parameters of growth rate must
be due too to the presence of the developmentrréite denominator of body size in the
model.

Geographical variation

Geographical variation between populations of #raesspecies implies genetic differences in
some of the parameters between the populationsnAikteresting source of genetic

variation in body size might be genetic variatiorthe parameters that control the probability
for the enzyme to be active, as these parametersaadidates to represent direct adaptation
to the environment in enzymatic properties. We magsume that a population that is
adapted to a fairly cold environment needs a highability for the enzyme determining
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rates to be active at fairly low temperature, liiha cost of higher enzyme inactivation at
high temperature. In such a population, a largeokibe value oH, would lead to a high
probability of the enzyme to be active at low tenapare. Relatively lowHy would lead to a
certain measure of high temperature inactivatiom@terate temperatures. A population
adapted to high temperatures might show the opppaitern in probability for the enzyme to
be active — a fairly low absolute value fér and a higheHy. The question is whether such
patterns in the parameters are able to mimic apatéérns in body size.

In Drosophila melanogastebody size in temperate populations is larger than
tropical populations (Noackt al. 1996, Zwaaret al. 2000). The development time shows
little or no difference (Jamest al. 1995, Jamest al. 1997) but growth rate differs between
temperate and tropical populations (De Me¢dl. 1998) and increases under cold
temperatures in experimental evolution experim@Rtinson and Partridge 2001,
Bochdanovits and de Jong 2003).

In keeping with this, we chose an example in whighprobabilities for the growth
enzyme to be active differ between populations gvetything that has to do with
development is the same for the different poputetid-ive possibilities potentially
representing a temperature cline in enzyme parasithin one species are given. The
difference between the populations is onlyis andHye. Fig. 18 shows the corresponding
probabilities for the enzymes to be active (Figa)l§rowth rates (Fig. 18b), enzyme
probability pertaining to development and developtmate (Fig. 18c) and body size (Fig.
18d) for the different populations.

The assumed pattern of genetic differences inghmpérature inactivation parameters
H. ¢ andHyg of growth rate leads to different body sizes ia plopulations. A higher
probability for the enzyme to be active at lowenperature leads to larger body size at lower
temperature. The pattern of body size shows ahgatisresemblance to the actual pattern of
body sizes laboratory experiments with tropical tardperate populations (for instance,
Noachet al 1996).

An important point here is that a parameter repr@sg enzymatic properties is varied,
and body size differences follow. This demonstrétes body size itself is not necessarily
selected on. The differences in enzymatic properight be primarily under selection, and
body size differences might follow. Alternativethanges in enzymatic properties might be
an efficient way to adapt to the environment if padze itself would be the selected trait.

Of course, clines in body size between tropical temeperature populations might be
due to changes in other parameters than the enmaoivation coefficient$d, ¢ andHyg of
growth rate. Genetic variation in the temperatemsgivity coefficientHag or genetic
variation in the reference growth radg too might cause a cline. However, changdd,ig
andHyc between populations mediate a more intuitivelyiobs connection to the
environment.

Between species variation

Between species differences in body size mightirésum many different changes in
parameter values, but we will concentrate uponsen®f parameters that by itself already
changes the body sizes — a set of parameters it not be regarded at first sight as
directly influencing body size. In Table 1, the f@mmature ranges of a numbersophila
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Fig. 18. A cline in body size can be caused byed#fhces in the enzyme inactivation
coefficients between populations. Five populatiares depicted that differ in the temperature
inactivation parameters of growth ratd,c and Hye. H.c and Hye differ additively and
consistently fromH.g = -700 kJ mol* for the temperate population kb = - 150 kJ mol*

for the tropical population, andpc = 325 kJ mol* for the temperate population kyg =
400 kJ mol* for the tropical population. All other parametars identical between genotypes
for the different populations4ap = 80 kJ mol*andHac = 75 kI mol', oo = . 1,06 = 0.2. In

all casesT,ef = 295°K = 2 1.8°CTy = 305°K = 3 1.8°C, and, = 285°K = 1 1.8°CA.
Probability for the growth limiting enzymes to betige. B. Growth ratesC. Probability for
the development limiting enzymes to be active aexktbpment rateD. Body sizes.

species are given. We will concentrate upon thetiue whether just changing the
temperature range but not the sensitivity coeffitseor the inactivation coefficients is by
itself sufficient to cause a change in body size.

We will model a set of species that are ideniicaheir temperature sensitivity
coefficientsHag andHap for their growth rate and development rate. Moegpthe species
are identical in their temperature inactivationfoeents Hyg, H s, andHup, Hip. The half-
way inactivation temperaturd$c andT, g, andTyp andT,g, differ between the species, but
are identical for growth and developmeRhip = Thg =TwandT.p = T, =T.. The reference
temperature for each species is chosen exactheahidpoint betweem, andTy. The
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reference ratess andps for each species are found from a reference Eygugation with
givenHap or Hag, andop =0. 1 andos=0.2 atTref=295°K. This was done in order to avoid
using a reference rate at a reference temperdtatéstactually outside the enzyme activation
range of the species (the equations might not shtfethis way seems more biologically
realistic). The growth rates and development rates the species therefore refer back to one
Eyring equation for growth rate and one Eyring eigumafor development rate. All differences
between the species derive from different tempesatanges of enzyme inactivation.

Two different sets of species are compared, batisisbng of a graded range from a
high temperature adapted species to a low temperatlapted species. In the first
comparison, the range;-T, for the enzymes to be active is the same (209Chifive
species. In the second comparison, the rdpgg is larger for the cold adapted species than
for a species adapted to higher temperature.

Five species differ in temperature boundariembotiin the length of their temperature
range. The difference betwe€&n andT, equals 20°C, for both development and growth. The
ends of the ranges differ by 1.5°C between theiepethe probabilities for the enzyme to be
active are identical, only horizontally shifted by°C to different temperatures (Fig. 19a
development, Fig. 19b growth). Combined with amt@=l Eyring equation at different
temperature ranges — combining different parametieres for Equation 2 with an identical
values in Equation 1 to Equation 3 —, a family aiwgth rates and a family of development
rates originates (Figs. 19c¢,d). Due to the Eyriggation (Fig. 19¢e), these rates are not just
horizontally translated, but differ in maximum hetigind slightly in shape. The resulting
body sizes are appreciably different, with the ggethat possesses the lowest temperature
range obtaining the highest maximum body size weieg smallest at the temperature range
the species have in common (Fig. 19f). Maximum bsidg seems to be related linearly to
temperature. The body sizes are translated hoglprity 1.5°C, and the downward slope
over the main temperature range is slightly stegptre lower temperature species.

A similar but more pronounced pattern is found wttentemperature rangg-T. is
larger for the cold adapted species than for tleeisp adapted to warmer temperatures. This
is supposed to be caused by a faster decredsehan inTy. The probabilities for the
enzyme to be active now change in shape, as thté widhe temperature range decides
whether some sort of plateau in the probabilitytfer enzyme to be active will occur. A low
temperature species with a wider temperature regmghes higher enzyme activities (Figs.
20a,b). Development rate and growth rate show miffierence between the species, in
increase and downturn (Figs. 20c,d). The body sifés more than in the case of equal
temperature range. Again the species that posséesesnge of lowest temperatures obtains
the highest maximum body size while being smaléshe temperature range the species
have in common (Fig. 20f). The downward slope afybsize over the main temperature
range is steeper in the lower temperature spdaigstal, the pattern is similar to but more
pronounced than in the case of species with eqigtthwef temperature range.

The importance of this example is as follows:efi#inces in body size are caused by the
temperature range, not by any parameter that hés vath growth, development or
temperature inactivation. The non-linearity of Byging equation implies that no body size
based upon a temperature range can be identieabtber body size based upon a different
temperature range — even if all parameters are otise equal. One Eyring equation and
horizontally translated but identical probabilities the enzyme to be active do not lead to
horizontally translated body sizes of the same shlapt to different reaction norms of body
size, of different shapes.
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Fig. 19. Between species variationlim, andTyp , and inT. g andTye : the range between
and Ty equals 20°C. Five species are depicted ranging ¢alchspecialist to heat specialist.
The highest temperature range is 12°C to 32°Qpthest 6°C to 26°C. The difference
between the species is a 1.5°C interval. The psriep reference temperature is found at the
midpoint of the range. The per species refereneeisaead from an Eyring equation wih

= 0. 1t'andps = 0.2 mg t* at Tyer = 295°K. Change of the temperature interval theeefo
does not imply a change in the Eyring equatiomenriumerator of the Sharpe-Schoolfield
equation. All other parameters are identical betwgenotypes for the different populations:
Hap = 80 kJ mal* andHag = 60 kJ mal*, Hup = 500 kJ mol* andHyg = 38 1.25 kJ mot
andHap = - 100 kJ mél' andHag = -287.5 kJ mof. A. Probability developmental enzyme is
active.B. Probability growth enzyme is activ@. Development ratef. Growth rateskE.
Eyring plot to findop andgs. F. Body size.
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Fig. 20. Between species variationTiiy andTyp , and inT g and Ty : the range between
and Ty increases if the midpoint is at a lower temperatéiige species are depicted. The
highest temperature range is 17°C to 32°C, thedb@”€ to 26°C. The difference between the
species is a 1.5°C interval fop, a 2.5°C interval for the species specifig, and a 3.5°C
interval forT.. The per species reference temperature is fouticeatidpoint of the range.
The per species reference rate is read from amggguation witho, = 0. 1 t* andgg = 0.2
mg £ * at Tref = 295°K. Change of the temperature interval theesétves not imply a change
in the Eyring equation in the numerator of the $baBchoolfield equation. All other
parameters are identical between genotypes fodifferent populationstap = 80 kJ mol*
andHac = 60 kJ mal’, Hyp = 500 kJ mol* andHyg = 38 1.25 kJ molt andHap = - 100 kJ
mol * and Hag = -287.5 kJ mol’. A. Probability developmental enzyme is actig.
Probability growth enzyme is activ€. Development rate®. Growth ratesg. Eyring plot

to find pp andos. F. Body size.
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Discussion

How valid or interpretable are biophysical models?

The temperature dependence of biological ratestrhigie been known even before
agriculture started, but the earliest cited studiesfrom 1735 (de Réaumur, as cited by
Wang, 1960) and 1855 (de Candolle, as cited bypgehand DeMichele, 1977). Both de
Réaumur and de Candolle described the degree-tiayBiophysical descriptions of reaction
rates started with the empirical description byh&mius. The theoretical derivation by Eyring
(1935) and Johnscet al. (1974) remains the basis of virtually all furtteological
descriptions of reaction rates. In Eyring's forntioka, any reaction rate scales with

temperaturd in °K by a factorex;{— %} whereH, is the enthalpy of activation afithe

gas constant. Eyring's approach must be accept&dmdard (Hochachka and Somero, 1984,
pg 379-380), and has been indicated as the batie éémperature dependence of biological
rates (Watt 1968, Johnsehal.1974).

Universal Temperature Dependendeately, Gillooly and co-authors (Gilloobt al. 2001)

have developed a theory of the general temperdependence of biological rates. They aim
to document a general exponential relation betwatss and temperature within and between
species, with one underlying temperature coefficienwhat they call “Universal

Temperature Dependence” of biological rates. Gfl@md co-authors Writex;{—%} , With

E the Arrhenius activation energy of a biologicaaton in eV, and Bolzmann's constant
(Eyring 1935). The Arrhenius activation energynsapproximation of the enthalpy of
activation, here called the temperature sensitsatgfficientHa.

Clarke (Clarke 2004, Clarke and Fraser 2004) azéit an exponential increase of
biological rates over species and Universal TentpegdDependence on the basis of the
biochemistry of reactions. For one thing, the elpghaf activation is not the only factor
involved in the activation energy, and between Esegatterns in temperature not only
depend upon the enthalpy of activation. For andthmeg, Gillooly and co-authors' “Universal
Temperature Dependence” does not provide any eaiitem A number of intertwined
patterns were found to be present in the datawhyt‘Universal Temperature Dependence”
should exist is a different question. An explanmaiioterms of biophysics differs from a
statistical description, even if it has the saméheaatical form.

We emphasize the importance of parameter variagiod,do not subscribe to
“Universal Temperature Dependence” as a fundamentatraint. But of more importance
here is whether Clarke's criticism of the betwegagcses approach of Gillooly and co-authors
applies to within species patterns too. The impanteint is whether biophysical descriptions
are compatible with biochemical knowledge of hoaateons proceed. Clarke argues that
biological reaction rates cannot be exponentiahwemperature as rates of enzyme catalyzed
reactions depend not only on substrate and prdmuain conformational changes in the
enzymatic complex as well. We hope the modificatbthe Eyring equation to the Sharpe-
Schoolfield equation represents the propertieioymatic complexes adequately for within
species purposes. If so, Clarke's criticism isapmiicable to the Sharpe-Schoolfield model as
used here. The Sharpe-Schoolfield model providrsdfacient statistical description of
observed patterns, but we use it mostly as ifarameters provide explanatory variables.
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Therefore, we have to be concerned with biochenaidafjuacy, even if our names for the
parameters (temperature sensitivity coefficiemhgderature inactivation coefficient) might
not be biochemically appropriate.

Linearity of biological rates has been extensivdgumented (cf Figs. 1-3). Charnov
and Gillooly (2003) proposed that this linearityutlbbe regarded as a linear approximation of
an exponential increase with temperature. If dmemr approximation at the reference
temperature of the Eyring equation (that is, theerator of the Sharpe-Schoolfield

. H, . . : .
equation), would have a slopengA, in the present notation and in agreement with

ref

RT2
Charnov & Gillooly (2003). The number of predictgegree-days would be|i|—ef In the
P,

Drosophiladata, this prediction is nowhere near the actuailyer of degree-days. In all
insect data we have, the linearity of developmat# with temperature is clearly not an
approximation to an exponential function (Figs.)1¥he degree-day model depends strictly
upon linearity of development rate with temperatiitee success of the degree-day model
argues against the validity of Charnov & GillooB003)'s approximation: an exponential
increase of development rate with temperature greeé®ven approximately a constant
number of degree-days.

The implications of the degree day modeinearity of development rate requires and iepli
that in the Sharpe-Schoolfield model the 'probgbibr the enzyme to be active' never
reaches 100%. For direct empirical data, we possagsa limited data set of parameter
values. In studies ddrosophila,the probability for the enzyme to be active neeaches
100%, and in an Arrhenius plot, a region of stifetarity does not appear. The same
observation has been made in other studies usin§hhrpe-Schoolfield model, starting with
data on plants and insects by Sharpe and DeMi¢h8l&/). Van Straalen (2001) presents
data on springtails, and observes the same noariipen an Arrhenius plot. The temperature
sensitivity coefficient, the enthalpy of activatibia as used in Sharpe-Schoolfield model,
therefore never rules the temperature dependenmelofjical rates in insects.

Actually, the best evidence for this is the apfditey of the degree-day model. The
Eyring equation by itself would lead to developmeates that are exponential with
temperature. Linear development rates imply othecgsses, and in a model of temperature
sensitivity this would require additional paramstéBut the most important implication of the
linearity of development rate with temperaturehis presence of a temperature independent
physiological time (van Straalen 1983). As arguleova, this physiological time might well
be interpreted as constancy of the number of calidns. The formal reversible enzyme
inactivation in the Sharpe-Schoolfield model wordgresent the existence of a temperature
invariant physiological time, and the regulatiortted number of cell divisions. Note though,
that the applicability of the biophysical modelgémperature sensitivity of biological rates
does not depend upon any interpretation of invapagsiological time as a fixed number of
cell divisions. Similarly, the van der Have-de Jongdel of temperature dependent body size
does not depend upon an interpretation of develapna¢e as involving cell number and
growth rate as involving cell size.
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From biophysical parameters to adaptive patternsaite and size

Biophysical parameters are not universal consthatsrule biology; they are not unavoidable
constraints. Temperature dependence abounds, batjnally among species or populations
within a species. Yet, given a set of parametanasltemperature dependence of rates is
unavoidable. A species’ environment will indicateatvcombination of development rate and
growth rate are optimal and in concord with evoleedymatic parameters. One environment
might allow several combinations of rates, sizes l@ochemistry to evolve, either as
equivalent solutions to the same life history, ®aliernative options defining different
niches. The temperature dependence of developmientan be used to adjust emergence
towards a specific date. Consider for instanceigoltime species with a short mating season
in early summer. Eggs might have hatched at difitetienes in spring. The temperature
dependent development rate should be selectedthsynize adult emergence and thereby
enhance efficient reproduction (Gilbert and Rawd@B86). To function in this way,
development rate needs to be temperature dependthity any specific latitude and between
latitudes, but the temperature dependence mustder genetic and evolutionary control.
Generation time relative to season length will deavhether a latitudinal cline in body
size will show larger body at higher latitudes@wér body size at higher latitudes (Chown
and Gaston 1999). A strictly univoltine speciesmgell show smaller body size at higher
latitude as a consequence of shorter season |eBigill multivoltine insect species with
relatively fast development show larger body sizeigher latitudes (Blanckenhorm and
Demont 2004). Over species, growth rate and dewsdop rate have to respond
independently to account for this diversity of alveel patterns in insect latitudinal clines.
Adult size is widely regarded as the ratio of griowdte to development rate (Gilbert
and Raworth 1996). Temperature compensation irt athd occurs when the effect of
temperature dependence disappears due to theodivighat is, when the temperature
sensitivity coefficients of development and growty andHac are equal and when the
probabilities for the enzyme to be active are eduaheDrosophiladata,Hap andHac differ
significantly between species but for thorbixp andHag do not differ significantly. Thorax
length might be the most obvious indicator for &dide, and the evidence seems to be that
Drosophilaspecies almost compensate for temperature depemdebody size. The
generally observed decrease in adult size with ¢eatpre (Atkinson 1994, 1996) might be
restricted to the region of high temperature enzymaetivation — or be a consequence of
experimenter choice of character to measure. Wiy 81 contrast to thorax size, decreases
steadily with temperature, but this might be as imarc adaptation to flight at different
temperatures as indicative of a general decredsedy size with temperature (Petaatyal.
1997), though the actual decrease in wing sizerddpepon the population (Noaehal.
1996).

In Drosophilg the differences in the temperature sensitivigfitoient for
developmenHap are almost significant (data in Table 2, P=0.08&r& species) but the
differences in the temperature sensitivity coedints for growtlHac are significant (data in
Table 3, P=0.013 over 6 species for thorax and®X0over 4 species for wing). Largex
occurs in the specid3. willistoni andD. funebris No obvious ecological correlate is evident.

Van Straalen (2001) applied the Sharpe-Schoolfreddel to temperature dependent
development time in springtails. The model descrithe data very well. Over 38 species,
parameter values for development rate at 15°C anigmperature sensitivity coefficield
were compiled. Springtails can be grouped in ecoldglasses depending on their place in
the leaf litter and soil surface. The epigeon,graip of species that lives on the soil surface,
has highestH, values, significantly different from the valuestive euedaphon, the group of
species that lives in the soil. Hemiedaphon speheslive in the litter layer have
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intermediate values fdla. In van Straalen’s study temperature sensitivitgevelopment
and ecological niche are clearly related.

From biophysical parameters to adaptive phenotybésticity

Different theoretical possibilities for phenotyglasticity emerge just by changing a few of
all the parameters in the model. The most obvi@uampeters to change to obtain a change in
phenotypic plasticity of adult body size are thaperature sensitivity coefficienkap and

Hac (the enthalpy of activation of enzymatic reactimrsdevelopment and growth). The
difference betweehlap andHag is a main factor in deciding plasticity of bodyesitowards
temperature, as shown in Fig. 15. But, as is ¢t@am Fig. 15, it is quite possible to observe
phenotypic plasticity in body size of opposite sigrihat indicated by the difference between
Hap andHac. The temperature inactivation coefficierith, andHyg, H.p andH, ) decide

as much about phenotypic plasticity as the temperaensitivity coefficients.

The patterns of phenotypic plasticity we demonsteait therefore not derived from
difference in the temperature sensitivity coefiteH o andHas. Without changing the
temperature sensitivity coefficients we simulateahperature dependence of body size. The
parameter values we changed have been chosendatendlow actual patterns of phenotypic
plasticity might be formally caused, and we took cuwe from observations Drosophila
We concentrated on patterns of differences in plypinoplasticity that were actually
observed, and tried to find biologically plausiblg simple ways to generate such patterns. In
D. melanogasterclines in allozyme frequency have repeatedly lsstribed (Eanes 1999).
In such clines, allozymes with higher enzyme atstimight predominate in more temperate
populations. For some enzymes, an allozyme with kBigzyme activity at crucial points in
the metabolic network has relatively higher acyivt low temperature and reaches high
frequency in temperate populations (Verrelli and€sa2001). Relatively high enzyme
activity at lower temperature might lead to largdult flies (Bijlsma-Meeles and Bijlsma
1988). The observation is for the enzyme alcohblydeogenase; its generality is unknown.

In Fig. 18, a cline in enzyme activity was simuthteaking our clue from the enzyme
clines inDrosophila melanogastetn Fig. 18, a situation is modeled where enzyuote/igy
changes from a maximum at low temperature to ammaxi at high temperature. Body size
changes with enzyme activity, leading to a largehybsize at low temperature for the
parameter set with the maximum enzyme activitygimwth at low temperature. Of course,
many other parameter values can be chosen to esprdi(ferences in enzyme activity.
Changing from enzyme activity for growth with a lomaximum at low temperature to high
enzyme activity for growth over a much wider ranfge instance results in almost parallel
reaction norms for body size over themelanogasteviable range. We have been able to
reproduce the observed patterns of reaction nompaasons in natural populations by
changing the probability of the enzyme for growdlbe active.

Larger size at lower temperature resulted frormtlvelel equivalent of a higher enzyme
activity at lower temperature (Fig. 18). This lesopen what selection pressures would
operate in a natural population. Selection coulfbbéarger adult size at lower temperatures,
without any selection pressure for populationsitiedat higher temperatures. The selection
pressure on body size itself could be translatexlarselection pressure on enzyme activity at
low temperature (see Box 3 how such translatiorke)oiOr, selection could directly be on
enzymatic functioning, on enzymes that performesedt lower temperatures, and any change
in body size itself could be a correlated respomke.formal description in terms of the
biophysical model would be the same.

Other changes in body size and of phenotypic pigin body size can be derived
from changing the temperature range of enzymeigctithout changing the temperature
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sensitivity coefficientsfiap andHag) or the temperature inactivation coefficiertt§ and
Hue, Hio andH,g). This is a particularly interesting observatian,it indicates that many
patterns in temperature dependence of adult badyiisiinsects might derive from the
temperature boundaries rather than from temperatnsitivity over the viable range itself.

Biophysical models like the Sharpe-Schoolfield mMade a fertile field for biological
explanation of temperature related plasticity imedepment rate and body size in insects. At
the moment, the number of available parameter agtigns very low, and this prevents us
from having insight into the ecological and evaatiry patterns that might be associated
with biophysical parameters. We hope it will beaclthat the models are applicable and can
be used to categorize temperature related ecoladjféerences, as exemplified in the
observations of van Straalen (2001) on springtails.
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CHAPTER 5

THE EYRING EQUATION AND THERMAL ADAPTATION IN DEVEL OPING
ECTOTHERMS

T.M. van der Have and G. de Jong

Abstract

This paper investigates how patterns in thermaptdi@n within and among species can be
modelled and predicted from the Eyring equation &hdrpe — Schoolfield model which is
based on the kinetics of reaction rates and enpyoyerties. The slope of within-species
linear thermal reaction norms can be approximayeth®é tangent to the general temperature
dependence among species predicted by the Eyringtieq. The linearity itself is caused by
reversible temperature inactivation. The thermmaktmodel complies with the linear part of
the developmental rate — temperature reaction m@soribes by the Sharpe - Schoolfield
model.

It is shown that small changes in the parameteatran in the biophysical Sharpe -
Schoolfield model can generate all three majoregpast of thermal adaptation and in addition
a fourth pattern, namely, a sensitivity shift origon in the slope of the thermal reaction
norm. A shift in sensitivity can result directlyom variation in reference rate or activation
energy, and indirectly from a shift in thermal raray optimal temperature. Therefore, a
phenotypic shift in sensitivity is not informatiad®out the underlying change in thermal
parameters included in the Sharpe — Schoolfieldehod

If only the development rate at the reference teatpee is varied, and all thermal
parameters are kept constant, the slope of tharlipart will vary with the reference rate but
the threshold temperature will remain constantsHituation applies to developmental rate
isomorphy, the observation that in many insect iggeihe temperature sensitivity varies with
developmental stages but the threshold temperhttgmains constant. It is proposed that the
Sharpe — Schoolfield model provides a mechanigitamation for developmental rate
isomorphy.

Finally, the variation in thermal reaction normsitarge number of anurans based on
published datasets is analysed. In about 50 spemesthermal parameters, such as reference
rate, optimal temperature, thermal range and theistezance limits have been
experimentally measured. All four patterns of thalradaptation occur in this group of
related anurans, but that most variatiop end slope can be explained by the combination of
a horizontal shift (hotter — colder) and a respdoniewing the Eyring equation. The
implications of the results are discussed in retato the assumptions of the proposed
Universal Temperature Dependence, the correlatinden egg size and development rate
and the evolutionary optimisation of egg size iatien to thermal environment.
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Introduction

Eyring (1935) developed a theoretical foundatioabsolute reaction-rate theory for the
empirical Arrhenius equation, which describes thgomential temperature dependence of
chemical reactions. Sharpe & DeMichele (1979) agpkyring’s theory to a unified rate
model that describes the rate of biological proegs$sr all temperatures that support life.
Most biological rates do not increase exponentiailyhn temperatures as do chemical
reactions, but increase quasi-linearly above airethreshold up to a maximum rate (Figure
1A). Sharpe & DeMichele (1979) proposed that retérsnactivation at high and low
temperatures linearizes the exponential Eyring eguaver much of the thermal range and,
therefore, provides a mechanistic model for biatagrates within species over the total
biological range. Schoolfieldt al. (1981) modified the model of Sharpe & DeMichel@8712)
giving the model parameters that have a direcbhiohl interpretation, called the Sharpe —
Schoolfield model.

The empirical Arrhenius equation is basically santio the theoretical Eyring
equation. An approximation to the Arrhenius equati@s recently used to describe the so-
called universal temperature dependence (UTD) aébmtic rate (Gilloolyet al. 2001) and
development time (Gilloolgt al. 2002). This use of the empirical Arrhenius equatm
predict patterns in temperature dependence of mlitalate among a wide range of species
(Gillooly et al.2001) has received considerable criticism (Clarkeréser 2004, Clarke 2004,
2006, O’Connor 2007). These critiques have in comthat the relationship between
temperature and metabolism is considered to be leonand, therefore, any overall
description of this relationship should be consdestatistical rather than mechanistic.

Charnov & Gillooly (2003) extended the UTD modethe thermal time approach.
Thermal time refers to the observation that in mafnyot most, ectotherms development rate
(1/time) is linearly related to temperature (°Ceowmuch of the thermal range. Charnov &
Gillooly (2003) suggested that these linear dgwelental rate relationships can be
considered as linear approximations to the expdalennction described by UTD, totally
ignoring all entomological literature documentirigcs linearity over quite a large
temperature range, In fact, Charnov & Gillooly (3P8uggest that the temperature
dependence of development rate is essentiallyaime svithin and among species In fact, the
UTD approach tends to regard the exponential teatpes dependence of biological rates as a
fundamental fact of nature; a biological explarmatd biological rates is secondary to
physical constraints. Although Gilloost al. (2001, 2002) suggest that enough species-
specific variation exists around the cross-spegliesnetric relationships to be explained in
biological terms, the UTD approach clearly accepit®n-biological main effect on biological
rates. The UTD lacks a clear link with geneticexplore the evolution of thermal adaptation
within and among species. The Sharpe - Schoolfrgldel is also based on stoichiometric
principles and general temperature dependenceedkliy the Eyring equation, but has a
considerable advantage that heritable variatidsianhemical properties of enzymes can be
included in all of the thermal parameters (De J&n@gn der Have 2007, Chapter 4)).

Studies of thermal adaptation usually focus oelatively small part of the thermal
range, such as studies of cold adaptation (Cla@Rd Jlor heat shock proteins near the upper
thermal limit (Feder & Hoffmann 1999). Fewer stidagldress mechanisms operating at both
low and high temperature (Hoffmaehal. 2003, Pdrtner & Knust 2007, and Van der Have
2001, Chapter 3). On the other hand, models ofrtakperformance (Huey & Kingsolver
1989, Kingsolver & Gomulkiewicz 2003) seem too gah® understand the proximate
mechanisms involved in thermal adaptation, althahgly are suitable for describing the
evolution of thermal adaptation (Gilchrist 1995969 Three main patterns of thermal
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adaptation operating within species and among aoipunls have been proposed and
observed: (1) vertical shift (faster-slower), (®yikontal shift (hotter — colder) (3) generalist
— specialist or change in tolerance range (Hueyiid@gkolver 1989, Izem & Kingsolver
2005).

Tr

P ma

PTo

development rate

T| TO Th
temperature (C)

Figure 1. Temperature dependence of developméatiganon-linear (dotted line) but well
represented by a straight line (continuous linejhivi the upper and lower limits of
developmentT; and Ty respectively). The tolerance range of developn(&ntis defined as
the difference betweeh andT,. The optimal temperature of developmeRy) (s defined as
the mean of the upper and lower tolerance limpitsis the development rate & andpmax iS
the maximal development rate observed.

A major challenge is to find explanatory modelsathtcan be extended from within species-
to among-species variation without loss of biolagiealism. Such a model should preferably
based on thermodynamic properties of biochemicadtiens and include parameters which
can be linked to heritable variation. The Sharfehoolfield model originally proposed by
Sharpe & DeMichele (1977), and adapted by Schddl&eal.(1981) to make it more

suitable for non-linear regression, fits well tesk requirements. Their method has been
widely applied in entomology as a non-linear regi@s method relevant to within species
temperature dependenaed, Kontomidas 2004) but is less well known outstuis field.
Recently, the model was extended conceptuallyddipt the temperature-dependence of
body size (also known as the temperature — sizg vah der Have & de Jong 1996 [Chapter
2], de Jong & Gibert 2000, see also Walters & Hh26886), thermal tolerance limits (van
der Have 2002), genetic variance in adult sizeJ@ey & Imasheva 2001), and clines in body
size (De Jong & van der Have 2007, Chapter 4).

This paper focuses on two questions: (1) how céenpe in thermal adaptation within
and among species be modelled en predicted fromaytheg equation and Sharpe -
Schoolfield model based on the kinetics of reactadas and enzyme properties? (2) Are
within-species linear temperature-developmentmedetion norms simply approximations of
a general temperature dependence among speciest@adaly the Eyring equation?
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To answer these questions we will first comparethieemal time model, the Sharpe -
Schoolfield model and the Charnov & Gillooly (20G8)proach, especially over the linear
part of the developmental rate — temperature r@actorm. Secondly, we will show that
parameter variation in the biophysical Sharpe -08tflteld model can generate all three major
patterns of thermal adaptation and in additionuatfopattern, namely, a sensitivity shift or
variation in the slope of the thermal reaction nofmally, we will analyse the variation in
thermal reaction norms in a large number of anub@s&d on published datasets. In about 50
species most thermal parametexsI, T,, T, Ty, slope, Figure 1) have been experimentally
measured. We will show that in anurans all foutgras of thermal adaptation occur, but that
most variation irp and slope can be explained by the combinationhafrzontal shift (hotter
— colder) and a response following the Eyring eignat

THE MODEL

In many ectotherms development rgfE) varies non-linearly with temperature (in °C) near
the lower and upper thermal limit§ @ndTy), and linearly over much of the thermal rafige
of viable development (Figure 1A). We defimgas the development rate at the reference
temperaturd,, the median betweeh andT,, andpnaxas the maximal development rate, at
Tmax If the linear part can be represented @y =b(T-h), whereb is the slope of development
rate with temperatur€ (in °C) above a certain threshold temperatufi@ °C), then the
temperature sur8for development (in degree-days, also known asrthktime) is constant
and equals b/(e.g, Trudgill et al. (2005). In the notation of Schoolfietd al (1981) the
Eyring equation reads:

T H
r(T)= P TT exp{ RA (%—%D 1)

Wherer(T) is the biological rate at temperaturéin °K), pto the rate at the reference
terlnper?turé” o Ha the enthalpy of activation (J/mogndR the universal gas constant (8.314 J
K™ mol),

Gillooly et al. (2001, 2002) start out with a similar equatior, lise average energy per

reactionE and the Boltzmann constantather than enthalpyia and the gas constaRt The
units used change from J/mol to electronvolt eMoBly et alfs (2002) starting equation

reads
or T E(1 1
T)=—2 — ———
(1) T, eXF{k(TO TB (2)

and as both the actual temperaftli@nd the reference temperatigare in the range of 280-
310 °K, approximations give that

E
r(T)O exr{ = Tj , 3

their version of the biological reaction rate. Morebiological reaction rates can be found in
Hochachka and Somero (1984).
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Figure 2. A. The temperature dependence of bickbgrates according to the Sharpe-
Schoolfield equation with A. variation ; The biophysical parameters are sepwt= 0.02,
Ha=40, H =-200,Hy =200, T, =15°C andTy =35°C (continuous line), ang, =0.03 (broken
line). B. variation inHA: p1o = 0,02,Ha =40, H_ =-200,Hy =200, T, =15°C andTy =35°C
(continuous line), andéiy =60 (broken line) anéi, =80 (dotted line). C. variation in bogh,
andHa: p= 0,02,Ha =40,H, =-300,Hy =300, T, =15°C andTly =35°C (continuous line), and
p10=0.01,Ha =88 (broken line)Ha: , Hy: , Hi: in KJ mol™.
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Sharpe and DeMichele (1977) developed a modelitasg the temperature-
dependence of biological rates and poikilothermettggment in particular, such as
differentiation rate, cell division rate or growtite. Their model is based on the Eyring
equation, but is derived from Johnson and Lewil@)9and in its basic form already
proposed by Briggs and Haldane (1925). The modehs$ed on the thermodynamic properties
of a system acting as a single, hypothetical, agreental enzyme that is rate limiting to
development. This rate-controlling enzyme is assutoée characterized by a constant
molecular population which exists either in actiwen (at normal temperatures) or in
reversibly inactive forms (at high or low temperas). The biophysical model differs in this
respect from the 'thermal performance’, where trdydecrease in reaction rates at higher
temperatures is linked with thermal instabiliti¢®nzymes (Hochachka and Somero, 1984;
Heinrich, 1977).

The Sharpe - Schoolfield model includes reversidetivation at both low and high
temperature. It was assumed that a control protaifd exist in two temperature dependent
inactivation states as well as an active statdidgtt and low temperatures the protein undergoes
a conformational transition rendering the proteactive. The transitions between energy states
are unimolecular and completely reversible andasitions take place between the high and
low inactive states directly. For an individual yime molecule the cumulative probability of
being in the three energy states is therefore dquaie.

From these assumptions an equation can be ddawvéte probabilityPr that the
protein is in active state:

-1
1+L+H

with L =ex Hf1l_1 and H =ex Hyf 1 _1 )
R{T T R{(T, T

whereT_ andTy are the temperatures (°K) at which the proteindopsl probability to be
active or inactive by low or high temperature inztion, respectivelyH, andHy are the
change in enthalpy (J mlassociated with respectively low or high tempematnactivation
of the enzyme (Sharpe and DeMichele 1977, SchabHieal. 1981). Fig. 2B in Chapter 3
shows the bell-shaped function generated by equdtidescribing the temperature-dependence
of protein activity. Activity curves of proteins @enzymes in particular are usually optimum
curves with a gradual decline in activity at lowhogh temperature.

By combining the Eyring equation (1) with reactiate kinetics, Sharpe &
DeMichele (1977) and Schoolfieéd al. (1981) derived an equation (the Sharpe-Schoolfield
equation) for any rate of development under nontilng substrate conditions:

TR H,(1 1
oo e

wherer(T) is the mean development rate (d8yat temperatur@ (°K), Pr is the probability
that the rate controlling enzyme is in an actiwaestis defined by equation (B)is the
universal gas constant (8.314 3 tol") andT,is the reference temperature in °K.

In the original formulation Schoolfielet al. (1981) used 25 °C (298.15°K) as the
standard reference temperature and supposed tthat standard reference temperature no

T

(4)
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temperature inactivation of enzymes occurred. itlmaargued that the temperature at which
no temperature inactivation of enzymes occursl(By varies between species or
populations. The temperature where temperatureivadion is minimal can be considered as
the optimal temperaturg, (in °K), at which most metabolic processes funcigtimally
(Ikemoto 2005). The model parametérsand Ty were found to be very close to the
empirically derived upper and lower thermal lin(itsandT}) of developing ectotherms (van
der Have 2002). It is assumed thiais at the midpoint between empirically deriveéndT,.
The Sharpe-Schoolfield equation has considerabhlardages over other expressions
of biological rate functions (reviewed in Wagmtral. 1984b, Kontomidas 2004). It can
accurately describe the temperature dependencg@¥elopmental process over the total
range of biological activity, including the quasidar region at intermediate temperatures and
the non-linear regions at high and low temperat(ffes 1). Reversible inactivation of
enzymes approximately linearizes the exponenttelftanction expected from the Eyring
equation because in most of the thermal range péxezhaps if,, Pt < 1. It should be noted
that the maximum rafenax occurs well above the optimum temperature whezedte
controlling enzymes are maximally active.
The slopéebof the linear part of the Sharpe — Schoolfield ¢igualeq. 3) is
represented by the tangentTin

H 1 H L+H,H
b=PR o, Aly——p|L—_H " 6
T {(R'I;ZJ T, T( RT? J] (6)

If close to the optimal temperatufg, N0 enzyme inactivation, is present, the slogan be
approximated by

_ Hy 1
b _'OT°[RT02+TJ’ @

(o]

which is the tangent of the Eyring equatio @tBoth for the Sharpe-Schoolfield equation
and the Eyring equation, the thermal constant émetbpment (in degree-days) equals S =
1/b, whereb is the slope of development rate with temperafimréC) and the threshold
temperature (in °Ch =T, - p1d/b. This threshold temperature can be written as:

h=T,- PP = 1 _ 1 . 8)
b Hy ), 1 HL+H,H
s |1t R 2
RT) T RT,

This implies that if only the development rateta teference temperaturey,, varies, and all
thermal parameters are kept constant, the sloffeedinear part will vary with, but the
threshold temperatutewill remain constant. This situation applies toeelepmental rate
isomorphy (JaroSikt al.2002, 2004), the observation that in many inspeties the
temperature sensitivity varies with developmentades but the threshold temperatare
remains constant. We, therefore, propose thathlaep® — Schoolfield model provides a
mechanistic explanation for developmental rate squiny.
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Figure 3. A. The temperature dependence of bioddgrates according to the Sharpe-
Schoolfield equation of organisms adapted to difiethermal ranges and identical optimum
temperature. B. Temperature dependence of the Iptitypan active state of proteins being
adapted to different thermal environments (differérermal ranges, but identical thermal
optimum, T,). The biophysical parameters are seirgt= 0,02,Hp =40, T, =18°C, Ty =32°C,
H. =-360,Hy =360 (thick continous line)T, =15°C, Ty =35°C,H_ = -200,Hy =200 (thin
continuous line)T, =12°C, Ty =38°C,H, = -120,Hy =120 (broken line)T,. =20°C,Ty =40°C,
H. =-80,Hy =80 (dotted line)Ha: , Hy: , He: in KJ mol™.
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MODEL PREDICTIONS

We assume that all thermal parameters of the Skagmhoolfield model can show heritable
variation and are thus subject to selection anduéwen (De Jong & Imasheva 2001, De Jong
& van der Have 2007). In this section we explowe phenotypic consequences of this
variation which could occur within and among popiolas but also among species. Figure 2A
shows that, if only the scaling factor, the refeeeratepr,, varies, the slope of the linear part
increases but the extrapolated reaction norms atas® same threshold temperatorés
mentioned above, this variation could be relatetthéodevelopmental rate isomorphy among
different life stages (Jarosé al. 2002, 2004). Among different species this variatould

be related to varying genome sizes. A common ohservis that development is slower in
species with larger genome sizes (Gregory 2001jiffArent genome size is not expected to
have any direct effect on the thermal sensitivitypnetabolism. I1fHa is varied the slope of the
linear part changes and the different reaction sarss at, (Figure 2B). If botlp andHa

are varied certain combinations could generatellparaaction norms (Figure 2C). This
pattern applies to the vertical shift (faster -wso) in thermal adaptation.

0.25

—pecies 1, To=14T
species 2, To=16C
— =— — species 3, To=18T

0.20 -

— = = —species 4, To=20T
----- species 5, To=22C

0.15

rate

0.10 ~

0.05 -

0.00

2 6 10 14 18 22 26 30 34
temperature (OC)

Figure 4. The temperature dependence of rates:eleetw species variation in thermal limits
with thermal rangd, = 20°C. Five species are depicted ranging fromlé adapted (range 4-
24 °C) to a warm adapted species (12-32 °C). Thenap temperature for each species is
found at the midpoint of its thermal range. The g@cies reference raig, is taken from an
Eyring equation wit=0.2 f* atT,=25°C. All other parameters are identical betwgecies:
Ha =60 KJ mol", Hy=400 KJ mof" andH, =-300 KJ mof.

The change from a specialist to a generalist ggeotgfers to a change in thermal
rangeT,, which is changingd together withH,, andTy together witiHy, and keeping the
other parameters includinig constant in the Sharpe — Schoolfield model. Assalt the
maximum activity afl, of the “generalist” genotype is lower than thatha “specialist”
genotype (Figure 3) which conforms to the well knawade-off of enzyme stability against
enzyme activity (Hochachka & Somero 1983). It alkows that the performance of the
specialist is only superior to the jack-of-all-tesdclose the optimum temperature.
Furthermore, the specialist genotype also haslehitpermal sensitivity than the generalist
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genotypes without any changepiny andHa and a larger non-linear part of the thermal
reaction norm.

A horizontal shift in thermal adaptation (hottecelder) can be realized by changing
both the thermal limitsT{ andTy) and the optimum temperatufg, as well, while the
thermal range and the other thermal parametersimezoastant (Figure 4). This pattern is
commonly found in groups of related species. Ia tase the per species referencegates
taken from an Eyring equation wipr0.2 t* at T,=25°C. The slope of the linear part,
therefore, increases with temperature approximaelgq. 4. Each species has the highest
performance close to its optimum temperature, batall the difference is smallest around 18
°C, the mean optimum temperature of this groupetees. The overall pattern in sensitivity
shift is similar to the sensitivity shift resultifigom variation inHa (Figure 2B).

We have shown that all three major patterns imtlaéadaptation can be generated by
small changes in the biophysical parameters oStiepe — Schoolfield model. Sensitivity
shift is a fourth major pattern which should besidered in studies of thermal adaptation. A
shift in sensitivity can result directly from vati@n in pto, or Ha, and indirectly from a shift in
thermal range or optimal temperature. Therefophenotypic shift in sensitivity is not
informative about the underlying change in therpaimeters included in the Sharpe —
Schoolfield model.
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Figure 5. Temperature — development rate reactamms of 49 anuran species including
warm-adapted generd8yfo Hyla, Microhyla, Scaphiopysblack lines) and cold-adapted
generafAscaphus, RanandRana pipiensibling species complex, grey lines).

THERMAL REACTION NORMS IN ANURANS
Anurans are particularly well suited to analyzegrais of thermal adaptation because a very
complete set of information is available on embrigatevelopment in the literature:

developmental rates measured over a wide rangergidratures and experimentally
determined thermal limits of development compleredmwith good data on egg size and
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genome size (for references see Appendix 2). Fhaset data slopé) and y-interceptd)

of the thermal reaction norm were estimated withrary least square regression for each
species. An Arrhenius plot, the linear regressibthe logarithm of development rate with the
inverse temperatureTL{in °K) allowsHa to be estimated from its slopg = -Ha/R (eq 1).
This situation is equivalent to the two-parametearpe — Schoolfield model and the Eyring
model (van Straalen, 1994). For all regressiohs B.97 and for all regressions and
regression variablg® < 0.001 and for most of them< 0.0001. The optimum temperature
was calculated as the median of the empirical thelimits. p1, was calculated af, with a
andb (for the original and derived data see AppendiXd &grature data were found for nine
species groups including six genera mainly frompierate regionsAscaphusBufa, Hyla,
Microhyla, RanaandScaphiopus A species group was arbitrarily characterizedasn- or
cold adapted if the mean optimum temperature wasebr below 20 °C, respectively.

Warm-adapted species typically show steeper reaottoms than cold-adapted

species (Figure 5) and slope and y-intercept ajielyhcorrelated (Figure 6) among all species
groups. A “common temperature” (Ikemoto 2005) carcalculated from the slope-intercept
relationship within species groups and these “comtemperatures” conform very well with
the mean optimal temperatures in five species grauth five or more species (Table B.1 in
Box 1). The Sharpe — Schoolfield model would prethis pattern if the optimal temperature
would change slightly among related species with@@ompanying change in slope
following the Eyring equation. But a species-sgeahange irHa cannot be ruled out.
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Figure 6. The relationship between slope and iefarof the temperature — development rate
reaction norms in 49 anuran species including sixega AscaphusBufa Hyla, Microhyla,
RanaandScaphiopusand theRana pipiensibling species complex.

The species-specific estimates I derived from Arrhenius plots varied between
38.3 and 114.4 KJ/mol, with a mean of 83.1 (n=83%.I. 78.8 — 87.4 KJ/mol; range 0.40 —
1.18 eV, mean 0.86 eV and 95% C.I. 0.82 — 0.91 &ké. species-specific development rate
pro increases exponentially with increasing(Figure 8). The overall pattern can be fitted to
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the Eyring equation (eq. 1) with non-linear regi@sso estimate mean values fdx, p1, and

T, and the resulting residuals might have some amditibiological meaning. The result is
shown in Figure 7A: the regression is highly sigaint (= 0.704) withHa = 87.5 KJ/mol
(95% C.I. 11 - 108 KJ/mol)[, = 293.8 °K anght, = 14.3. The predicted values jaf, can be
used to predict the overall relationship betweepesland optimal temperature with equation 4
(Figure 7B). The species-specific predicted slaresclose to the observed slopes (Figure 8).
It should be noted, that although the Eyring mades significantly better than a lineak.f(

=1, 45,P<0.01), it did equally well compared to a more dengxponential model.

The thermal range was determined in 44 speciesvamed between 11.4 to 26.5 °C
with mean of 20.0 °C. The relationship®fwith T, was quadraticR = 0.38,P < 0.01) with
a maximum at 18.7 °C (Figure 7C). This would sugtfest anurans are eurytherms or
thermal generalists at intermediate, but more shemm or thermal specialists at extreme
temperatures. This pattern also occurs within tpecees groupsRanaUS, RanaJapan).

Although the Eyring equation explains much of vheation inpt, among species,
considerable variation around the predicted limeai@s. The standardized residuals were
tested both against egg size (in mm, or convededsphere with specific weight of 1.0) and
genome size (pg/2N). Egg size was not correlatéll the residualsté = 0.04,d.f.= 45,P =
0.17), but highly correlated with genome sigé £ 0.717,d.f=33, P < 0.001; Figure 9). Egg
size is also highly correlated with optimal tempera (Figure 10R*= 0.527,P < 0.001, n =
46) and suggests it is optimised to the thermairennent.

We can conclude that all four major patterns inrtred adaptation (horizontal,
vertical, sensitivity (Figure 7A-B) and speciaksgeneralist shift (Figure 7C) across nearly
50 species of anurans. The Eyring equation exphaimst (non-adaptive) variation jro
(vertical and sensitivity shift, 70,4 %) among Sps@nchro,explainsogetherWith Ha much
variation in slope (sensitivity shift). Genome s&elains significantly residual (adaptive)
variation around thgr, — T, relationship. The generalist — specialist shifthermal rangd,
was highly dependent on the species-specific optiemaperature. We propose that
‘sensitivity shift’ should be considered as a fourtajor pattern in thermal adaptation in
ectotherms.

DISCUSSION

Our analysis of the patterns in thermal adaptatiosievelopment rate in anurans suggests that
adaptation to a differer, (horizontal shift) will lead to the evolution ofcéfferentpr,

(vertical shift), a different slope (sensitivityithand a different thermal range (generalist —
specialist shift) as correlated response. Thegerpatoccurred in all species groups.
Development ratgr, and slope are apparently strongly influenced leyttiermodynamic
constraint of the Eyring equation, which is alsosgly apparent in the Sharpe — Schoolfield
model (Figure 4). A decrease in thermal ramgeith increasing temperature could well be
explained by the trade-off between thermal stabdnd catalytic efficiency. Enzymes can
compensate for high temperature inactivation byrigamore weak bonds to stabilize protein
conformation but at a cost of a decrease in catadfticiency (Hochachka & Somero 1984).
Apparently, this compensation also comes at aafdste thermal range of activity and not
only at high but also at low temperatures. Whenvr@tion within and among species is
considered within a small range of environmentadgeratures much residual variation is
explained by genome size (iR, Figure 9) andHa (in slope, Figure 8)). The scale of these
effects can also be predicted from the Sharpe e@ibld model (Figure 2A-B). Larger
genomes slow down in particular embryonic develammeecause DNA-replication takes
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Hyla, Microhyla, RanaandScaphiopupsand theRana pipiensibling species complex.

longer (Gregory 2001) and the S-phase takes updédhird of the total time of the cell cycle
(Watanabe & Okada 1967).

The Eyring equation is in its basic form very senilo the equation for temperature
dependence proposed by Gillo@tyal. (2001) (equation 3). Its central role in the Skarp
Schoolfield equation makes it a good choice fosstspecies comparisons, but the linearity
of development rate over a large temperature ra@gas against using the Eyring equation,
and the UTD, within species. The Sharpe — Schddlfireodel not only predates the UTD
model of Gilloolyet al. (2001, 2002) by several decennia, but also fulfitst of the
requirements of the ideal model which can desdtibedemperature dependence of biological
rates within and among species, as well as giviagermsights in the proximate mechanisms
of thermal adaptation. The thermodynamic paramebgotain the linearity of development
rate in the large middle part of the reaction nbsnthe combination of temperature-induced
inactivation at low and high temperatures. Inténgy, a strictly linear middle part of the
reaction norm of development rate requires thattigerlying enzyme is never fully active.
Animals should never work all out at 100% capaditpreover, the thermodynamic
parameters in the Sharpe-Schoolfield model carydasilinked to heritable variation.
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Microhyla, RanaandScaphiopusand theRana pipiensibling species complex.

The 95% C.I. (78.8 - 87.4 KJ/mol or 0.82 - 0.91 &¥)the average activation energy
of development rate of nearly fifty species of @ams does not include the ‘predicted’ value of
58 - 68 KJ/mol (0.6 - 0.7 eV) proposed by Gilloelyal. (2001, 2002). This value has gained
a central role in the UTD but is calculated froni\ation energies in only two publications
(Vetter 1995, Raven & Geider 1988). The averagaeval 44 activation energies for at least
eight different metabolic processes is 53.5 KJ/(Ralven & Geider 1988, 95% C.I. 45.1 -
61.9 KJ/mol, excluding diffusion processes and terafure insensitive photosynthesis). The
average value of 20 activation energies of set®ofologous enzymic reactions reported in
Hochachka & Somero (1984) was 64 KJ/mol. It shdaddhoted that these values also depend
on the species-specific environmental temperataie-adapted species having lower values
(30 — 60KJ/mol) than warm-adapted species, whidicates their higher catalytic
efficiencies (Hochachka & Somero 1984). The medivatton energy for anuran embryonic
development is much closer to the activation enefgellular processes related to DNA
replication, 97.8 KJ/mol (95% C.I. 85.2 — 110.5ddl, n=6, Cleaver 1967, Spiegler &
Normanl1970, Watanabe & Okada 1967). This seems tadye in accordance with the fact
that embryonic development is much more dominayecel division than cell growth. For
example, no transcription occurs in the first tveeteunds of synchronous cell divisions in
XenopugNewport & Kirschner 1982 a, b). Watanabe & Ok&t267) suggest that the
activation energy of the complete cell cycle, whintiudes DNA-replication in the S-phase
and growth in the G2-phase, can be calculated yration of the weighted activation
energies for each part of the cell cycle. As DNAlieation takes up more time of the total
cell cycle than growth, the overall activation ayeis higher than the unweighted mean.
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Figure 10. The relationship between egg size (mna) @ptimal temperature in 46 anuran
species including six generadqcaphusBufg Hyla, Microhyla, Ranaand Scaphiopus and
theRana pipiensibling species complex.

Gillooly et al. (2002) assume that (1) the hatching larva is lafgehatches from a
larger egg and (2) that a larger egg increasesyamiardevelopment time. The second
assumption is based on the correlation betweersiegggand (temperature-corrected)
development rate in a wide range of species (Gyll&@oDodson 2000). In marine
invertebrates the opposite is found: developmeme is inversely proportional to egg size
with developmental time corrected for temperatilwevitan 2000), which is also confirmed
experimentally by manipulating egg size (Sinervé&Edward 1988). The positive
correlations between egg size and developmenfaatal by Gillooly & Dodson (2000) are
most likely caused by the high correlation betwseecies-specific egg size and
environmental temperature among a wide range aiaepéinsects, Fox & Czesak 2000,
marine invertebrates, Levitan, 2000, anura, thpepa The tendency of polar marine
invertebrates to have large, yolky eggs is knowmlamson’s Rule (Thorson 1950).
Correcting for egg size, therefore, removes mudhetemperature dependence of
development rate en may lead to an underestimatedémperature sensitivity. The
dependence of egg size on environmental temperistatso ignored in other studies of
embryonic development time of ectotherms (Hirst&kz 2006, Summeet al. 2006)

When comparing the development rates of differpates it is also important that the
developmental stage used to determine the rassengally the same. This applies to all the
developmental rate data of anurans used in ouysisgktage 20, gill circulation, hatching
occurs in stage 25, Gosner 1960). Times to hatdhikgoss species comparisons are not a
clear indication of rates of development (Strathmeinal. 2002).

Why is egg size adapted to the thermal environnmeatwide range of ectotherms?
The strong negative correlation between egg sidecamironmental temperature may be
caused by the significant difference in temperasemesitivity of metabolism (growth) and
DNA-replication (differentiation) mentioned abovihe high temperature sensitivity of
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DNA-replication may limit development at low tempg&ires much more than growth.

Therefore, it takes more energy to complete devedoy at low temperatures compared to
high temperatures and more energy should be stotbeé egg for the embryo which cannot
actively forage. Summesrt al. (2007) suggested a similar explanation for altitativariation
in egg size in anurans. A similar explanation heanbput forward by Ernsting & Isaaks
(1996) for the (intraspecific) egg size plastidityrelation to the temperature during egg
formation.

Our analysis suggests that the sensitivity of dgwekent rate of anurans is strongly
influenced by thermodynamics. This one group, amsjrean be characterized by a similar
Eyring equation, at a similgk and a similar value of the enthalpy of activatidy, over the
whole group. Adaptation to a different temperatamege and a different optimal temperature
To is the primary process in their thermal evolutidowever, there is still much scope to
modulate thermal sensitivity through variation Bngme size or enzyme efficiency (too
reflected byH,) within thermal environments. In thermal adaptagctotherms are slaves to
the Eyring equation over a range of climates atithes, but within the same thermal
environment this burden is common to all coexiseogptherms and many other processes
overall thermodynamics become important. Evolutigniaterest should be in the change of
‘underlying’ Eyring equation parameters betweerugsoof animals, the changes along this
Eyring equation between species within a group,thadpecific adaptations within a species
that might be described by the Sharpe-Schoolfigichgon.
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Appendix 1. List of parameters.

Name
C-value

Dvt

Th

H
Hy

Pr

TZ ero
Tc

Interpretation Units
Genome size Pg/2N
Development time time

Development rate 1/time
Development rate &f, 1/time
Development rate 1/time
Egg size mm

Egg weight g

Gas constant J/°K/mol
Boltzmann's constant eV
Temperature °K
Optimal temperature °Cor °K
Lower thermal limit (empirical) °C
Upper thermal limit (empirical) °C
Thermal range °C
Spawning temperature °C
Development rate 1/time
enthalpy of activation J/mol

Temperature at which the enzyme ha%K
equal probability to be active or

inactive by low temperature

inactivation

Temperature at which the enzyme ha®K
equal probability to be active or
inactive by high temperature
inactivation

Enthalpy of inactivation at low
temperature

Enthalpy of inactivation at high
temperature

Probability that enzyme is in active
state

Threshold temperature for °C
development

Intercept of temperature - °C
development rate reaction norm

slope of temperature - development rate/°C
rate reaction norm

J/mol

J/mol

Thermal time (in degreedays) °C*time
Temperature dependence

Average activation energy of eVv
metabolic reactions

Freezing point of water °K
Developmental temperature °C

Values

8.134
8.02

T|+(Th-T|)/2

0.6-0.7

273

Source

This paper/thesis
This paper/ties
This paper/tlses
This paper/thesis
This paper/thesis
Schoolfiedtial. 1982

Schoolfiedd al. 1982
Schoolfieldet al. 1982

Schoolfieldet al. 1982

Schoolfielcet al. 1982
Schoolfielcet al. 1982
Schoolfieldet al. 1982
Trudgill et al. 2005
This paper/thesis
This paper/thesis
Trudgitlal. 2005
Charnov & Gillooly
2003
Gilloolyet al. 2002

Gilloohkt al. 2002
Gilloayal. 2002
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BOX 1. ADAPTATION TO ENVIRONMENTAL TEMPERATURE IN A NURANS
T.M. van der Have

If the (empirical) optimal temperature derived frtme thermal limits is adapted to the
environmental temperature where a species occiggxpected that the optimal
temperature is lower at higher latitudes wherectimeate is colder. Furthermore, also the
spawning temperature in spring should closely m#teloptimum temperature of
development. Both predictions were tested withdiiere data (see references below),
which included the locations of the sampling séed the temperature during spawning.

Regression of optimal temperature versus lati{&iture B.1A) shows that
species that occur (and were sampled) at highiexdas have lower optimum
temperatures than species that occur at loweunds. It should be noted that the
variation among species at the same latitude isiderable. Regression of spawning
temperature versus optimal temperature (Figure BshBws that the optimal
temperature is highly correlated with optimum terapare, but that frogs and toads
spawn at a temperature which is several degrees lthat the optimal temperatufefor
development. This suggests that with increasinmgpgemperatures, the environmental
temperatures during the development of later lastades closely match their optimal
temperatures. Both correlations suggest that thenaptemperature derived from the
empirical thermal limits is a good indication ofagdation to the environmental
temperature regime.

Table B.1. Range and mean of optimal temperatufgs and calculated "common
temperature” with sample sizB)(of nine species groups of frogs and toads inalydi
six genera Ascaphus Bufo, Hyla, Microhyla, Rana and Scaphiopuls and theRana
pipiensspecies complex.

optimal temperaturer()

species group mean range N “common therme_ll
temperature” adaptation
Microhyla 27.0 1 warm
Hyla 24.6 22.9-235 2 warm
Bufo (excl. B. bufg 24.5 20.8 - 26.5 9 27.8 9 warm
Scaphiopus 22.3 19.5-248 4 21.4 5 warm
Rana pipiens
complex 19.4 16.5-23.0 8 19.5 8  cold/warm
Ranaus 184 125-235 10 19.7 9  cold/warm
RanaJapan 17.4 13.9-24.3 5 18.7 10  cold/warm
RanaEurope 14.5 13.9-15.0 3 cold
Ascaphus 11.5 1 cold
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A “common temperature” (Ikemoto 2005) can be caltad from the slope-intercept
relationship within species groups and these “comtamperatures” conform very well
with the mean optimal temperatures in five spegresips with five or more species
(Table B.1 in Box 1). This pattern confirms the daialistinction between warm-adapted
species (tree frogdyla andMicrohyla, and toadsBufo andScaphiopusnd the more
cold-adapted frogRana The Tailed FrogAscaphus trug¢iseems to be a real cold
specialist (see also Figure 8C).
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Figure B.1. The relationship between optimal terapee T,) and (A) latitude and (B)
spawning temperature in, respectively, 49 and 268aanspecies including six genera
(AscaphusBufo, Hyla, Microhyla, RanaandScaphiopusand theRana pipiensibling

species complex.
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CHAPTER 6
SYNTHESIS: ARE ECTOTHERMS SLAVES TO THE EYRING EQUA TION?
T.M. van der Have

Introduction

The main aim of this thesis was to establish totvetigent the thermodynamics of

biological rates constrains the thermal adaptatiocsteveloping ectotherms.

Thermodynamics are often seen as a constrainetevblution of metabolic rates

(Gillooly et al.2001), development rate (Gillooét al. 2002) and population growth

rates (Frazier, Huey & Berrigan 2006). These austlsaggest that biochemical adaptation

seems to be unable to overcome the “tyranny” aitleelynamics for these biological

rates. In other words, although physiological adtpt to, for example, lower

temperature allows organisms to invade cold enwir@mts, it is seemingly incapable of

compensating for reduced rates of metabolism, dewedént or population growth. |

approached this problem at two levels, within amag species, and explored the

suitability of the biophysical Sharpe — Schoolfielguation to study and explain patterns

in thermal adaptation at both levels. During thisreise | focused on four research

questions:

1. Why do most ectotherms become smaller when grovVeisigr at higher temperatures
and larger when growing slower at lower tempera®re

2. Why are temperature limits in developing ectotheusisally steep and well defined
at both low and high temperatures?

3. How can one predict patterns in thermal adaptatibimn and among species from
the kinetics of reaction rates?

4. Are linear temperature-development rate reactioms@pproximations of the
general temperature dependence predicted by thegsquation?

A general conclusion, which transpires from allptieas, is that the biophysical
Sharpe — Schoolfield equation is indeed a highitable model to study thermal
adaptation in ectotherms. In Chapter 2 the equadiapplied to growth and
differentiation rate separately to model the terapge dependence of size at maturity. In
Chapter 3 the reversible inactivation part of tharpe — Schoolfield equation (the
denominator) is applied to a genetic control sysbémhe cell cycle to model the effect of
high and low temperature inactivation. In Chapteend 5 the Eyring part of the Sharpe
— Schoolfield equation (the numerator) is usedass-species comparisons.

In this chapter | will review the general aim oistlthesis to explore the
thermodynamic constraints in thermal adaptatiorstH take a look at the progress in
solving the life-history puzzle of the TSR since thublication of the Van der Have — De
Jong model in 1996. Then, | compare the generakifod thermal tolerance for
developing ectotherms (van der Have 2002) withothyggen limitation hypothesis for
thermal limits in adult ectotherms (Portregral. 2007). | continue by discussing the
genetics of plasticity, the tradeoffs at the enzyewvel and their effects on reaction norms
and explore the implications of within-species @eses to species interactions. Finally, |
discuss the importance of phenotypic plasticitymaerstanding of evolution.
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Temperature - size rule: one model to rule them &#

The observation that ectotherms usually maturesataller size at high and at a large
size at low growth temperatures despite growingdeweloping faster at higher
temperatures has been known at least since thdexafithe last century (Ray 1960).
However, it took more time to realize that this esgread phenomenon contradicts
classical theories of life-history evolution, whipredict a smaller size at maturity in
environments that cause growth to proceed slowerrigan & Charnov 1994). These
authors introduced the term life-history puzzletfis apparent contradiction. At the
same time Atkinson (1994, 1995) reviewed the lttemand found that in 83% of 109
studies larger sizes were found at cooler tempegatincluding protists, plants, a
bacterium and many animal taxa. This widespreadqtypically plastic response of
body size to growth temperature was subsequentiyete the “Temperature — size rule”
(TSR, Atkinson & Sibly 1997) and which was the femf much research in the last
decade. Both proximate (Ernsting 1995, Van der Ha@e Jong 1996; Van Voorhies
1996) and ultimate explanations (Sibly & Atkins@®95, Atkinson & Sibly 1996,
Partridgeet al. 1994, Perrin 1995) have been put forward whicheweviewed in
Atkinson & Sibly (1997). Two publications, in partilar, Van Voorhies (1996) and Van
der Have & de Jong (1996) sparked considerable@eentsy because they suggested that
temperature-dependent body size variation coula side-effect of selection on either
growth rate, development rate or both, whereas ayitself is usually and intuitively
seen as the focus of selection. These proximateldinthte explanations were
subsequently debated, rejected and revisited (ketigil& Sears 2004). In general, no
adaptive explanation was found to be general enéargll ectotherms and mechanistic
explanations lacked general empirical support. @d\edternatives were proposed
combining both adaptive and mechanistic explanat{@mgillettaet al. 2004,
Blanckenhorn & Demont 2004, Kozlowski 2004). Toglrate the major developments
in TSR research in the last decade | will review & papers that have cited Van der
Have & de Jong (1996) to date.

Our paper included seven different topics refgrtmeither observations,
assumptions, conclusions or implications of the etod.) the observation of TSR in
ectotherms; (2) Development is the result of groant differentiation (3) the sensitivity
growth (perhaps protein synthesis) is lower thasgity differentiation (perhaps DNA-
replication); (4) mechanisms growth and differetiia are fundamentally different,
which might impose a constraint; (5) physiologitade; (6) egg size also follows the
TSR; (7) cell size varies as a result of interacbetween growth and differentiation. The
following papers studied different aspects of thermal biology of a range of organisms,
but were not aimed to test the different TSR hyps#is. The TSR was observed in house
crickets (with different temperature sensitivitafggrowth and differentiation, Booth &
Kiddell 2007), two species of weevil (altitudinabgvth rate clines related to gradients in
temperature and length of growth season, Chown@RI001, 2002), a drosophilid
(David, Legout & Moreteau 2006, the overall relagbip was non-linear, body size
decreased near the lower thermal limit) an intreduitsh (Dembsket al. 2006), an
introduced drosophilid (clinal variation in bodysiand wing loading, Gilchrist & Huey
2004), Australian frogs (Schauble 2004), a cadd(siéasonal variation in body size,
Spanhoff 2005). Two papers studied growth ratee(sipecies of marine fish, Neuheimer
& Taggart 2007, heritability of growth rate thermeaction norm (collembolan insect,
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Driessen, Ellers & van Straalen 2006), distributamal performance of two temperate
species of frog (Halversaet al. 2003), climatic effects on caterpillar fluctuatson
(Reynoldset al. 2006) and the effect of temperature on pupal dgveént time and
morphology in a butterfly (Stevens 2004). The lasteidy found differential effects of
temperature on different body parts during metamasgs, when no growth occurs. Two
studies found a converse TSR in sperm size of diegy(Blanckenhorn & Hellriegel
2002) and in a body size cline of a grasshoppem@es. Blanckenhorn 2006).

Recent studies of latitudinal body size clines sggd an adaptive explanation
for shell morphology of a marine gastropod (alatibal gradient in predation pressure:
Irie & lwasa 2005) and a combination of proximanel altimate explanations for
geographical variation in body size of a drosoph(lhe accessibility of glycogen storage
as the proximate mechanism responsible for thehlgtory tradeoff between larval
survival and adult size: Bochdanovits & de Jong3)@&hd dwarfism in a marine fish
(temperature and resource effects as proximateldinthte explanations, respectively,
Soninet al.2007). In another study (latitudinal wing lengtimes at three continents in a
drosophilid: Gilchrisiet al.2004) the exact adaptive significance of increased size
at higher latitudes remained unanswered.

Only three studies that cited our paper dealt tighimportance of physiological
time (topic 5), when comparing the temperature ddpace of growth and development
rate: a study of the temperature dependence oftgrmate under varying resource levels
in three fly species (Blanckenhorn 1999), growtle i&f nine species of marine fish
(Neuheimer & Taggart 2007) and the temperature ridgrece of embryonic and larval
development time in a collembolan insect speci&n(3997).

Several papers questioned the existence of phgsoaloconstraints based on
empirical evidence and presented alternative, adgmxplanations for the TSR in body
size (topic 1, Atkinson, Morley & Hughes 2006, Kandver, Massie & Smith 2007) and
egg size (topic 6, Fischer, Brakefield & Zwaan 2008cher, Bauerfeind & Fiedler 2006,
Steigengaet al. 2005) or found evidence for the absence of arcetfie cell size (topic 7,
Litzgus, DuRant & Mousseau 2004). Atkinson, Mor&yHughes (2006) proposed a
unifying adaptive hypothesis that predicts how terafure affects the sizes of
ectothermic mitochondria, cells, organs, modules@ganisms, and their relationships
with processes that determine the functional cépatiaerobic metabolism. Low
temperatures inhibit rates of oxygen consumptiom oxygen transport from the external
environment to the mitochondria relies on diffusiamich is relatively temperature
insensitive. At high temperatures the rate of oxygensumption increases, which leads
to greater difficulty in meeting tissue oxygen deas if gas exchange systems include a
diffusional step (Pdrtner 2001, 2002). A generduction of cell size with increasing
temperature will help to improve oxygen supply twochondria within cells by reducing
the distance to the cell surface. This hypothe=esns to be supported by the patterns in
cell size and cell number responses at variougsystievels (cells, organs, modules in
autozooids) to different temperatures and oxygeelse Their conceptual model,
however, does not provide an explanation for theeptions to the TSR or converse
Bergmann clines and generally lacks quantitatialjotions.

Kingsolver, Massie & Smith (2007) found that twdteudfly populations that
diverged 150 years ago showed an opposite respdhsely size to temperature, an
increase with temperature in one and a stable@edse in body size in the other
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population. They concluded that rapid evolutiondiiergence argues against simple,
general mechanistic constraints as the underlyange of the TSR. Their study included
only two experimental temperature regimes. Theseqps could still be well explained
with the Van der Have — de Jong model if the twpisations adapted to a different
temperature optimum and/or different thermal linaissbody size often stabilizes or
decreases close to the lower thermal limit (se® @bvid, Legout & Moreteau 2006).

The paper of Litzgus, DuRant & Mousseau (2004) setenfbe an exception, as
many studies including a wide range of taxa shaw ¢kll size is larger when ectotherms
grow at lower temperatures (reviewed by Arendt 20B@source limitation usually
result in smaller cell numbers and if temperatateracts with resource levels or
availability this may lead to a combination of difént cell sizes and cell numbers in the
field or laboratory (Arendt 2007).

Egg size generally follows the TSR in a wide ranftaxa €.g, arthropods, Fox
& Csezak 2000). Several studies of egg size plgstica butterfly suggested that the
increase of egg size at lower temperatures duggdaying could be adaptive in
ectotherms. Fischer, Brakefield & Zwaan (2003) timat selection might favour larger
eggs at a lower temperature. Steigeatal. (2005) and Fischer, Bauerfeind & Fiedler
(2006) found in experiments with half-sib breedd®sgign and selection lines,
respectively, significant genotype by environmeeiaction for egg size and
temperature, which is an important condition foolationary change. All three papers
suggested that these findings strengthen the sufgpdhe adaptive nature of
temperature-mediated plasticity in egg size. Howeabese results do not contradict the
Van der Have — de Jong model, which also includegbssibility of genotype by
environment variation in growth rate, differentoatirate or body size. As argued in
Chapter 5, optimal egg size might be larger (witirerenergy stores) at lower
temperatures because the total amount of energledder completing embryonic
development is larger compared to high temperaaseslow temperature slows down
differentiation (cell division) more than growth émabolism). This differential effect of
temperature cannot be compensated by increaseglyesayuisition, as eggs usually do
not feed.

Theoretical models can be tested if the assunmpbopredictions are tested in
well-designed laboratory or field experiments. Anter of papers fell in this category as
most of them first confirmed the existence of tI8RT acknowledged that development is
the result of growth and differentiation and testegtowth rate had lower temperature
sensitivity than differentiation rate (topics 168)studied variation in egg or cell size
(topics 6 - 7). Invariably, the outcome was positdn all most topics. Blanckenhorn &
Llaurens (2005) showed that in a dung fly the T®RlI ior wing cell size and ommatidia
size and stated, “The physiological constraint hlgpsis remains viable as a proximate,
non-adaptive explanation for the TSR in ectotherigiwever, they did not measure
selection on any of the relevant life-history cluéees, and hence cannot conclude that
the observed pattern was non-adaptive. Blanckenfaddenseler (2005) investigated
temperature-dependent ovariole and testis matuaratia dung fly and related it to
corresponding temperature effects on pre-adultldpweent time. In accordance with the
TSR warmer temperatures resulted in smaller ovesi(#ggs) and smaller testes,
independent of body size. Davidowitz, D’Amico & Ngut (2004) studied how
phenotypic plasticity of body size of a hawk matlrésponse to variation in temperature
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is affected by the plasticity in growth rate andt@omponents of development rate
which determine the duration of the growth perithd: onset of juvenile hormone decay
and the timing of ecdysteroid secretion. They cotetl that the plasticity of size in
response to temperature is regulated by the diffede¢emperature sensitivity of growth
rate and the interval to cessation of growth. Tiewyeralized this conclusion in other
papers (Davidowitz & Nijhout 2004, Nijhout 2003)caargued that life history evolution
along altitudinal, latitudinal and seasonal (thdjrgeadients may occur through
differential selection on growth rate and the dorabf two independently controlled
determinants of the length of the growth periodsTypothesis can be considered as a
combination of proximate and ultimate mechanisntsll@n & Fox (2004) studied
growth rate and age and length at maturity at aiffegrowth temperatures and showed
that growth rates increased, but age and lengtiagirity decreased at higher growth
temperatures, except near the upper thermal hmhiere this effect was reversed. This
unexpected reversal may have been caused by toebdisce of normal gonadal
development. Ernsting & Isaaks (2000) explainedrbeease in egg size with decreasing
temperatures by discerning two stages in the psogkesgg production — follicle
production in the germarium (differentiation) armlkyaccumulation (growth) in the
vitellarium (Nijhout 1994). If the yolk accumulatiovould be less sensitive to
temperature than follicle production egg size wanlease with decreasing
temperature. Their experiments supported this mmesti@ explanation, which is
analogous to the Van der Have — de Jong modelr@thdies which measured the
temperature sensitivity of age and size at matqiity butterfly, Fischer & Fiedler 2002,
in a tropical and subtropical squid, Forsyéteal.2001, in a seed beetle, Stillwell & Fox
2005), or the temperature sensitivity of growth detlelopment (in an isopod, Helden &
Hassall 1998) generally supported the predictidribedVan der Have & de Jong model.
Several authors acknowledged the notion that dpwedait to maturity can be thought of
as having two components — differentiation and ghol@arosiket al. 2004, Trudgill,
Honek & van Straalen 2005, Stillwell & Fox 2005).

Most of the papers discussed so far studied eitB& or exceptions to TSR in
ectotherms, although the biophysical Van der Hade dong model quantitatively can
predict both depending on the relative sensitisibégrowth and differentiation.

Blanckenhorn & Demont (2004) also proposed thagBemn and converse
Bergmann latitudinal clines in arthropods are twdseof a continuum, which was based
on a study of a dung fly and a literature reviescker & Fiedler (2002) reached the
same conclusion in a study of alpine and lowlangutettions of a butterfly. Both papers
suggested that the interaction between generatan(.g, uni- or multivoltine) and
growing season length can explain the adaptivafgignce of both TSR and converse
TSR. Accordingly, multivoltine species with shodrgration times benefit from
reproducing early at high temperatures, indicatimgpotential for extra generations,
even at the expense of being smaller. Univoltirecigs should be selected for large body
size to maximize adult fitness, and therefore asiat should respond only weakly to
temperature. Chown & Gaston (1999) and by Chownlé@kK2002) suggested this
earlier. This conceptual model, the generation tinggowing season length interaction
(GGI) hypothesis, is a mix of proximate and ultimakplanations and may provide a
synthesis to the controversy about TSR for body plasticity and Bergmann’s rule for
clines (Blanckenhorn & Demont (2004). Other papetsch proposed a combination of
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proximate and ultimate explanations for TSR basetheoretical models, are an optimal
resource allocation model (Koztowski, Czarnoteskb&ko 2004) and an energy-
partitioning model including temperature effectssemescence (Kindlmann, Dixon &
Dostalkova 2001). These models, however, are nadrénce with the Van der Have —
de Jong model for TSR because they include thalplitysof differential sensitivity of
growth and differentiation.

A recent paper (Walters & Hassall 2006) takesdhdsas much further by
building a life-history model with a very compldiie-history dataset of a temperate
grasshopper showing an exception to TSR (altholigy do not cite Blanckenhorn &
Demont 2004, Chown & Gaston 1999, Chown & Klok 20B&cher & Fielder 2002).
They showed that it is (ultimately) optimal forghipecies to mature at a larger size at
higher temperatures. Walters & Hassall also shawatplasticity in adult size is
(proximately) determined by the relative differet@tween the minimum temperature
threshold for growth and development rates. Walkekassall relate this mechanism to
the biophysical Van der Have — de Jong model agdest that ectotherms that obey
TSR are identified as having a higher temperaturestold for development rate than for
growth rate. Exceptions to the TSR are identifisthaving a lower temperature threshold
for development rate than for growth rate. Theelagtenario may arise broadly in two
ways. The first adaptive explanation is similathe GGI-hypothesis of Blanckenhorn &
Demont (2004) and Fischer & Fiedler (2002). Theosdg but not mutually exclusive,
adaptive explanation for why the difference betwienthermal threshold temperature of
growth is higher than that of development is ifrthis selection for greater thermal
specialization or stenothermy in growth rate. Stieaonal species have narrower
response curves and exhibit higher plasticity nedaio eurythermal species and hence
have higher temperature thresholds relative taritakegeneralists for a given thermal
optimum (Figure 1, see also Figure 3 in ChapteAbjemperatures close to the thermal
maximum for growth rate, stenotherms are expeddtve relatively greater fithess than
generalists because they can attain a larger aedtmdly more fecund adult size within
a given amount of time. This prediction of Walt&rglassall (2006) that selection of
stenothermal growth strategies leads to greatdt side plasticity was confirmed by
comparing two stenothermal with two eurythermakghmpper species. The stenothermal
species had the greatest level of growth rateipigstthe greatest absolute differences in
the temperature thresholds for growth §J@and development (To) rate and highest
plasticity in adult size compared to two more eleyimal species. Walters & Hassall
conclude that whatever the adaptive explanationthforelative positions of the
minimum temperature thresholds for growth and dgwelent rates, all ectotherms
should theoretically conform to an underlying methm based on their enzyme kinetics.
For a general explanation of the TSR to be trulyegal, it must include the causal
mechanisms that explain why most ectothermic osyasishould obey the TSR, as well
as why some organisms are exceptions to it (ArigitDunham 2003). Walters &
Hassall believe that the mechanistic explanatiogiraally proposed by the Van der Have
— de Jong model meets this condition and the asistuwwed that adaptive explanations
for ectotherm responses might be sought in reldtigelection pressures

134



Synthesis

Development rate

Growth rate

Temperature (OC)

Figure 1. From Walters & Hassall (2006): Two altdive theoretical scenarios depicting
how a value of TTG TTp > 0 might evolve. Solid lines represent empiricaes
predicted by the Sharpe-Schoolfield equation; daines represent linear
approximations of the quasi-linear region of tidtionship over the ecologically
relevant temperature range that are used to detemrminimum temperature thresholds.
Top, lower T might evolve as a consequence of selection famapiadult size across
a range of temperatures (adaptive plasticity). Hgeeater selection pressure for a lower
TTp is depicted for individuals within a univoltine paation (open triangles) relative to
a multivoltine population (filled triangles). Bottg higher Tt may evolve as a
consequence of selection for greater thermal sizestian in growth rate. Her greater
selection pressure for a higherdib depicted for individuals within a stenothermal
population (open circles) relative to a eurytherpabulation (filled circles). Open
arrows indicate direction of selective pressutediarrow indicates effects of genetic
constraints.
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acting on growth and development rates indepehdéntthis respect, ectotherms are
not simply slaves to the Eyring equation, but sets,avhich conform to the
thermodynamics underlying enzyme kinetics when isge&volutionary solutions to
environmental problems.

Tolerance limits
Van der Have (2002, Chapter 3) makes the obsenstiat (1) there is an ontogenetic
shift in thermal tolerance: the thermal range ableé embryonic development is often
much smaller that the thermal tolerance range oltadat least in insects, fish and
amphibians) and (2) thermal limits have a thresloblakacter. A theoretical model is
proposed showing that (3) inactivation of proteansl enzymes mimics the dosage
change of regulatory components during the cellecgad (4) the predicted thermal
limits based on a proximate model are close tmbserved thermal limits in nearly
twenty insect species. That paper further discubsesnportance of (5) the maximal
performance — thermal range tradeoff commonly otleseim enzymes and (6) that this
may explain the effect of behavioural or physiobtagdjifever on pathogens.
Understanding the evolution of thermal tolerancedtotherms has become an
important theme in evolutionary and ecological pblpgy (Huey & Kingsolver 1993,
Angillettaet al. 2002. Ontogenetic shifts in thermal tolerancei@ugortant because they
may be related to ontogenetic shifts in thermalthtdhand the thermoregulatory options
available for the different life-history stages fWe & Keck 2005). Ontogenetic shifts
are often ignored in studies of thermal tolera@astafiedet al. (2004) showed that in a
comparative study of thermal physiology of threpydations of a terrestrial isopod the
lower tolerance limit varied among populations whte upper thermal limit did not.
This agrees with the global review of 250 inseetcéps from ten orders by Addo-
Bediako, Chown & Gaston (2000) that the upper tlatimits of adult viability show
little geographic variation. In contrast, the lovethal limits do decline with latitude,
which leads to the broadening of physiologicaltatees with latitude. At high latitudes
in both Hemispheres the upper thermal limits tendecline slightly leading to smaller
thermal ranges. This pattern could have been nmmorgopnced if only life history stages
were included that are most sensitive to tempegagntremes. For example, the general
pattern found by Addo-Bediako, Chown & Gaston (20&thforms very well with the
trend observed in the thermal range of viable ewtigydevelopment in anurans which
tend to be smaller (more stenothermic) in speoresgylin low and high temperature
environments compared to wider thermal ranges (rmorgthermic) in temperate
environments (Figure 8C, Chapter 5). Ontogersttits are even more important
for pathogens of endotherms with free-living stagiewith intermediate, ectotherm host
(Holmstad, Hudson & Skorping 2005, Gosh & Bhattagha 2007). This implies that
there is selection for a wide thermal toleranceyeaputside the endothermic host, but
selection for high performance when entering a.nds¢ outcome of these selection
pressures is likely to be constrained by the stgbilactivity tradeoff in enzymes (Clarke
2003, Fields 2001). This tradeoff might be explbiby infected hosts which increase
their body temperature (behavioural fever in eaotts, physiological fever in
endotherms as argued in Chapter 3) or lower tlogly bemperature (Miller & Schmid-
Hempel 1993) in response to a pathogen or pardsigetrade-off may explain why
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endotherms have a high body temperature, higharrtiest average habitat
temperatures. Pathogens and parasites usually dlepesctotherm vectors to complete
their life cycle and therefore have to adapt tdbdwbitat temperature and the higher
endothermic body temperature. If body temperatsirelatively high compared to habitat
temperature then parasites and pathogens haveuttiffin maintaining a broad thermal
range and high enzyme activity (maximal activityl aability tradeoff). Fever might

also be more effective at high temperatures congsp@arenvironmental temperatures.
This idea is not mutually exclusive with the foragiactivity and predator escape
hypothesis for the high body temperature of endatbeas proposed by Heinrich (1977).

Knieset al. (2006), who investigated the genetic basis ofrtiarreaction norm
evolution in bacteriophage populations, suggestatithis tradeoff could be exploited for
successful vaccine development strategies. Thaydfthat changes in optimal
temperature accounted for almost half of the elmbatry change in thermal reaction
norm shape and made the largest contribution toadagtation at high temperatures.
They speculate that, if viruses would be artifigi@dapted to low temperatures this
would reduce their virulence at the higher bodygeratures of endotherms.

Another hypothesis for thermal tolerance has lpegriorward which suggests
that a mismatch between the demand for oxygentandapacity of oxygen supply to
tissues is a primary mechanism to restrict wholeahtolerance to thermal extremes
(Portner 2001, 2002, Portner & Knust 2007). In aiguenimals, a gradual decrease in the
capacity to perform aerobically characterizes theet of thermal limitation at both ends
of the thermal range. The reduction in aerobic sdegaused by limited capacity of
circulatory and ventilatory systems to match oxydemand. The authors showed that in
a temperate fish species thermally limited oxygelivdry closely matches
environmental temperatures beyond which growthgoerénce and abundance decrease.
This hypothesis is apparently not mutually exclasmith the proximate model presented
in Chapter 3, because it seems to be primarilyiegipe to adult, aquatic organisms
(although Atkinson, Morley & Hughes 2006 applietsthypothesis to TSR in all
ectotherms). In many insects, fish and amphibiamsrgonic thermal tolerance ranges
are much smaller and the thermal limits steeper tha gradual decrease in aerobic
scope of aquatic organisms. However, the graduakdse in aerobic scope could well
be the result of gradual temperature inactivatiometabolic enzymes (Sharpe &
DeMichele 1977). The thermal growth reaction nonespnted by Pértner & Knust
(2007) shows a linear part and a decline at higtpzatures. If enzyme activity of
metabolic enzymes was maximal throughout muchethiermal range, then the increase
of growth rate would have been exponential anaalhg the Eyring equation (see
Chapter 4). Evidently, both hypotheses could bietes a detailed study of thermal
reaction norms of embryonic development and atdriglgstemic levels.

Two types of thermodynamic constraint are disadigs€hapter 3: (1) the
interaction between temperature inactivation arghde change during the cell cycle and
(2) the enzyme activity — stability tradeoff. It svargued that functional differences of
proteins and enzymes in the cell cycle might deiteertheir thermodynamic properties.

It may well be that it is very difficult to escafrem this tight relationship between
thermodynamics and function. This may also applgdsage change during the cell
cycle as a result of cell division and cell growatid the enzyme activity — stability
tradeoff.
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Genetics of plasticity

Chapter 4 showed that genetic variation in the lysjral parameters of the Sharpe —
Schoolfield equation lead to both additive (maibyyvariation inp and HA) and non-
additive genetic (mainly by variation in inactivati parameters) variance in body size, in
particular at extreme temperatures. The quantéaenetic basis of thermal reaction
norms has been investigated with different sevexperimental designs and genetic
variation for plasticity was generally found to fp@sent. The variation among iso-
females lines was used to investigate the genetittacture of natural populations of
Drosophila melanogastgDavid et al. 1994, David, Legout & Moreteau 2006, Delpuech
et al. 1995), a half-sib breeding design to investighgegenetics of egg size plasticity in
a tropical butterfly (Steigengat al. 2005), a split-sibship experiment to study theegien
and parental contribution to population differetitia in a temperate butterfly
(Kingsolveret al.(2007) and selection lines to measure heritallityivenile growth
reaction norms in a collembolan insect (Driessdliey&& van Straalen 2006) and
genotype by environment interaction for egg size laody size plasticity in a tropical
butterfly (Fisher, Bauerfeind & Fiedler 2006). Ggme by environment variation was
found in both butterfly species, implicating scdpeevolutionary change, but not in the
collembolan. The results from Chapter 4 suggestaltpantitative genetic analysis of
thermal reaction norms might be carried out witinested biophysical parameters used
as quantitative characters. This may lead to a@leseparation of additive and non-
additive effects and more insight in the proximagchanisms.

A molecular genetic study of body size plasticitjthe nematod€. elegans
(Kammengeet al.2007) showed that a subtle wild-type polymorphmaodulates the
temperature responsiveness of body size and seghhstt size adaptation of ectotherms
to temperature changes might be less complex treanqusly thought. Body size
response to temperature@n eleganss the result of cell size modulation as cell nemb
is invariant in this species (see also van Voorb#36). These authors found a single
nucleotide polymorphism in the calpain-like protegene TRA-3. According to
Kammengeet al.(2007), one wild-type strain obeys the TSR andfarowild-type strain
not. The naturally occurring mutation probably reelithe ability of TRA-3 to bind
calcium. Their data indicate that calcium signglin response to temperature changes
may lead to the activation of TRA-3. This mechantsroontrol the TSR is supported by
various reports on the elevation of the free cytos@lcium concentration in response to
lower temperatures. However, it is unclear whicthpay links calcium activation of
TRA-3 to larger cell sizes at lower temperature€.irlegans.Kammengaet al.
2007conclude that their results partly fits the \d@n Have — de Jong model as this
model presupposes that the TSR depends on a wide i alleles differing in their
sensitivity to temperatures. Their results show ghpolymorphism in a single gene may
attenuate the thermal reaction norm for body siZe.ielegansinterestingly, the wild
type strain showing no TSR (in fact shows a slight,not significant size reduction) was
collected in Hawaii and the strain showing a sigaifit TSR was collected in the UK.
The Hawaii strain was significantly smaller thae thK strain, which conforms
phenotypically to the Bergmann cline found in otbetotherms, although Bergmann
clines are mainly caused by variation in cell numbBbéis study was carried out at only
two temperatures, and as mentioned before whenstisg the paper of Kingsolvet
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al. (2007), if the strains have different thermal tsrand different thermal optima this
may complicate the interpretation of their resultsis does not affect, however, their
conclusion that only one gene may determine the inSRis species. Evidently, it would
be very interesting to see if such simple polymapis may explain TSR in other
ectotherms as well.

The aforementioned paper of Knietsal. (2006) studied the genetic basis of
thermal reaction norms of a bacteriophage simplgdnyuencing the whole genome.
Reaction norm shape was analyzed with a polynowitalthree parameters, average
growth rate, temperature of maximal growth andrtterange (Izem & Kingsolver
2005). They concluded that artificial adaptatiomigh temperatures was mainly the
result of a horizontal shift, but there was a datezl response of a smaller thermal range
(specialist — generalist shift) and a vertical tsHihe latter would be expected from the
influence of the Eyring equation, the smaller th@rmange would be expected from the
enzyme maximal activity — stability tradeoff. Agathe application of the Sharpe —
Schoolfield equation might lead to more insighthia proximate mechanisms, and in
particular if also sensitivity shifts were involved

Any change in developmental timing is defined atoehrony (Reilly, Wiley &
Meinhardt 1997). Adaptation to lower temperaturesegally leads to heterochrony as a
result of the differential sensitivity of developmieand growth rate. Heterochrony is
generally considered as a major source of evolatypmnovation and macroevolutionary
change in animals (Gould 1977, McKinney & McNama®81) and is thought also to
contribute the evolution of phenotypic plasticitWést-Eberhard 1989). It seems unlikely
that a full symmetry exists in the temperature deleace of biological and biochemical
processes in ectotherms (Somero 1991) and diffatehérmal sensitivity may rule
rather than exception. Therefore, the quest iséoch for functional and structural
differences in temperature-dependence of the remylaomponents of protein synthesis
and metabolism (growth), cell cycle, differentiatiand general development,
physiology, and so on. The general or regulatamgraction of these processes will
define the flexibility and limits of the temperagudependence of the higher systemic
levels.

Thermodynamic constraints?

Chapter 5 explored the effect of genetic variatiothe biophysical parameters of the
Sharpe- Schoolfield model. Table 6.1 summarizesrthim effects of a change in enzyme
characteristics and related genetic variation enttiophysical parameters on the
phenotypic correlations (x-intercept or temperathreshold for development, slope — y-
intercept correlation, Chapter 5), G X E interactémd genetic correlations between
environments. Cases 1-3 refer to Figures 5.2A-€peetively, and include a vertical and
sensitivity shift (case 1), sensitivity shift (cé®eand vertical shift (case 3), case 4 refers
to Figure 5.3 (a specialist — generalist shift) aasgle 5 to Figure 5.4.(a horizontal shift).
A comparison with the polynomial analyses of IzerKi&gsolver (2005) and Kniest

al. (2007) shows that the application of the Sharfehoolfield equation can lead to a
more detailed insight in the mechanisms underlyfregmal adaptation.
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Table 1. From enzymes to reaction norms to gegetielation between environments.
The case numbers are explained in the text, trepeters refer to the Sharpe —
Schoolfield equation.

Case X- slope- GxE Genetic
# process parametersslope intercepty-interceptinteraction Correlation
change change correlatiompresent sign
change
1 increasing enzyme p increase no no yes no
guantity
2 decreasing enzyme Ha increase decrease negative yes yes
efficiency
3 decreasing efficiency p, Ha no increase  no no no
& decreasing
quantity
4 increasing range of T., Ty, decreasedecrease negative yes yes
activity Hy, Hy
5 increasing optimum T,, T, Ty increase increase negative yes yes
temperature

The most important thermodynamic constraint isstheyme activity — stability tradeoff
(Hochachka & Somero 1984) that limits the viablgedlepment of ectotherms to a
relative small range of 20 °C compared to the possible range of 100 °CeWh
ectotherms adapt to lower temperatures (horizahidt) it is likely that a correlated
response occurs of a wider thermal range (speiciatieneralist shift), a smaller slope
(sensitivity shift) and lower activity (vertical ¥f). This correlated response is mainly
determined by the Eyring equation, which can tleeeéxplain much of the variation in
thermal characters among species. But is thisyraatbnstraint? Within thermal
environments all ectotherms share this constrainigch implies that it does not severely
limit evolution within thermal environments. On tbentrary, adaptation to different
parts of the Eyring equation by relatively smalhibes in thermal limits will lead to
relatively large changes in phenotypes which in loioiation with thermal habitat
selection may promote co-existence of differentoggpes and, by implication,
speciation. In this view the Eyring equation doeslimit selection and evolution, but
instead may be one of the drivers of evolution @masequently biodiversity.
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SUMMARY

Introduction

Temperature strongly influences the phenotype titeerms and many species differ in
their sensitivity to temperature. The viable tenapere range might be narrow or wide,
and body size often changes with development teatyney. Ectotherm development rate
depends strongly on temperature, while growth dags so to a lesser extent.
Development rate and growth rate show a more srttengular shape with temperature,
rising slowly and almost linearly with temperattwea maximum rate at a fairly high
temperature, and decreasing steeply after at highgveratures. The size at maturity in
many ectotherms decreases with increasing temperater a large part of the viable
temperature range. This thesis investigates homnibgynamics proximately determine
biological rates and to what extent it ultimatebnstrains thermal adaptation of
developing ectotherms. The biophysical Sharpe -o8tikld model, which connects
enzyme kinetics and biological rates, is succelysfyiplied to three important issues in
evolutionary ecology: the temperature dependent®dy size in ectotherms,
temperature tolerance limits in developing ectatieeand patterns of thermal adaptation
within and among species.

Adult size in ectotherms

Chapter 2 proposes a proximate, biophysical maddéscribe temperature-modulated
variation in growth rate and differentiation ratesictotherms. The model assumes 1) that
growth rate and differentiation rate can be desctiéis controlled by one rate-limiting
enzyme; in addition, the model assumes 2) thatetimperature coefficients of growth

and differentiation are different. The model isdite predict temperature-dependent size
variation at maturation of ectotherms as a reduh@®interaction of growth and
differentiation. It is shown that the differencdween the activation energy constants of
growth and differentiation determines the slop&efsize - temperature reaction norm
within the range of normal development. The striadtand heritable variation in
enzymes determines reaction norm shape withoutrinéeregulatory genes. All
thermodynamic parameters of the Sharpe-Schookgldhtion can be estimated
empirically with non-linear regression techniquese biophysical model provides a
proximate framework for genotypic models of reattimrm evolution; genetic variation
in either growth or differentiation would lead tergtype by environment interaction.
This proximate model of temperature sensitivity erdperature tolerance clarifies how
temperature dependence of body size would evolve.

Thermal tolerance limits

Thermal limits of viable ectotherm development threshold-like and near symmetrical
around the temperature of optimal performance aully well within the thermal
tolerance range of adult physiological traits. Axpmate model is proposed in Chapter 3
to show that the interaction between reversiblepenature inactivation of cell cycle
proteins and their regulation can explain (1) ymmetry and (2) threshold character of
thermal limits of viable embryonal and larval demhent in ectotherms. It is suggested
that temperature inactivation of regulatory prasaimmics the decrease in concentration
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resulting from gene dosage change and transcrgitregulation during the cell cycle. If
certain regulatory proteins have equal probabititipe active or inactive at a certain
temperature, cell division and, consequently, dgwalent becomes blocked. Model
predictions were tested by comparing thermal toleedimits as observed in viability
experiments with 14 developing insect species thighestimated temperatures at which a
hypothetical rate-determining developmental enzhiaan equal probability to be
active or inactive. These ‘expected’ thermal linvtsre derived from the Sharpe-
Schoolfield equation, which describes temperatufferéntiation rate reaction norms. In
21 out of 23 comparisons ‘expected’ thermal linaiggee closely with the observed
thermal tolerance limits. The implications of thedwl for thermal tolerance, thermal
adaptation, epidemiology and life-history strategiee discussed.

From biophysics to adaptation

Many models have been proposed to describe thestatope dependence of
development rate, from the linear degree-day suimmé&b a non-linear model based
upon biophysics. Chapter 4 reviews the degree-dajehrand the biophysical Sharpe-
Schoolfield model. The latter model is preferredt &ss a clear biophysical base, and
provides an accurate description of the temperatependence of biological rates. It can
be used to describe phenotypic plasticity in dgwelent rate, growth rate and ectotherm
size. Any change in parameters in the model imntelgi@xplains why genetic variation
for phenotypic plasticity can be found. The optiteshperature for organismal
functioning is part of the model. This optimal tezngture proves not to be identical to
the temperature of highest development rate ordsiggrowth rate. Some of the
biophysical parameters in the model can predicbthendaries of the viable temperature
range. It is argued that by applying the Sharpes8ifield model, biophysics can be used
to explain size differences over temperatures aogdjgaphical clines in adult body size.
Selection on development rate or growth rate wenaldslate into selection on the
parameters of the model. So would selection foyerzefficiency or enzyme stability.
The Sharpe-Schoolfield model can therefore be tsédk adaptation at the
physiological level to phenotypic plasticity in hosize. We can see why phenotypic
plasticity is adaptive, or not, what traits are pinene movers of adaptation and what
traits might be easily observed but not be adaptieenselves.

Thermal adaptation in ectotherms
Chapter 5 investigates how patterns in thermal tatiap within and among species can
be modelled and predicted from the Eyring equadioth Sharpe — Schoolfield model that
is based on the kinetics of reaction rates andraazyroperties. The tangent of the
general temperature dependence among specieshiekbyi the Eyring Equation can
approximate the slope of linear, within-speciesrtia reaction norms. The linearity
itself is caused by reversible temperature inatibwa The thermal time model complies
with the linear part of the developmental ratemperature reaction norm described by
the Sharpe - Schoolfield model.

It is shown that small changes in the parameteatran in the biophysical Sharpe
- Schoolfield model can generate all three majdtepas of thermal adaptation and in
addition a fourth pattern, namely, a sensitivitiftsbr variation in the slope of the
thermal reaction norm. A shift in sensitivity casult directly from variation in reference
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rate or activation energy, and indirectly from &tsh thermal range or optimal
temperature. Therefore, a phenotypic shift in geityiis not informative about the
underlying change in thermal parameters includagtienSharpe — Schoolfield model.

If only the development rate at the reference teatpee is varied, and all thermal
parameters are kept constant, the slope of tharlipat will vary with the reference rate
but the threshold temperature will remain constéhis situation applies to
developmental rate isomorphy, the observationithatany insect species the
temperature sensitivity varies with developmentagss but the threshold temperature h
remains constant. It is proposed that the Shapeheolfield model provides a
mechanistic explanation for developmental rate tsquiny.

Finally, the variation in thermal reaction normsaitarge number of anurans
based on published datasets is analysed. In abapdcies most thermal parameters,
such as reference rate, optimal temperature, theamge and thermal tolerance limits
have been experimentally measured. All four pastefrthermal adaptation occur in this
group of related anurans, but that most variatignand slope can be explained by the
combination of a horizontal shift (hotter — coldand a response following the Eyring
equation. The implications of the results are dised in relation to the assumptions of
the proposed Universal Temperature Dependencepthelation between egg size and
development rate and the evolutionary optimisatibegg size in relation to thermal
environment.

Conclusion

When ectotherms adapt to lower temperatures (hwazghift) a correlated response
occurs of a wider thermal range (specialist — gaisgtrshift), a smaller slope (sensitivity
shift) and lower activity (vertical shift). This pelated response is mainly determined by
the Eyring equation. The enzyme activity — stapiiiadeoff is the most important
thermodynamic constraint and limits the viable depment of most ectotherms to a
relative small thermal tolerance range of approxatya20 °C. It is argued that this
correlated response does not limit evolution withiermal environments, but instead
may be one of the drivers of evolution and consetiyéiodiversity. The overall
conclusion is that the biophysical Sharpe — Scleldlequation is an excellent model to
study thermal adaptation in ectotherms.
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Inleiding

Temperatuur beinvioedt heel sterk de uiterlijkesebijningsvorm (het fenotype) van
koudbloedige organismen (ectothermen) en veelsomérschillen in hun gevoeligheid
voor temperatuur. De temperatuurrange waarbinnganismen levensvatbaar kunnen
ontwikkelen kan smal zijn of breed en lichaamsgmuerandert vaak met de
ontwikkelingstemperatuur. De ontwikkelingssnelhedah ectothermen hangt ook sterk af
van de temperatuur, terwijl groeisnelheid daar indare mate afhankelijk van is. Zowel
ontwikkelingssnelheid als groeisnelheid neemt gelgk vrijwel lineair toe tot een
maximum, maar neemt daarboven sterk af. De volwagdsaamsgrootte neemt in veel
ectothermen af met toenemende temperatuur ovgrbetste deel van levensvatbare
temperatuurrange. Dit proefschrift onderzoekt haxipate, thermodynamische
processen biologische snelheden bepalen en in heedeze processen beperkend
kunnen zijn voor de ultimate temperatuuraanpasgamgontwikkelende ecothermen. Het
biofysische Sharpe — Schoolfield model, welke esbmding legt tussen enzym kinetica
en biologische snelheden, is met succes toegepastebelangrijke thema’s in de
evolutionaire ecologie van ectothermen: de temparathankelijkheid van
lichaamsgrootte, de temperatuur tolerantiegrennestegpatronen van
temperatuuraanpassing binnen en tussen soorten.

Volwassen lichaamsgrootte bij ectothermen

Hoofdstuk 2 stelt een proximaat, biofysisch mod®nom temperatuur gemoduleerde
variatie in groeisnelheid en differentiatiesnelhi@i@ctothermen te beschrijven. Het
model neemt aan dat (1) groeisnelheid en diffeatienelheid kunnen worden
beschreven als ware zij controleert door een sitheperkend enzym, en (2) de
temperatuurcoéfficiénten van groeisnelheid en difféatiesnelheid zijn verschillend.
Het model wordt gebruikt om de temperatuurafhajieslvariatie in volwassen
lichaamsgrootte te voorspellen die voortkomt uitrderactie tussen groei en
differentiatie. Aangetoond wordt dat het verschdden de activatie-energieén van
groeisnelheid en differentiatiesnelheid de hellagk bepaalt van de temperatuur —
lichaamsgrootte reactienorm binnen de temperatnger&an normale ontwikkeling. De
structurele en erfelijke variatie in enzymen bepale vorm van de reactienorm zonder
de betrokkenheid van regulatiegenen. Alle thermadyisache parameters van de Sharpe
— Schoolfield vergelijking kunnen worden geschat net-lineaire regressie technieken.
Het biofysische model voorziet in een proximaatetacbor genotypische modellen van
reactienormevolutie. Genetische variatie in grdelifferentiatie leidt tot genotype bij
omgevingsinteractie. Dit proximate model voor terapeurgevoeligheid en
temperatuurtolerantie verklaart hoe temperatuurddbiikheid van volwassen
lichaamsgrootte bij ectothermen kan evolueren.

Grenzen van temperatuurtolerantie

De grenzen van temperatuurtolerantie van de leathaxe ontwikkeling van
ectothermen hebben het karakter van een drempelevaarliggen meestal symmetrisch
rond de optimale temperatuur en ruim binnen dedaleegrenzen van fysiologische
kenmerken van het volwassen organisme. In hoofd&wirdt een proximaat model
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voorgesteld dat door de interactie tussen de orbkeeitemperatuurinactivatie van
celcyclus eiwitten en hun regulatie (1) de symreetn (2) het drempelwaardenkarakter
van de tolerantiegrenzen van ontwikkelende ectotbarkan verklaren. De reversibele
inactivatie van regulatie-eiwitten heeft hetzelédtect als de afname in concentratie als
gevolg van gendosis verandering en transcriptiéatigugedurende de cel cyclus. Als
bepaalde regulatie-eiwitten nog maar half actigf zij een bepaalde temperatuur, dan
wordt stopt de celdeling en als gevolg daarvanrdeigkeling van het organisme. De
voorspellingen van het model werden getoetst asang@rische bepaalde
temperatuurtolerantiegrenzen van veertien soonsecien. De verwachte
tolerantiegrenzen werden berekend met de Sharpbeofield vergelijking. In 21 van
de 23 vergelijkingen bleken de verwachte en gevondearden sterk overeen te komen.
De implicaties van het model voor temperatuuraasipgsepidemiologie en
levensgeschiedenisstrategieén worden besproken.

Van biofysica naar adaptatie

Veel modellen zijn voorgesteld om de temperatuuanaklelijkheid van
ontwikkelingsnelheid te beschrijven, variérend ha lineaire, temperatuur-dagsom
model tot lineaire modellen gebaseerd op biofyditmofdstuk 4 geeft een overzicht van
het temperatuur-dagsom model en het Sharpe — Seftdohodel. Het laatste model
heeft de voorkeur omdat het een duidelijke biofyfsgsbasis heeft en een zeer accurate
beschrijving geeft van de temperatuurafhankelijghe&in biologische processen. Het kan
gebruikt worden om de fenotypische plasticitetbéschrijven van ontwikkelingsnelheid,
groeisnelheid en volwassen lichaamsgrootte in leetoten. Elke verandering in de
model parameters kan direct verklaren waarom getetivariatie in fenotypische
plasticiteit wordt gevonden. De optimale temperattaor het functioneren van
organismen is een onderdeel van het model. Demmalpttemperatuur blijkt niet gelijk
aan de temperatuur waarbij ontwikkelingsnelheidrokisnelheid het hoogst is. Met het
toepassen van het Sharpe — Schoolfield model lapdicta gebruikt worden om de
temperatuurafhankelijkheid van en clinale geogcafsvariatie in lichaamsgrootte te
verklaren. Selectie op groeisnelheid en ontwiklgdimelheid kan vertaald worden in
selectie op de parameters van het model, net daalset geval is voor de selectie voor
enzymefficiéntie en enzymstabiliteit. Het Sharpgechoolfield model kan daarom
gebruikt worden om adaptatie op het fysiologisciveau te koppelen aan de
fenotypische plasticiteit van lichaamsgrootte. tetdt daardoor duidelijk wanneer
fenotypische plasticiteit adaptief is of niet, welkenmerken verantwoordelijk zijn voor
het ontstaan van adaptatie en welke kenmerkeredatrirechte lijken te zijn.

Temperatuuradaptatie van ectothermen

Hoofdstuk 5 onderzoekt hoe patronen in temperaangassing binnen en tussen soorten
voorspeld kunnen worden op basis van de Eyringeligking en het Sharpe —

Schoolfield model dat gebaseerd is op de kinetaareactiesnelheden en
enzymeigenschappen. De raaklijn van de exponeridgiag vergelijking, gebaseerd op
een vergelijking tussen soorten, bij de optimatepgeratuur is een goede benadering van
de hellingshoek van de lineaire, soortafhankeligactienorm. Het lineaire deel zelf
wordt veroorzaakt door reversibele temperatuurinaté van enzymen. Het
temperatuur-dagsom model is goed vergelijkbaarh@aelineaire deel van de
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temperatuur — ontwikkelingsnelheid reactienorm heseen door het Sharpe —
Schoolfield model. In het hoofdstuk wordt aangetbdat kleine veranderingen in de
parametervariatie van het model de drie belangejgatronen in temperatuuraanpassing
kan genereren en aanvullend een vierde patroorglijamenshiftin de
temperatuurgevoeligheid ofwel variatie in de hgllinek van de reactienorm. Een
verandering in de temperatuurgevoeligheid kan lett resultaat zijn van variatie in de
referentiesnelheid bij de optimale temperatuuratif’atie-energie en indirect het gevolg
van een verandering in de temperatuurrange of efgitemperatuur. Een fenotypische
verandering in de temperatuurgevoeligheid geeftaaayeen direct inzicht in het
onderliggende, biofysische proces.

Indien alleen de referentiesnelheid bij de optertemperatuur verandert, en alle
andere parameters constant blijven, dan variedretlimgshoek van het lineaire deel van
de reactienorm, maar de drempelwaarde-temperataurontwikkeling blijft constant.

Dit verschijnsel is bij insecten bekend als ontweilikgsnelheid - isomorfie. Dit heeft
betrekking op de waarneming dat in veel insectemsnale temperatuurgevoeligheid van
verschillende ontwikkelingstadia varieert, maaraatdrempelwaarde - temperatuur voor
ontwikkeling constant blijft. Het Sharpe — Schoelfi model kan voor dit verschijnsel
een mechanistische verklaring geven.

Als laatste wordt de variatie in temperatuur riescirmen geanalyseerd van een
groot aantal soorten padden en kikkers op basiggpubliceerde datasets. In ongeveer
vijftig soorten zijn een experimenteel groot aaplameters bepaald die betrekking
hebben op temperatuuraanpassing, zoals ontwiklegleigeid, optimale temperatuur en
temperatuurtolerantiegrenzen. Alle vier patronetemperatuuraanpassing komen voor
in deze groep van verwante padden en kikkers, detade meeste variatie in de
ontwikkelingsnelheid bij de optimale temperatuurderhellingshoek verklaard kan
worden door een combinatie van een horizordhitt (warmer — kouder) en een
gecorreleerde response in hellingshoek en tempetaterantierange bepaald door de
Eyring vergelijking. De implicaties van deze reatéh worden bediscussieerd in relatie
tot de aannames van het recent voorgestelde modebe Universele
Temperatuurafhankelijkheid van groeisnelheid envikikelingsnelheid.

Conclusie

Als ectothermen zich aanpassen aan lagere temparghorizontaleshift) dan treedt er
een gecorreleerde respons op in de temperatuambierange (specialist — generalist
shift), een lagere hellingshoek van de reactienatmft(n gevoeligheid) en een lagere
activiteit (verticaleshiff). Deze gecorreleerde respons wordt vooral bephmid de
Eyring vergelijking. Ddradeofftussen enzymactiviteit en -stabiliteit is de bglgkste
thermodynamischeonstrainten beperkt de levensvatbare ontwikkeling van destee
ectothermen tot een relatief smalle temperatueraotierange van ongeveer 20 °C. De
gecorreleerde respons is niet zozeer beperkenddeoevolutie in een veranderende
thermische omgeving, maar kan juist een aanjageran evolutionaire processen. De
algemene conclusie is dat het biofysische Shapeheolfield model een excellent
model is om temperatuuraanpassing bij ectotherg@nismen te bestuderen.
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