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PREFACE

With the advance of high-speed electronic computers, numerical models are
being extensively used in analysing groundwater flow problems. Yet, con-
fusion and misunderstanding still surround their application, even though
such famous old-timers as Laplace and Newton were long ago applying numer-

ical techniques to solve physical problems.

It cannot be denied that the results of some groundwater models have proved
erroneous. This has led a number of hydrologists to overreact by concluding
that groundwater modelling is worthless. At the other extreme we find the
admirers of models, who unconditionally accept any computer result, even if
it makes no hydrological sense. Between these two extremes there is the
silent majority of hydrologists, who regard computerized groundwater model-
ling as an esoteric technique practised only by the happy few of initiates.
It is particularly for this category of colleagues, and for students as
well, that we have written this book. For those who belong in the two ex-
treme categories, we hope that we can alleviate at least some of their
misconceptions about groundwater models. And yet, one should not expect
miracles from models, which are, and cannot be anything more than, simplif-

ications of the complex conditions that we face in nature.

A wealth of papers have been written on numerical groundwater models; but
if a geologist or hydrologist wants to apply the technique described in

them, he séarcely knows how to proceed. If a manual is available, it will
very likely describe how the model was developed but not how it should be

used. Groundwater modelling is a multidisciplinary science, involving




geology, climatology, surface water hydrology, groundwater hydraulics, and
computer language. A person familiar with all these disciplines is a rare

person indeed. Nevertheless, we hope to guide a potential user through the
maze of these disciplines énd show him how to develop and calibrate a model

and put it into operational use.

As a service to our readers, we are offering a copy of the computer programs
in the form of a complete set of punched computer cards. These can be
ordered from ILRI; the only costs involved are those of copying the programs
and of mailing the cards. Also available is a test example, which allows

the user to check whether he is handling the model correctly.

We are grateful for comments and suggestions received from colleagues and
students who read the manuscript carefully and drew our attention to
shortcomings and unclear sentences. In particular, we wish to thank Mr.
I.M. Goodwill, Department of Civil Engineering, University of Leeds, Mr. D.
MacTavish, Binnie and Partners, London, Mr. D.N. Lerner, London, Dr. J.J.
de Vries, Free University of Amsterdam, Dr. G.P. Kruseman, International
Agricultural Centre, Wageningen, Mr. W. Boehmer, Euroconsult, Arnhem, and
Mr. A. Bosscher, International Institute for Earth Sciences, Enschede, for

their most valuable comments.

Thanks are also due to Ms. M. Wiersma-Roche for editing and correcting our
English, Ms. M. Beerens for typing the manuscript, and Mr. J. van Dijk for

the drafting.

In presenting this book, 'we hope to have made a contribution to a better
understanding of what a groundwater model is, what it can do, and, what is
probably more important, what it cannot do. If we have aided in eliminating
some of the confusion surrounding groundwater modelling, we have achieved

our goal,

J. Boonstra

N.A. de Ridder
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1 INTRODUCTION

1.1 General

The groundwater in a basin is not at rest but is in a state of continuous
movement. Its volume is increasing by the downward percolation of rain and
surface water, causing the watertable to rise. At the same time its volume
is decreasing by evapotranspiration, by discharge to springs, and by out-
flow into streams and other natural drainage channels, causing the water-
table to fall. When considered over a long period, the average recharge
equals the average discharge and a state of hydrological equilibrium exists.
The watertable is virtually statiomary, with mere seasonal fluctuations

around the average level.

If man interferes in this hydrological equilibrium, he may create undesir-
able side-effects. The abstraction of groundwater from wells, for example,
will lower the watertable, allow the natural recharge to increase, and
cause the natural discharge to decrease. If the abstraction is kept within
certain limits, the increase in recharge and the decrease in discharge will
balance the abstraction and a new hydrological equilibrium will be estab-
lished. The watertable will again be almost stationary, although at a
deeper level than before. If this level is too deep, it may affect agricul-
ture and the eco-systems in the area. Excessive abstraction from wells can
cause a continuous decline in the watertable, which means that the ground-

water reserves are being depleted.




Man's interference can also cause watertables to rise. When irrigation is

introduced into an area, for example, millions of cubic metres of water are
transported to and distributed over areas which before only received scanty
rain. Some of this water seeps to the underground from the canals and more
of it percolates downward from the irrigated fields. These water losses
cause the watertable to rise, because the recharge exceeds the natural
discharge. This may eventually lead to waterlogging - in arid areas
usually accompanied by salinization of the soil - which can render once
fertile land into waste land, to the detriment of local farmers and even of

national economies.

Groundwater and the laws that govern its flow have been a subject of
interest to many scientists, with most of their research focussed on
finding solutions to specific problems of groundwater flow. For ideal
situations, solutions are obtained by combining Darcy's equation and the
equation of continuity. The resulting differential equation, or set of
differential equations, describes the hydraulic relations within an aqui-
fer. To solve the equation(s), the aquifer's geometry, hydraulic character-
istics, and initial and boundary conditions must be known. Only if the
equations, characteristics, and conditions are simple can an exact analyt-

ical solution be obtained.

Unfortunately, there are many groundwater flow problems for which analyt-
ical solutions are difficult, if not impossible, to obtain. The reason is
that these problems are complex, possessing non-linear features that cannot
be included in analytical solutions. Such non-linear features involve
variations in an aquifer's hydraulic conductivity, boundary conditions that
change with time, and other long-term time-dependent effects. Sometimes
analytical solutions are yet applied to such problems by oversimplifying
the complex hydrogeological situation. Since the assumptions underlying the
solution are untrue, it is obvious that the results will be inaccurate or

even totally erroneous.

Owing to the difficulties of obtaining analytical solutions to complex
groundwater flow problems, there has long been a need for techniques that
enable meaningful solutions to be found. Such techniques exist nowadays in

the form of mathematical or numerical modelling. Although the technique of



solving groundwater flow problems numerically is not new, it is only since
the development of high-speed computers that the technique has become

widely used.

Of the great variety of numerical techniques, all of them have in common
that an approximate solution is obtained by replacing the basic differen-
tial equations that describe the flow system by another set of equations
that can easily be solved by a digital computer. The model we present in
this book is based on one of these techniques; the finite difference

method.

The finite difference method of approximating the solution of differential
equations is fairly simple. It replaces the partial differential equations
for two-dimensional flow in an aquifer by an equivalent system of finite-
difference equations which are solved by the computer. Unlike the analyt-
ical method, which gives a solution to a continuous boundary-value problem,
the finite difference method provides a set of watertable elevations at a

finite number of points in the aquifer.

1.2 The model

The model we present in this book can be used to predict the impact of
man's interference in the hydrological equilibrium of a groundwater basin.
It can simulate the effects of new irrigation schemes, new patterns and
rates of groundwater abstraction, and artifical recharge of the basin, and

can do so for any desired length of time.

The model can be applied to an unconfined aquifer, a semi-confined aquifer,
or a confined aquifer, or to any combination of these, provided that one
type passes laterally into the other. The model cannot be used for multi-
aquifer systems, i.e. aquifers overlying one another and separated by
impermeable or slightly permeable layers. Three~dimensional flow problems

cannot be studied by the model.

The model allows wide variations in such aquifer parameters as hydraulic
conductivity and storage coefficient to be taken into account and included

in the model. Transient (unsteady) flow problems can also be studied,




provided that the flow is laminar and Darcy's law thus applies. Turbulent

flow, as may occur in karstified limestones, cannot be studied.

The model is devised for saturated flow only. This means that the processes
of infiltration, percolation, and evaporation, which occur in the unsatu-
rated zone of unconfined aquifers and the covering layer of semi-confined
aquifers, cannot be simulated. They must be calculated by hand and their .

algebraic sum prescribed to the model.

The method used by the model to solve the finite-difference equations is
essentially that of Gauss-Seidel, which is unconditionally stable. It is an
iterative calculation process that is continued as long as is necessary to
obtain watertable elevations that are sufficiently accurate. Apart from the
advantage of avoiding stability problems, this method requires little

computer memory.

As an alternative to the iteration method, we have included in the model

the Gauss-Jordan elimination method, which is a modification of the Gaussian
elimination method. This method requires more computer memory than the
iteration method, but the solution is exact within the accuracy of .the

computer used.

The model also contains a plot program, by which the computer plots out the
calculated watertable elevations at the various points of the flow region
at the end of a prescribed time. This allows a visual evaluation of the

watertable behaviour for any period of time.

Although our model has great flexibility, it cannot handle all specific
hydrogeological conditions that may be encountered in practice. Enlarging
the applicability of the model to cover such conditions as, for example,
multi-aquifer systems or delayed yield aquifers would mean that the user
must make certain adjustments in the computer programs. He can only do so,
however, if he is experienced in computer programming. But, as we have
written this book with the basic idea that our readers need have no previ-—
ous experience with computers or computer programming, we have omitted any
instructions for adjustments of this kind. We admit that this can be a

disadvantage for a more experienced user.




1.3 Scope of the book

The primary aim of this book is to provide a practical guide for those
involved in groundwater basin modelling, whether their training be in
geology, hydrogeology, engineering, physics, or mathematics. It was not our
intention to reproduce text-book material from any of these sciences but,
where we deemed it useful, we have summarized certain concepts, calculation

methods, or even field techniques, assuming that this would enhance the

practical value of the book.

Before a numerical model of a groundwater basin can be developed, a con-
ceptual model of the basin is required. This means that thorough hydro-
geological investigations must be conducted. If the conceptual model that
emerges from these investigations reveals the presence of an unconfined
aquifer, a confined aquifer, a semi-confined aquifer, or any lateral

combination of these, the numerical model can be developed.

Chapter 2 describes in some detail the hydrogeological studies required for
the conceptual model, and also contains all the items to be studied and
quantified for the numerical model. This quantification of geological and
hydrological data is usually done in the form of maps. After reading
Chapter 2, the user will be able to answer the question: what kind of maps

must be prepared?

Chapter 3 covers the features and restrictions of the model, its physical
background, and the numerical methods that are used to solve the finite-
difference equations. It also explains how to divide an aquifer into
smaller units and thus develop an appropriate finite-difference network.
This network will depend on the hydrogeological conditions, the accuracy
required in the predicted‘watertable elevations, and the experience of the
user in modelling aquifers. The chapter concludes with a description of

what data must be prepared and how this is done.

Chapter 4 explains the use of the computer program, which has been decom-
posed into four parts so that it can be run even on a small computer with
limited core memory. The chapter also contains the structure of the various
data sets required, definitions of the input variables and other symbols

used, and the adaptations to be made to run the model on the computer




'system available to the user. A hypothetical example of part of a graben
valley is used to illustrate the process of transferring geological and
hydrological data from maps to the finite~difference network, from the
network to tables, and from the tables to computer cards. In a step-by-step

procedure, Chapter 5 describes this process.

Any model must be calibrated to ensure that the predicted watertable
elevations are sufficiently accurate. This is done by "history matching",
which means that a set of computed watertables is compared with a set of
actually measured watertables. Chapter 6 describes the calibration process
and explains the sources of errors and how they can be detected and cor-—
rected. It concludes with instructions on how to put the calibrated model

into operational use.




2 DATA REQUIRED TO DEVELOP
A GROUNDWATER MODEL

2.1 Introduction

The first phase of a groundwater model study consists of collecting all
existing geological and hydrological data on the groundwater basin in
question. This will include information on surface and subsurface geology,
watertables, precipitation, evapotranspiration, pumped abstractions, stream
flows, soils, land use, vegetation, irrigation, aquifer characteristics and
boundaries, and groundwater quality. If such data do not exist or are very
scanty, a program of field work must first be undertaken, for no model
whatsoever makes any hydrological sense if it is not based on a rational
hydrogeological conception of the basin. All the old and newly-found
information is then used to develop a conceptual model of the basin, with

its various inflow and outflow components.

A conceptual model is based on a number of assumptions that must be ver-
ified in a later phase of the study. In an early phase, however, it should
provide an answer to the important question: does the groundwater basin
consist of one single aquifer (or any lateral combination of aquifers)
bounded below by an impermeable base? If the answer 1s yes, one can then
proceed to the next phase: developing the numerical model. This model is
first used to synthesize the various data and then to test the assumptions

made in the conceptual model.

Developing and testing the numerical model requires a set of quantitative

hydrogeological data that fall into two categories:
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. data that define the physical framework of the groundwater basin

. data that describe its hydrological stress

These two sets of data are then used to assess a groundwater balance of the

basin. The separate items of each set are listed in Table 2.1,

Table 2.1 Data required to develop a groundwater model

Physical framework Hydrological stress

1. Topography 1. Watertable elevation

. Geology Type and extent of recharge areas

2
3. Types of aquifers Rate of recharge
4

. Aquifer thickness and

Type and extent of discharge areas
lateral extent ’

L5, B S B PC R (¥

Rate of discharge

w

. Aquifer boundaries

6. Lithological variations
within the aquifer

7. Aquifer characteristics

Groundwater balance

It is common practice to present the results of hydrogeological investiga-
tions in the form of maps, geological sections, and tables - a procedure
that is also followed when developing the numerical model. The only differ-
ence is that for the model a specific set of maps must be prepared.

These are:

. contour maps of the aquifer's upper and lower boundaries
. maps of the aquifer characteristics

. watertable-contour maps

. maps of the aquifer's net recharge

Some of these maps cannot be prepared without first making a number of
auxiliary maps. A map of the net recharge, for instance, can only be made
after topographical, geological, soil, land use, cropping pattern, rainfall,
and evaporation maps have been made. In this chapter it will be explained
what data should be collected, what techniques can be applied to collect

the data, and how these data should be processed and presented in the

required form of maps.




2.2 Physical framework
2.2.1 Topography

An accurate topographical map of the groundwater basin to be modelled is a
basic requirement. The scale of the map depends on the size of the basin
and the aim of the study. If the aim is to make a reconnaissance study of a
large basin, a scale of 1:500,000, 1:250,000, or 1:100,000 will suffice. If
the basin is small or if a more detailed study of a local problem is to be

made, the scale should be 1:50,000, 1:25,000, -or even 1:10,000.

Whatever the size of the basin or the purpose of the study, the topograph-
ical map should show all surface water bodies, streams, and other natural
or man—-made water courses. It should also show contour lines of the land

surface elevation.

An inventory should be made of all the wells in the area: pumped wells that
withdraw substantial quantities of groundwater, observation wells that are
used for measuring watertables, and wells or bores that were made for
exploration of the subsurface geology. The location of the wells and bores
should be indicated on the topographical map. To distinguish the different
types of wells, they should be given different signs and they should be
numbered. To number the wells and bore holes, some sort of square grid can
be imposed on the map. The squares thus formed are given a consecutive
number in horizontal direction and a consecutive letter in vertical direc-
tion. The wells in a particular square are numbered consecutively. Well

1-B~3, for example, means Well No. 3 in Square [-B (Fig. 2.1).

The water level in observation wells is usually measured from a certain
reference point, which can be the rim of the pipe or, if the wells are
hand-dug, any mark or point fixed in the wall of the well. The measured
water levels must be converted into water levels above (or below) a datum
plane, e.g. mean sea level. To do so, a levelling survey of the wells must
be made. This requires a proper system of bench marks. The levelling survey
should be performed in closed circuits to ensure that the measured well
elevations are correct. In large basins, one can use an error tolerance of
20 VD mm, where D is the distance traversed while levelling, in kilometres;

in areas with a flat watertable, greater precision may be required.




The topographical map should show the location of the bench marks with

their elevations.

Fig. 2.1

2.2.2
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Geology

Intensive geomorphological and geological studies of the groundwater basin

will be required to delineate its geomorphological features or land forms

and to evaluate the manner and degree in which they contribute to the

basin's hydrology. Of special importance are the areas open to deep perco-

lation, the subsurface areas where inflow or outflow to or from the aquifer

occurs, the type of material forming the aquifer system, including its
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permeable and less permeable confining formations, the location and nature
of the aquifer's impermeable base, the hydraulic characteristics of the

aquifer, and the location of any structures affecting groundwater movement.

Geomorphology

Land forms are the most common features encountered.by anyone engaged in
groundwater investigations. Properly interpreted, land forms throw light

upon a groundwater basin's geological history, lithology, and hydrology.

For a proper understanding of a basin's geological history and lithological

variations, one must consider the following factors:

. the nature of the source rock

. the topographical expression and relief of the source area

. the tectonic elements in the source and depositional areas

. the intensity of tectonism in each of these areas

. the transporting agents that carry the detritus to the sites of
deposition

. the depositional environment

. the climate

If the source area is a strongly dissected mountain range chiefly made of
- weathered granite, the sediment in the basin will be different from the
sediment that would be found if the source area is a mountainous area
predominantly made of shale, mﬁdstones, and easily erodable marl. Similar-
ly, if water is the transporting agent, a different kind of sediment will

be produced than if wind is the transporting agent.

Tectonism may strongly affect the nature of a groundwater basin. The source
area may be uplifted while the depositional area is downwarped. The thick-
ness of the basin fill may then be very great, ranging from several hundred
metres to two or three thousand metres. Downwarping is often accompanied by
faulting; this not only offsets the sediment beds in the basin but also

causes abrupt changes in the thickness of the basin fill.

The past and present environment in a depositional area largely determines

the lithological variations of its fill. Within a basin, several deposi-

11




tional environments can usually be recognized, each of which has given rise

to the formation of a specific sediment type.

Groundwater basins, which are usally defined as "hydrogeological units
containing one large aquifer or several connected and interrelated aqui-
fers" (Todd 1980), may be classified on the basis of their main depositional
environment. Basins may thus be fluvial, lacustrine, glacial, volcanic, or
aeolian. Some basins do indeed contain one large aquifer formed in a single
depositional environment. Others, especially the deeply downwarped ones,
show several aquifers formed in different environments, starting for
example with a marine environment, followed by a fluvial, and terminating

with a glacial and/or aeolian environment.

Most groundwater basins for which a model is to be developed will have been
geomorphologically and geologically explored, at least to some extent. If
not, a study of the source area, or an examination of a geological map of
the source area, if available, will be needed to gain an insight into the

kind of detritus supplied to the basin.

Most groundwater basins, even the very flat ones, show minor relief feat-
ures, originating from constructive and destructive forces acting on them.
Each type of basin is characterized by specific topographical and morpho-
logical features. Typical features of a river valley basin, for example,
are adjacent mountains, river terraces, and flood plain. Commoﬂ features of
the flood plain are: natural levees, point bars, back swamps, partly or
wholly silted-up former stream channels,'and oxbow lakes (Fig. 2.2). For
the morphological features of other types of basins, we refer the reader to

Thornbury 1969, Davis and de Wiest 1966, and Reading 1978.

For a proper understanding of the basin's hydrology, one must be able to
recognize these morphological features. Generally they can be grouped into
topographical highlands and topographical lowlands. The highlands are
usually the recharge areas, characterized by a downward flow of water; the
lowlands are the discharge areas, characterized by an upward flow of water.
In Figure 2.2, for example, the recharge areas are the present and former
natural levees, point bars, and river terraces; the discharge areas are the

backswamps and the former, partly silted-up stream channels.
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Fig. 2.2 Morphological features and sediments typical of broad river
valley basins

Since the groundwater model requires quantitative data of the rate of flow
in these areas, the topographical highlands and lowlands should be delin-
eated and indicated on a map, together with the natural drainage system.
These topographical features can be detected from topographical maps with
contour lines of the land surface at small intervals and from aerial

photographs. Field work is needed to determine the type of rock or sediment

in these areas.

Subsurface geology

In any groundwater study, the geological history of the basin must be
known, as the resulting geological structure largely controls the occur-
rence and movement of groundwater. The number and type of water-bearing
formations, their depth, interconnections, hydraulic properties, and

outcrop patterns are all the result of the basin's geological history.

A study of the subsurface geology is required to find out the type of mat-
erials that make up the groundwater basin, their depositional environment
and age, and their structural deformation, if any. The depositional environ-

ment, being the complex of physical, chemical, and biological conditions

13




under which a sediment accumulates, largely determines the properties of

sediments. Each environment tends to develop its own sediments. In many
groundwater basins, especially the deep ones, one finds systematic transi-
tions from one environment to another. A complicating factor is that
considerable variations can occur within a single environment; for example,
grain size in fluvial or glacial environments can vary widely. Conversely,

two different environments can produce the same kind of sediment.

To unravel the sedimentary environment of a groundwater basin, one begins
by examining well-driller's logs and bore samples. Characteristics that
shed light on the environment in which the sediments accumulated are the
texture, size and shape of the mineral particles, their degree of sorting,
colour, organic-matter content, lime content, clay and gravel content,

microfossils, and mineral composition.

Originally, in accumulation areas, the sediments were deposited in nearly
horizontal layers. In large, deep groundwater basins the sediments have ac-
cumulated over a long span of time. During this period, clear breaks in the
sedimentation may have occurred, erosion may have taken place, and tectonic
events may have caused structural deformation of the original horizontal

layers (Fig. 2.3).

Driller's logs can reveal key beds, also called marker beds, which possess
a recognizable lithology or fossil content that differs from the beds above
and below them. Typical key beds are a thin limestone bed, a coal or
lignite bed, a pebble zone, an insoluble zone, and a horizon with a typical
faunal assemblage. If such beds occur, they can often be traced from one

well to another and are thus most useful for stratigraphic correlation.

Geophysical methods may be useful in exploring the subsurface geology, but
the methods are often inexact and their results difficult to interpret.
They should therefore only be regarded as.%epplementary to an exploratory

drilling program.

Stratigraphic correlation requires that a number of cross-sections be drawn
in different directions over the basin. These cross-sections show both the
vertical and horizontal relationships between the various sediment bodies
as well as the stratigraphic boundaries that either prevent or allow

groundwater flow (Fig. 2.4). The cross—sections also show whether the
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Fig. 2.3 Erosion, folding, and faulting phenomena.

a:
b:

c:
d:

Erratic thinning of Bed 3 indicates erosion.

Bed 1 has a constant thickness and was folded during or before deposition
of Bed 2.

Bed 2 was deposited after erosion of Bed 1.

Bed 2 was deposited after and during faulting of Bed 1.




bedrock and all or part of the sedimentary basin fill underwent any struc-

tural deformation such as downwarping, uplifting, folding, or faulting and

whether accumulation was continuous or alternated by erosion (Fig. 2.3).
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Fig. 2.4 Hypothetical cross-section through a river valley showing the
vertical and horizontal relationships between sediments. In the middle of
the valley, the lower body of clay forms the impermeable base; toward the
valley walls bedrock forms the impermeable base

2.2.3 Types of aquifers

The geological information provided by the geologist has no meaning if it
is not related to the occurrence and movement of the groundwater. This
means that the geological knowledge must be translated into terms of water-
bearing formations (aquifers), non-water-bearing or confining layers
(impermeable layers), and slightly confining or semipermeable layers
(layers with a low, but not zero hydraulic conductivity). This will often
require a certain schematization of the subsurface geology. Consecutive
geological formations, different in age or origin but similar in water-
transmitting properties, should be grouped into a single aquifer system.
Consecutive layers of sandy clay, silty clay, clay, compacted peat, silty
clay loam, etc., although different in age and depositional environment,

should also be grouped into a single layer of hydraulic resistance to the
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flow of groundwater. Similarly, consecutive impermeable layers and hard
rock, different in age and origin, should be taken together as one unit
that obstructs the passage of water. The impermeable base in Figure 2.4,

for example, consists partly of bedrock and partly of thick clay.

An aquifer can therefore be defined as a formation, group of formations, or
-part of a formation that contains sufficient saturated permeable material
to yield significant quantities of water to a well or spring. The most
common and most productive aquifers are unconsolidated sand and gravel.
Sandstone is a cemented form of 'sand but can be a productive aquifer if it
is jointed. Other productive aquifers are karstified limestones that
contain large solution caverns and channels; as the flow in such aquifers
is usually turbulent, however, our model is not applicable to them. It can
only be applied to aquifers in which the flow is laminar and in which
Darcy's law thus applies. The types of aquifer that can be modelled,

provided that the flow in them is laminar, are the following:

. unconfined (or watertable) aquifer
. confined (or artesian) aquifer
. semi-confined (or leaky) aquifer

Figure 2.5 shows these aquifer types with their watertable positions and
the symbols denoting their hydraulic characteristics. In nature, one can
find different combinations of aquifers, e.g. an unconfined aquifer (Type
A) overlying a confined aquifer (Type B) or a semi-confined aquifer (Type
C). When several aquifers occur, separated by impermeable or slightly
permeable layers, we speak of a multi-aquifer system. Qur model is pro-
grammed for only one single aquifer, i.e. Type A, B, or C, or any lateral

transition from one type to another.

2.2.4 Aquifer thickness and lateral extent

For a variety of reasons, the lateral extent and the thickness and depth of
an aquifer may vary from one place to another. In some basins, as in those
of a lacustrine environment, sandy aquifers formed where rivers entered the
lake will show a distal fining of sediment away from the river mouth in a

way similar to that in some marine deltas (Fig. 2.6). In fluvial basins the
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reverse may be found: thick sandy aquifers may thin toward the rim of

the basin. Some basins show structural deformation due to downwarping and

faulting.

potentiometric surface

—————————————————— T I S

im erViIoUsXkK'=0 W

Fig. 2.5 Different aquifer types.
A: unconfined,

B: confined,

C: semi-confined.
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Fig. 2.6 Lithologic section through a former lake. Deltaic sand and gravel
at the rim of the basin; lake clay and marl in the centre. Bore holes |, 2,
10, and 11 contain 100 per cent sand; bore hole 6 contains 100 per cent
clay; the other bore holes have differing percentages of sand and clay

The lateral extent of the aquifer, as found from well and bore logs, and
geophysical data should be indicated on a map. From the same data sources,
an isopach (thickness) map of the aquifer can be made. An isopach map
requires two horizons, one at the top of the aquifer and one at the bottom.
If the aquifer is unconfined, the two horizons are the impermeable base and
the land surface. The net thickness of the aquifer can be calculated from
the elevations of the two horizons; local clay lenses within the aquifer,
if any, are subtracted from the total thickness. The results at each
control point are plotted on a map and lines of equal thickness are drawn

(Fig. 2.7).

Besides an isopach map of the aquifer, the numerical model requires a
structural map of the aquifer's impermeable base. Such a map shows the
configuration and elevation of the surface of that base. To construct it,
one uses the logs of all wells and bore holes that struck the impermeable
base. If the elevation of the land surface at these wells and bore holes is

not known from a previous levelling survey (Section 2.1 of this Chapter),

19




!

I
Il |
= \ |
7,/“,: \ { | \ \n (/
=\ - A ‘T Y 3
///é\ \ \\ i \\ // /
Mooy / - =
Ny LS L 7,
ERN }/ / /' / \\\\]////?
N - VAR AN
N / =) /=
N /1 - / / =
= /A // // / \\g

/

=
.\\\\\\\\\\
B
\
\
v
\Y
v
\
v
\ Vv
\ \
\Y \
v v
\ v i
— \Y \Y \%
vV v v v v

Fig. 2.7 Example of an isopach map showing the net thickness of a river-—
basin aquifer. The lower figure shows a cross—section of the valley
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Fig. 2.8 Structural map of the impermeable base of an aquifer. A vertical
dip-slip fault crosses the basin. PR = stratigraphic throw: 1100-900 = 200 m
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it can be estimated by interpolation from a topographical map with contour

lines of the land surface. For each control point, the depth to the imperm-—
eable base indicated in the well or bore hole log is subtracted from the
surface elevation. The elevation at each control point thus found is
plotted on a map and contour lines are drawn (Fig. 2.8). For further

details, see Chap. 2 Sect. 2.5 and Chap. 3 Sect. 5.3.

2.2.5 Aquifer boundaries

The conditions at the boundaries of the aquifer must be properly defined.
Different types of boundaries exist, which may or may not be a function of

time. They are:

. zero—flow boundaries
. head-controlled boundaries
. flow-controlled boundaries

To this can be added the free-surface boundary, but as this is the boundary

to be determined by the model, it will not be discussed here.

Zero-flow boundary

A zero-flow boundary is a boundary through which no flow occurs. Examples
of zero-flow boundaries are thick tight compacted clay layers, unweathered
massive rock, a fault that isolates the aquifer from other permeable
strata, or a groundwater divide. In practice, zero-flow boundaries can be
defined as those places where flows are insignificant compared with the

flows in the main aquifers.

Zero-flow boundaries can be differentiated into internal and external
boundaries. A local outcrop of massive rock inside an alluvial basin and an
aquifer's impermeable base are internal zero-flow boundaries. Impermeable
materials occurring along the outer limits of an aquifer are called extern-

al zero-flow boundaries.
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Many groundwater basins are erosion valleys, (partly) filled with sediments
(Figs. 2.4 and 2.7); others are bowl-shaped structural basins formed by

downwarping (Fig. 2.3b) or grabens formed by faulting (Fig. 2.9).

V

VQult Y v

Fig. 2.9 Tectonic graben valley. The fault planes are external geologic
boundaries through which no lateral flow of groundwater occurs. The slight-
ly dipping surface of the downfaulted bedrock underlying the body of
gravel, sand, and clay is an impermeable internal geologic boundary

As Figure 2.9 shows, the sand and gravel aquifer terminates abruptly
against the impermeable face of the raised blocks. Such a rock wall pre-—
vents any horizontal flow to or from the aquifer and thus represents an

external zero-flow boundary.

It should be noted that this is only true for massive unweathered rock.
When weathered or heavily fractured, the rock may transmit appreciable

quantities of groundwater. In many instances, the upper 10 to 30 m of
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granitic bedrock underlying alluvial sediments is weathered, and thus acts
as an aquifer. Major faults, as shown in Figure 2.9, are often the site of
springs that yield warm, highly mineralized groundwater from great depths.
Although such a fault does not allow the horizontal passage of groundwater,
it does allow the vertical passage. At places where such deep sited springs
occur, the fault must (locally) be treated as a flow-controlled boundary

(see below).

The model of the basin requires that external zero-flow boundaries be
delineated and indicated on a map. It also requires that the configuration
and absolute elevation of the impermeable base, which is an internal zero-
flow boundary, be determined. This is not always an easy task. In some
groundwater basins the impermeable base lies at relatively shallow depth
and its surface is flat, nearly horizontal, or slightly dipping. In other
basins, however, it occurs at such great depths that it is not reached by
ordinary bore holes, and its surface may be uneven because of erosion or
structural deformation. In some parts of the basin the impermeable base may
consist of massive rock, whereas in others it is a thick tight clay layer
of much younger geological age. Major structural basins are very deep, say
2000 to 3000 m, and are filled with alternating layers of sand and clay.
The question then arises: What and where is the impermeable base? In some
instances.the lower section of the basin-fill is predominantly clay which
is so compacted by the thick overburden that it can be regarded as the
impermeable base. In other instances one must resort to a fictitious depth
for the impermeable base. As a first approximation one can take one-fourth
to one-eighth of the average distance between the major streams draining
the basin and neglect the flow below this depth. If such streams do not
occur, one can estimate the thickness of the aquifer by using Hantush's
method of analyzing aquifer-test data obtained from partially penetrating

wells (see Kruseman and de Ridder 1970).

Finally, a groundwater divide, by definition, is a zero-—flow boundary as no

flow occurs across the streamline running over the top of the divide.

In mathematical terms, the condition at a zero-flow boundary is dh/dn = O,

where h is the groundwater potential and n is the direction normal to the
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boundary. In the groundwater model, zero flow is simulated by setting the

hydraulic conductivity at the boundary equal to zero (K = 0).

Head-controlled boundary

A head-controlled boundary is a boundary with a known potential or hydrau-
lic head, which may or may not be a function of time. Examples are large
water bodies like lakes and oceans whose water levels are not affected by
events within the groundwater basin. Other examples are water courses and
irrigation canals with fixed water levels. If these water levels indeed

remain unchanged with time, a steady state of flow will exist.

For most practical purposes, the water levels of lakes and some seas, e.g.
the Mediterranean, can be regarded as constant, but those of other water
bodies and water courses may change appreciably with time (Fig. 2.10).
Examples are streams that carry heavy floodwaters in the rainy season and
fall (almost) dry in the dry season, and estuaries and oceans with large

tidal movements.

Fig. 2.10 River water level changing with time. At Levels 1 and 2 the river
is gaining water, at Level 3 it is losing water

Mathematically, a head-controlled boundary that changes with time is
expressed as h = f£(x,y,t), i.e. the head is a function of both place and
time. A fixed head at the boundary is expressed as h = f(x,y), i.e. the

head is a function of place only.
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Like zero-flow boundaries, head-controlled boundaries can be differentiated

into internal and external boundaries. A stream crossing a groundwater
basin and (partly) in hydraulic contact with the aquifer is an internal
head-controlled boundary. For a coastal aquifer in direct contact with the

ocean, the ocean is an external head-controlled boundary.

Flow-controlled boundary

A flow-controlled boundary, also called recharge boundary, is a boundary
through which a certain volume of groundwater enters the aquifer per unit
of time from adjacent strata whose hydraulic head and/or transmissivity are
not known. The quantity of water transferred in this way usually has to be

estimated from rainfall and runoff data.

The boundary itself may be one of zero-flow, for example a mountain front
against which the aquifer terminates, but which is overlain by colluvium, a
thin soil cover or pediment (Fig. 2.11). Runoff from rainfall may (partly)
percolate into the colluvium and cross the boundary as groundwater flow

into the aquifer.

A similar situation occurs where a stream flowing through mountainous areas
debouches into a plain where it has formed an alluvial fan (Fig. 2.12).
Fans are commonly developed along active fault scarps, so that they freq-
uently give thick sequences of syntectonic sediments on the downthrown side
of major faults. Downstream of the point of debouchment, the valley widens
and deepens and is partly filled with boulders, gravel, and very coarse
sand. The thickness of these coarse materials increases in downstream
direction. In the proximal fan the river may split into numerous braided
channels which do not allow proper flow measurements to be taken. Consider-
able quantities of the river flow percolate in this part of the fan and
enter the mid-fan at B as underflow (Fig. 2.12). Usually this underflow can
only be estimated. Its value,'which enters the model as a recharge, can be

checked when the model is calibrated (Chap. 6).
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Fig. 2.1]1 Different types of groundwater basin boundaries.
;s flow-controlled boundary

: external zero-flow boundary

: internal zero-flow boundary

and 5: internal head-controlled boundaries

: external head-controlled boundary

: free surface boundary

~NOY W —

Another example of a flow-controlled boundary is the sharp contact with
another geological formation of low transmissivity. Such a contact can be a
nonconformity or a fault (Fig. 2.13). The water balance of the adjacent
strata and their relative transmissivity may give an indication of the

likely magnitude of the flow.
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Fig. 2.12 Example of an alluvial fan and cross-section, with braided
channels in the proximal part. Percolation in the proximal part enters the
mid-fan at B as underflow.
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Fig. 2.13 Flow-controlled boundaries.
A: Boundary at a non-conformity
B: Boundary at a fault

Flow-controlled boundaries are simulated by setting the hydraulic conduct-
ivity at the boundary equal to zero (K = 0), and entering the underflow
into the model as a recharge term. Mathematically, the flow is represented,
for steady state, by the normal gradient dh/on, taking a specified value

oh/don = - (velocity normal to boundary + permeability normal to boundary).

When modelling a groundwater basin, it is advisable to let the external
boundaries of the model coincide with head-controlled and/or zero-flow
boundaries. Quite often, however, a model is requested for only a portion
of the basin, in which case it may not be possible to let the boundaries
coincide because the nearest stream or impermeable valley wall is too far
away. In such cases an arbitrary, though convenient, boundary must be
chosen. Groundwater may flow across such a boundary either into or out of
the aquifer, depending on the hydraulic heads on either side of the bound-
ary. If, for example, the area beyond the arbitrary boundary is a seepage
zone with a permanently high watertable, the head in this zone is fixed and
the flow through the boundary is controlled by the head in the seepage
zone. To calculate the flow across head-controlled boundaries, data on the

hydraulic conductivity at the boundary should be available.
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2.2.6 Lithological variations within the aquifer

No aquifer is lithologically uniform over its entire extent. Both lateral
and vertical variations occur, which can be recognized as facies changes.
In one part of the basin the aquifer may be predominantly sand and gravel,
whereas in other parts fine sand or even silt and clay may predominate
(Reading 1978). Since grain size has a great bearing on hydraulic conduct-—
ivity and porosity, and thus on the flow and storage of groundwater, a
study of facies changes forms an intrinsic part of groundwater basin
modelling. Facies changes can be studied in stratigraphic units known to be
contemporaneous or in groupings of strata without respect to stratigraphic
boundaries or limits. The cross-sections discussed earlier can be used to
determine satisfactory boundaries for facies mapping. If a stratigraphic
unit with clearly defined upper and lower boundaries is selected, one can
calculate the percentage of sand in the total thickness of that unit. When
these percentages are plotted at each control point of a map, lines of

equal sand percentage can be drawn (Fig. 2.14).
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Fig. 2.14 Sand percentage map of a Quaternary formation with relatively
constant thickness
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Another useful type of facies map is the lithologic ratio map. It is made
by calculating the ratio of sand (or sandstone) to all other sediments in a
stratigraphic unit, plotting these ratios on a map, and drawing lines of
equal ratio. Such a map shows the relative importance of sand (or sand-
stone) in the unit. The ratio values range from infinity (a section com-
posed entirely of sand) to zero (no sand). A ratio of 1.0 means the amount
of sand in the unit is equal to the sum of the other sediments. If the unit

consists of only sand and clay, one can prepare a sand-clay ratio map (Fig.

2.15).
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Fig. 2.15 Example of a sand-clay ratio map

Because of the wide range from zero to infinity, it is recommended that the
contour line of value 1.0 be drawn first, followed by contour lines of 2,

4, 8, etc., on one side, and 1/2, 1/4, 1/8, etc., on the other. For a

correct interpretation of the map, an isopach map of the stratigraphic unit

should also be available or the two maps should be combined.
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2.2.7 Aquifer characteristics

The magnitude and spatial distribution of the aquifer characteristics must
be specified. Depending on the type of aquifer (Fig. 2.5), these character-—

istics may be:

. hydraulic conductivity, K (for all types of aquifers)

. storage coefficient, S (for confined and semi-confined aquifers)

. specific yield, i (for unconfined aquifers)

. hydraulic conductivity, K' (for the confining layer overlying a semi-

confined aquifer).
. specific yield, u' (for the confining layer overlying a semi-confined

aquifer)

Various field, laboratory, and numerical methods are available to determine

or estimate these characteristics.

Estimating KD or K from in-situ test data

Without any doubt, aquifer tests are the most reliable methods of determ-
ining aquifer characteristics. We shall assume that the reader is familiar

with these tests. If not, we refer him to Kruseman and de Ridder (1970).

A disadvantage of aquifer tests is their high cost. In regional groundwater
studies usually only a few such tests can be performed and the data they
provide are not sufficient to compile the maps of hydraulic conductivity,
storage coefficient, or specific yield that are needed for proper aquifer
modelling. Supplementary data thus have to be collected by other, perhaps
less accurate, methods. An advantage of some of these methods, however, is

that they can be used on existing wells or bore holes. Examples are:

. well test
. slug test
. point test

A well test consists of pumping an existing small-diameter well at a
constant rate and measuring the drawdown in the well. When, after some

time, the water level has approximately stabilized, steady flow conditions
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can be assumed and a modification of the Thiem equation can be used to

calculate the transmissivity:

KD=———-——1'§2Q 2.1)
W
where

Q = the constant well discharge in m3/d,

Sy = the stabilized drawdown inside the well at steady flow in m,

K = the hydraulic conductivity of the aquifer for horizontal flow in
m/d,

D = the thickness of the aquifer in m.

This equation expresses that the transmissivity, KD, approximately equals
the specific capacity of the well, i.e. the yield of the well per metre
drawdown. A well test can be applied to both confined and unconfined
aquifers, although for unconfined aquifers, the drawdown s, must be cor-

rected: s& =5, " (s;/ZD), where D is the saturated aquifer thickness in m.

Note: Appreciable errors can be made in calculating the transmissivity in
this way, especially when information on the well construction is not
available, or when the well screen is partly clogged. Reasonable estimates
of KD can also be made by applying Jacob's method to the time-drawdown and

time-recovery data from a pumped well (see Kruseman and de Ridder 1970).

A slug test consists of abruptly removing a certain volume of water from a
well, either with a high—capacity pump or with a bucket or bailer, and
measuring the rate of rise of the water level in the well. The slug of

water removed must be large enough to lower the water level by some 10 to

50 cm. Ferris et al. (1962) and Cooper et al. (1967) presented formulas for
calculating the transmissivity and specific yield of an unconfined aquifer
if the well fully penetrates the aquifer. Bouwer and Rice (1976), see also
Bouwer (1978), gave the following equations for partially- and fully-

penetrating wells in an unconfined aquifer (Fig. 2.16):
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Fig. 2.16 Slug test in unconfined aquifer

(2.2)

(2.3)

Values of e for different times fall on a straight line when plotted on

semi-logarithmic paper. For a given value of Le/rw the corresponding value

of C must be read from a graph.
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A point test is a permeability test made while drilling an exploratory bore
hole. When the hole has reached the required deth, a small screen, whose
length equals its diameter, is lowered into the hole. After the casing has
been pulled up over a certain distance and a packer has been placed to
close the annular space, the water level in the pipe is lowered by a
compressor. When the water level in the pipe has stabilized, the pressure
is released and the rate of rise of the water level in the pipe is measured.

Bruggeman (1976) gave the following equation for the change in water level:

_ 2
S, = h e AKtrbrc (2.4)
where
s, = drawdown at time t with respect to the initial water level (m)
h = height of the depressed water column (m)
t = time since the air pressure was released (days)

K = hydraulic conductivity {(m/d)
r, = radius of the screen (m)

r = radius of the pipe (m)

The measured water levels are plotted against the corresponding time on
semi-logarithmic paper (the time on the arithmetic scale). The points fall
on a straight line, the slope of which can be determined. The hydraulic
conductivity of the aquifer material at the depth of the screen is then

found from

(2.5)

g~

K = 0.575

[a [a ]
oo~

. If the water level is lowered by pumping, steady flow is reached within a
few minutes. For this flow condition, the following equation can be used to

calculate the hydraulic conductivity:

- _9Q
h 4msr, (2.6)
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When applying these formulag, one should take into account the skin factor
(resistance of the screen), the storage of water in the pipe, and the in-
ertia forces of the water in the pipe (Uffink 1979). While drilling a bore
hole, one can make this test at different depths of the aquifer and can

then calculate a weighted mean hydraulic conductivity for the whole aqui-

fer.

Estimating K from grain size

Since in regional groundwater studies one is more interested in obtaining
the order of magnitude of K at as many places as possible in the basin,
rather than very accurate values at only a few places, the method of
estimating K from grain size can be a valuable addition to more accurate,

but costly, aquifer tests.

Grain size distribution is commonly expressed by a single parameter: median
(M), or specific surface of the sand fraction (U). The specific surface (U)
is defined as the ratio of the total surface area of the particles to the

surface area of an equal quantity, by weight, of spherical particles of the

same material with a diameter of 1 cm.

Assume w gram of material whose particles are spheres with a diameter of d
cm and a mass density p; the number of particles in w gram material is

then:

w 6w

(1/76)md% md3p

and the total surface area of these particles is:

6w
md3p

The total surface area of w gram of the particles with a diameter of 1 cm

is therefore 6w/p cm?®. The specific surface of the material is
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(2.7)
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Aquifer materials do not generally consist of uniform particles of one
single diameter but of particles of different sizes to be grouped in
fractions, each with certain limits of particle size. This grouping is used
to classify the sands. Table 2.2 gives the classification system, the

particle size limits, and corresponding value of U.

Table 2.2 Classification of sandy materials, grain size limits, and corres-

ponding specific surface (U)

Description Pgr?icle §ize U = %(é + é )

limits (micron) 1 2

d d d in cm

1 2

Silt 16 63 (625 + 160) = 390
Very fine sand 63 83 5(160 + 120) = 140
Fine sand 83 125 $(120 + 80) = 100
Moderately fine sand 125 200 1( 80 + 50) = 65
Moderately coarse sand 200 333 1( 50 + 30) = 40
Coarse sand 333 500 1( 30 + 20) = 25
Very coarse sand 500 1,000 ¢ 20+ 10) = 15
Extremely coarse sand 1,000 2,000 110+ 5)y = 7.5

The specific surface (U) of sand samples of different fractions is usually
determined from the results of a mechanical analysis of the samples for
which a set of standard sieves is used. After sieving the sample, one
welighs the material left behind on each sieve and multiplies the weight
with the corresponding U-values. To find the U-value, the results are

summed and divided by the total weight of the sample:

- b (2.8)
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The relation between the hydraulic conductivity and grain size distribution
of sandy materials has been the subject of numerous investigations. If the
U-value is chosen as-a parameter for the grain size distribution, it
appears that in all the formulas the hydraulic conductivity is inversely
proportional to U?. For homogeneous sands, free of clay, the following

equation applies:

K== P (2.9)

where

porosity of the sand

a factor representing the influence of the shape of the particles

and the voids

Various investigations have shown that the proportionality factor between K
(in m/d) and 1/U%?, or the product KU?, varies from 31 x 10° to 71 x 103
at a porosity of the sand p = 0.40. Most values range from 31 x 10° to

45 x 10° (de Ridder and Wit 1965).

For conditions in The Netherlands, Ernst (unpublished research) found that
the following empirical equation gave the best results when compared with

aquifer tests:

K =54,000U 2C_C,C (2.10)
so cl gr

where
K = hydraulic conductivity, m/d
U = specific surface of the main sand fraction
CSO = correction factor for the sorting of the sand
Ccl = correction factor for the presence of particles smaller than
16 microns
Cgr = correction factor for the presence of gravel

Figure 2.17 shows a graphical representation of these correction factors.
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Fig. 2.17 Correction factors for estimating hydraulic conductivity of sands
from grain-size distribution expressed in specific surface (U)
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The factors CS; takes into account the sorting of the sand, taken as the
total percentage by weight of the three neighbouring subfractions in which
the abundance of grains is greatest. For a sorting of 70 per cent, the
correction factor is 1; for a higher sorting it is greater than 1, and for

a lower sorting it is less than 1.

Clay reduces the hydraulic conductivity of a sand. If the sand sample
contains more than 6 per cent particles smaller than 16 microns, the method

cannot be used.

If gravel occurs intermixed with sand, it obstructs the flow of water and
consequently decreases hydraulic conductivity. Normally, however, gravel
occurs as separate layers whose hydraulic conductivity is high. In the
graph for the Cgr factor, only this effect is considered. The factor Cgr is

greater than 1.

To give an example, suppose a sample is classified as fine sand, with a
sorting of 60 per cent of the grains in the top three fractions, approx-—
imately 2 per cent particles smaller than 16 microns, and no gravel. The

hydraulic conductivity of the sand is (Eq. 2.10):
K = 54,000 x 100" 2 x 0.76 x 0.58 x 1.0 = 2.4 m/d

The grain-size method can be used to estimate the hydraulic conductivity of
sandy materials found in old and new bore holes, provided that their logs
are available and that the logs give sufficient details on the grain size

distribution and on the clay and gravel contents of the layers pierced.

The procedure of estimating an aquifer’'s transmissivity and weighted mean
hydraulic conductivity from grain size data is as follows (Fig. 2.18).
Using the classification of Table 2.2 and Eq. 2.10, one calculates the
hydraulic conductivity of the materials described for each layer. These K-
values are multiplied by the thickness of the individual layers. The sum of
these KD values is the transmissivity of the aquifer. Dividing the sum by
the total thickness of the aquifer gives the weighted mean hydraulic

conductivity, K, of the aquifer.

40




K{m/d) D(m) KD (m2/d)

very fine sand 08 3
(loamy)} U=140 ’ 2.4
moderately fine sand, 6.5 4
U=65, poorly sorted ’ 26.0
coarse sand, U=26
90.4 2 180.8
well sorted
very coarse sand, 81.0 4
U=20 some clay ) 324.0
moderately fine 9.5 4
to fine sand, U=80, ' 38.0
well sorted
+

transmissivity 570.0
clay

K =570/17 = 34 m/d

Fig. 2.18 Estimating transmissivity from grain sizes described in a bore
log

Analyzing grain-size distribution of large numbers of samples in the
laboratory and calculating U-values is time-consuming and costly. Exper-
ienced field staff, using only a magnifying glass with built-in measuring
scale or a sand ruler that contains small quantities of the subfractionms
given in Table 2.2, are often capable of making fairly good estimates of
the average grain size (U) of dried samples, their sorting, and their clay
and gravel contents. The grain-size method can also be applied to these
estimates to obtain an average K and KD of an aquifer. Experience has
shown, however, that the greatest errors in estimating U are made in the
two extreme grain size classes: silts to very fine sands, and very coarse
to extremely coarse sands. It is obvious that estimates of K and KD made in

this way give only an order of magnitude of these characteristics and that

appreciable errors can be made.
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It should also be noted that the proportionality factor of 54,000 in Eq.
2.10 may not be valid for all depositional environments. We would therefore
suggest that the method first be applied at aquifer test sites and that
average KD values be obtained from samples and/or well logs of the observa-
tion wells, If the average of these estimates compares well with the KD
value found from the aquifer test, the method can be applied. If the
comparison is not good, the procedure should be repeated using an adjusted

proportionality factor.

Flow net method

In those parts of a basin where no aquifer tests have been conducted and
where no well or bore logs are available, and indirect method of estimating
the aquifer transmissivity can be used. For this purpose one needs an
accurate watertable-contour map on which one sketches stream lines orth-
ogonally to the contour lines so that a flow net is obtained (Fig. 2.19).
If KD is known for one segment of a stream tube, for example because an
aquifer test has been made there, KD of the other segments in the stream
tube can be calculated by using Darcy's formula in each segment in suc-

cession.

If (KD)A is known, then (KD)B in the next segment is found from

q L W, Ah
BB A A
(KD), = ———=— (KD) (2.11)
B qALAwBAhB A

where
q, = flow in segment A(m®/d)
wA = average width of Segment A
LA = average length of Segment A
AhA = potential drop across Segment A
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Fig. 2.19 Flow net for calculating the transmissivity KD in consecutive
segments of a stream tube

In this way, one can obtain the spatial distribution of KD for the whole
length of the stream tube. The ratio qB/qA represents the relative change
in flow in the stream tube due to recharge and discharge of groundwater, If
q can be regarded as a constant, the ratio can be taken as one, otherwise

the various recharge and discharge terms must be known to determine the

qB/qA ratio.

Other methods

Several other techniques of determining aquifer characteristics exist, but
their application is restricted to specific hydrogeological conditions. In
coastal aquifers in direct contact with the ocean, for instance, the
transmission of tidal waves in the.aquifer can be measured in a few observa-
tion wells placed on a line perpendicular to the coast. The water level

data can then be used to calculate the aquifer characteristics (Todd 1980;

Wesseling 1959, 1973; de Ridder and Wit 1965; van der Kamp 1973).
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In a riverine area receiving steady seepage from a river, the leakage
factor of a semi-confined aquifer can be determined in a similar way, i.e.
by using water level data from a few observation wells placed on a line

perpendicular to the river (Wesseling 1973).

Observing the change in watertable after an instantaneous change in the
water level of a (straight) river tract or canal allows the value of

1
(KD/u)? of an unconfined aquifer to be calculated (Edelman 1947, 1972;
Stallman 1962; Huisman 1972).

Finally, the water balance method can be used to calculate the hydraulic

resistance of the confining layer overlying a semi-confined aquifer (see

Section 4 of this Chapter).

7
¢
i

-
é
s
N
NN
R

/\\\’/
g

“

///
[e]
QW

o

> U////“il
7
/

\\(\\m,///////(“\\l/////

T=---2000-"—~-~

~~~-1000-—-_,

~

/ .
s/ o=site of
i aquifer test
. s =site of
Vi -0 bore hole
s, \\\wu;// \:.l
SR\ N

Fig. 2.20 Aquifer transmissivity of a hypothetical basin in m?/d
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Hydraulic conductivity map

The model requires quantitative data of the aquifer's hydraulic conductiv-
ity. For this purpose the transmissivity data obtained from aquifer tests,
well tests, slug tests, point tests, and estimates from well or bore logs
and flow-net calculations should all be used to compile a (preliminary)
transmissivity map (Fig. 2.20). A hydraulic conductivity map can then be
compiled. To do so, one superimposes the transmissivity map on the isopach
map (Fig. 2.17) and reads the thickness and the transmissivity at the
intersections. One finds the hydraulic conductivity K at the intersections
by dividing KD by D. These K-values are plotted on a separate map and lines

of equal hydraulic conductivity are drawn.

Estimating specific yield

The specific yield, u, is a characteristic property of unconfined aquifers.
It is a dimensionless parameter that characterizes the storage capacity of
such aquifers and is usually defined as the ratio of the drainable volume
to the bulk volume of the aquifer, or the difference between the porosity
and the specific retention, also known as field capacity or water-holding

capacity.

The specific yield can be determined from the data of an aquifer test. Such
tests, however, must last several days or even weeks to ensure that the
calculated value of y is reliable. Specific yield can be measured by a
variety of other techniques. One can, for example, take soil samples and
determine in the laboratory the difference between the volumetric-water
content at saturation and the water content when most of the water has

drained from the pores (water content at field capacity).

Another technique, often used in experimental fields, consists of measuring
the drop in watertable, Ah, and the amount of water drained from the field,
Q. The specific yield is found by dividing the quantity of drainage water

by the drop in watertable (u = (Q/A)/Ah, where A is the area).
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In large groundwater basins, any of these techniques are time-consuming and

therefore costly, so their use will probably be limited to just a few

sites. This produces a far from reliable picture of the areal distribution

of the specific yield. An experienced hydrogeologist may be able to estim-—

ate the specific yield from data on grain size. If so, these estimates can

be valuable additions to the few,

means.

To estimate the specific yield of
fining layer) from available bore
cedure as outlined in Figure 2.18.

of different materials are (Table

Table 2.3 Orders of magnitude and

more precise, data collected by other

an unconfined aquifer (or a covering con-
or well logs, one follows the same pro-

Orders of magnitude for specific yield
2.3):

ranges for specific yield of different

materials (after Morris and Johnson 1967)

Type of material

Specific yield (per cent)

Range Mean
Coarse gravel 13 25 21
Medium gravel 17 44 24
Fine gravel 13 40 28
Coarse sand 18 - 43 30
Medium sand 16 — 46 32
Fine sand 1 46 33
Silt 1 39 20
Clay 1 18 6
Loess 14 22 18
Eolian sand 32 47 38
Tuff 2 - 47 21
Sandstone (fine) 2 40 21
Sandstone (medium) 12 41 27
Siltstone 1 33 12

Note that for all the control points in the area a weighted mean specific

yield should be calculated for the zone in which the watertable fluctuates
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or is expected to fluctuate in the future. To be on the safe side, one
should make the calculations from the land surface down to some 10 to 15 m

below the present mean watertable elevation.

Estimating storage coefficient

The storage coefficient of a confined or semi-confined aquifer cannot be
derived from grain size data, but is usually determined from field test

data (aquifer tests). Since the storage coefficient is a function of the
depth and thickness of the aquifer, its order of magnitude can also be

estimated, using the following equation:
S = 1.8 x lo_s(dz—d ) + 8.6 x 10 %(d°"3-d""3) (2.12)
1 2 1

where d and d are the depths of the upper and lower surface of the
1 2
aquifer below ground surface, respectively (van der Gun 1979). S can be

estimated from Figure 2.21.

The logs of all existing, fully penetrating wells and bores can thus be
used to estimate the storage coefficient of confined and semi-confined
aquifers. These data, together with the data on storage coefficients
derived from aquifer tests, are plotted on a map and lines of equal storage

coefficient are drawn.

Note: In the above discussion we have emphasized the efforts that should be
made to obtain as complete a picture of the magnitude and spatial distribu-
tion of the aquifer characteristics as possible. Owing to the geological
complexity of. most aquifers and to the inaccuracies involved when applying
the methods we have described, the picture will never be complete, nor can
the values of the aquifer characteristics be precise. One should therefore
not be surprised, when calibrating the model, to find that even the best
maps of hydraulic conductivity, storage coefficient, and specific yield
need adjustment. The hydrogeologist's main task is therefore, to determine

the order of magnitude of these parameters in different parts of the basin
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and, on the basis of a proper knowledge of the lithological variations
within an aquifer and its confining layer, if present, to indicate the
range within which the parameter values may vary. As shown in Table 2.3,
the range for specific yield of different granular materials is fairly

wide. .
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Fig. 2.21 Coefficient of elastic storage as a function of aquifer thickness
(D) and depth (d;) below the aquifer surface. Nomograph based on Eq. 2.12
(after van der Gun 1979)

2.3 Hydrological stress

Hydrological stress exerted on a groundwater basin =~ from the infiltration
of rainfall and/or irrigation water, from stream-bed percolation, evapo-

transpiration, groundwater discharge by streams and springs, and pumping

48




from wells - 1is reflected in the configuration and fluctuation of the
watertable in the basin. As part of the hydrogeological investigations, a

watertable survey should therefore be made.

The development of a groundwater basin model requires that sufficient and
reliable data on the watertable be available because the model is cali-
brated by "history matching'". This means that computed watertable elev-
ations are compared with actually measured ones. The collection and evalu-
ation of watertable data is therefore an important part of groundwater

basin modelling.

2.3.1 Watertable elevation

To study the magnitude and distribution of the hydraulic head in a basin,
an appropriate network of observation wells and/or piezometers must be
established throughout the basin and along its boundaries. The number and
spacing of the wells and piezometers depends on the size and hydrogeo-
logical conditions of the basin, and on the type of problem that is to be

studied.

For confined and unconfined aquifers, sets of single observation wells will
suffice, but for semi-confined aquifers, sets of double observation wells
or piezometers are needed: one set in the aquifer and one set in the

covering poorly permeable layer.

In selecting proper sites for observation wells, one must consider vari-
ations in aquifer thickness, lateral and vertical variations in the aqui-
fer's lithology, and the structural deformation of the aquifer, if any.
More observation wells than elsewhere are needed in local recharge areas
(e.g. irrigated areas), in local discharge areas (e.g. areas where ground-
water is abstracted from wells), and in areas where abrupt changes in
hydraulic gradient occur (e.g. near a fault). Special observation wells are
needed to specify the conditions at the aquifer's boundaries. Gauging
stations in surface water courses and surface water bodies (lakes, seas,

and oceans) should be established and included in the network.
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Once the network of observation wells has been established, the water
levels in all the wells should be measured at least once a month and for at
least one year. Preferably the measurements should extend over two or more
years. For specific, local problems, more frequent water level readings may

be required, say weekly or even daily.

The water level data are used to draw the following maps:

. watertable-contour map
. depth-to-watertable map
. watertable-change map

. head-difference map (if applicable).

To start the computer calculations, one must know the initial watertable
elevations throughout the basin. For this purpose a watertable-contour map
at the starting date of the calculations must be made. To calibrate the
model, such maps are also needed for each successive time unit chosen for
modelling. If the time unit is a month, monthly watertable-contour maps

over the whole calculation period are needed.

To explain any anomalies in hydraulic gradients and any groundwater mounds
and depressions, the watertable contour map should be studied in combina-
tion with the geological data. Any human activities that may affect the

watertable should also be taken into account.

For a semi-confined aquifer, two watertable-contour maps must be drawn: one

for the aquifer, and one for the covering layer.

Although not required for the model, maps of the depth-to-watertable,
watertable fluctuations, and head-differences can provide a valuable
insight into the hydrogeological conditions of the basin and its ground-

water regime.

Note, Our model is based on the assumption that the aquifer to be modelled
contains fresh water whose mass density is approximately the same through-
out the aquifer. Variations in mass density, which may occur in both

horizontal and vertical directions cannot be simulated by the model.

Groundwater density is a function of salinity and temperature. To determine

the salinity of the groundwater, water samples are taken in a number of
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representative observation wells and piezometers placed at different

depths, and their total dissolved solids content or electrical conductivity

is determined. Geoelectrical prospecting can be a valuable addition to

these findings. The results obtained should be plotted on a map, and lines

of equal total dissolved solids content or electrical conductivity are then

drawn. If these maps reveal great variations in salinity, it will not be

possible to develop the model.

It may happen, however, that the groundwater in the major part of the basin

is fresh, but salty in a minor part or along the boundary. To compile a

contour map of the watertable or potentiometric surface, the water level

readings from observation wells and piezometers placed in the salty ground-

water must be corrected for the difference in mass density. For horizontal

flow the pressure distribution in the water is hydrostatic. If the inter-

face between fresh and salt water is sharp and we assume a horizontal

reference level coinciding with the bottom of the piezometers (z =

can convert the water level h
2

0), we

of the piezometer in the salty groundwater

with a mass density p into a water level for the fresh water with mass
2

density p , using the following equation (Fig. 2.22):
1

P
h (fresh water) = h -2 (2.13)
2 2 )
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Fig. 2.22 Aquifer with fresh and salt groundwater with a sharp interface
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2.3.2 Type and extent of recharge areas

Estimating the recharge of an aquifer forms a basic part of any groundwater
study, and it is not the easiest part. The difficulty is that the process
by which rainfall or surface water infiltrates‘info fhe soil, moves dé;n—
ward through the unsaturated zone, and eventuélly joins fhe groundwater as
"deep percolation” is not well understood. In arid zones, where rainfall is
scanty and irregularly distributed in space and time, the problem takes on

even larger dimensions than in humid zones.

The type and extent of recharge areas and the sources of recharge should
first be determined. Although they will differ for different types of aqui-
fers, the main factors governing the recharge of all aquifers are topogra-

phy, surface geology, and climate.

Confined aquifers, as occur in deep downwarped basins, are usually recharged
along the rim of the basin where the formations containing the aquifer out-
crop on the surface. A portion of the rain that falls on these outcrops in-
filtrates and joins the groundwater. Aerial photographs can be used to de-
lineate these outcrops and to determine their areal extent. A field survey
is needed to specify the types of rock or sediments that make up the out-
crops., Besides percolation of rainfall, other sources of recharge can be
stream-bed percolation and surface runoff from adjacent hilly terrain. The
amounts of deep percolation of each component should be specified either by
taking direct measurements or - as is usually done - by determining the
deep percolation as the residual of the amounts of surface water supply,
use, and discharge. Relatively small errors in these amounts, however, may
cause large errors in the estimated deep percolation because deep percola-
tion constitutes only a small proportion of the surface water supply, use,

and discharge.

Another source of recharge to confined aquifers may be water migrating
through confining layers within the basin. Few confining layers are truly
impermeable, unless they lie at great depth and are thick and strongly com-—

pacted by a thick overburden.

Other recharge zones occur in the vicinity of positive relief features

(interfluves, high grounds, mountain formations). These zones are character—
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ized by a convexity of the aquifer's piezometric surface and by water
pressures that diminish with depth, thereby indicating the existence of

downward flow through underlying poorly permeable confining layers.

Hence,nio delineate and specify recharge zones, not only aerial photographs
should be studied, but also the piezometric surface in relation to the re-
lief and the exchange of water through conffning layers. If such an exchange
of water occurs, the aquifer is not truly confined, but is instead semi-

confined.

Unconfined aquifers with a deep watertable are recharged by rainfall perco-
lation, stream-bed percolation and, in irrigated areas, irrigation percola-
tion (percolation from the canal system and from the fields). Here too, the
convexity of the watertable under stream channels, main irrigation canals,

and frrigated fields is proof of such recharge (Fig. 2.23).
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Fig. 2.23 Example of a losing stream.

Watertable-contour map.

Cross-section over stream valley; convex watertable under stream channel
due to percolation from stream bed.

The surface of an unconfined aquifer is seldom entirely flat. Instead it
shows minor and sometimes major relief features such as interfluves, sand
ridges, and sand hills. In unconfined aquifers with relatively shallow

watertables, these high grounds are the recharge areas.
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Characteristic of these recharge areas are the convexity of the watertable
and relatively large watertable fluctuations (Fig. 2.24), and also a low
salt content of the groundwater and an anomalous temperature gradient in
the groundwater. In the temperate zones with excess rain in the cool
seasons, for example, recharge areas are characterized by 'too low" a
temperature in the zone where the annual temperature wave is negligible,

i.e. below a depth of approximately 25 m.
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Fig. 2.24 Section through an undulating sandy area showing average summer
and winter watertables and the corresponding water levels in brooks and
rivulets (Ernst et al. 1970).

Curve |: December 1965

Curve 2: Average winter level

Curve 3: September 1965

Curve 4: Average summer level
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2.3.3 Rate of recharge

Several methods can be used to estimate the recharge of unconfined aqui-
fers. (Some of these methods can also be used on the outcrops of confined

aquifers.)

Groundwater flow

The first method involves a study of the groundwater flow. Some aquifers
are drained by springs. Measuring the discharge of the springs gives an
indication of the recharge. If most of the recharge occurs just upstream of
an aquifer, Darcy's formula can be used to calculate the groundwater flow

through a section of the aquifer downstream of the recharge area:

_ dh
Q=KD g~ Bn (2.14)
where
Q = the flow over a period of n days
dh/dx = the hydraulic gradient
B = the width of the section

An advantage of this method is that it covers all recharge from rainfall
and percolating surface water from streams and water courses and can be
used for both confined and unconfined aquifers. Seasonal variations in Q
are in accordance with seasonal variations in the hydraulic gradient. Of
course, to apply this method one must have an accurate watertable-contour

map and accurate data on the transmissivity of the aquifer.

Rainfall-watertable relation

The second method involves the elaboration of data on rainfall and/or

irrigation water supply, and data on the seasonal variations in watertable.
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as this method refers to recharge at the surface only, it cannot be used
for truly confined aquifers, except at their outcrops along the rim of the
basin. If the watertable is relatively deep and there is a seasonal re-

charge from rainfall (or irrigation), the watertable will fluctuate as

shown in Figure 2.25.
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Fig. 2.25 Computation of annual recharge from seasonal variations in water-
table due to rainfall or irrigation

The annual rise in watertable (r) is plotted against the corresponding an-
nual rainfall (P), so that an average relationship between the two quan-
tities is established. Extrapolating the straight line until it intersects
the abscis gives the amount of rainfall (or irrigation water) below which
there is no recharge. Any quantity less than this amount if lost by evapo-

transpiration and runoff,

Runoff hydrograph

A third method involves the elaboration of data on discharge measurements
of streams. A graph showing the discharge with respect to time is called a
hydrograph. Any hydrograph can be regarded as a hydrograph of surface
runoff superposed on a hydrograph of groundwater flow. To separate the two,
Gray (1970) describes several methods. Although such separations are

somewhat arbitrary and artificial, their results are more reliable than
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otherwise when applied to flow regions with distinctly alternating wet and

dry periods. Figure 2,26 shows such a situation.

e
X

dry ™ wet period dry period wet

Fig. 2.26 The use of stream flow-depletion curves in assessing groundwater
storage

The dotted area represents the groundwater outflow originating from the
previous wet period; this flow slowly decreases, being Q] at the start of
the next wet period and sz at the end of that period. Because of the
groundwater recharge in the wet period, the groundwater outflow increases.
The amount of recharge is equal to the sum of the double hatched area
(representing the additional groundwater outflow during the wet period) and
the single hatched area (representing the additional groundwater outflow in
the next dry period). The additional outflow in this dry period is caused
by the increase in groundwater storage during the wet period. If a linear
relation between groundwater outflow and groundwater storage is assumed,

expressed by:

(2.15)

o0
1]

Q

wn

the increase in groundwater storage can be indicated by Q a/a. The value of
2

0 can be derived from the slope of the depletion curve (which is the tail

end of a hydrograph) drawn on semi-logarithmetic paper. The recharge of the

groundwater thus equals the double hatched area plus Qza/u.
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Lysimeters

A fourth method involves lysimeter studies. A disadvantage of lysimeters is
that they require natural soil blocks to be collected from different
recharge areas. Moreover, the recharge measured from lysimeters refers only
to the recharge from rainfall on the soil surface. Any other source of
recharge, e.g. from lateral or upward inflow of groundwater, is not taken

into account.

Tensiometers

A fifth method measures recharges by tensiometers installed in the upper |
to 2 m of the soil profile. As the results obtained in this way apply only
to a small area, many installations are required to cover an entire re-

charge area.

Isotopes

A sixth method includes the tritium tagging method. Tritium is injected, at
a depth of about 70 cm, before the commencement of the rainy season. The
injection sites are selected on the basis of geology, topography, drainage
pattern, and soil type. After the rainy season, soil core samples are taken
and the variation in tritium activity and moisture content with depth are
measured. This allows the tracer movement to be estimated and the recharge

to be calculated (Athavale et al. 1980).

Stream flow

In streams and water courses whose water levels are higher than the water-
table in the adjacent land, one can obtain an idea of the amount of water
that these streams lose to the underground by measuring the flow in differ-
ent sections of the stream. The difference in flow between two measuring
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points indicates the amount of water lost in the tract between those two

points.

2.3.4 Type and extent of discharge areas

Discharge areas are areas where the aquifer loses water by overflow,
evaporation, diversion, migration through confining layers, and pumpage. A
study of topographical maps and aerial photographs, in addition to field
surveys, will be of great help in determining the type of discharge areas

and in delineating them.

The overflow may appear as springs or as general groundwater outflow that
contributes to the flow of streams and other natural or artificial water

courses (Figs. 2.27 and 2.28).

wa fe"fable

water tbye ) seep or spring

spring
fault

Fig. 2.27 Two types of springs. The fault acts as a barrier to groundwater
flow

2.3.5 Rate of discharge
Springs

Springs are the most obvious form of groundwater discharge. They occur in

all sizes, from small trickles to large streams. Their occurrence is
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governed by local hydrogeological conditions. Some springs have a fairly
constant discharge, but most of them have variable discharges: high during
and after rain, low or nil in the dry season. Some aquifers lose water
through large off-shore springs, e.g. aquifers on the island of Crete and
other coastal aquifers along the Mediterranean Sea. To determine the total
quantity of groundwater discharged by springs, regular measurements of

their flows must be taken, say monthly or seasonally.

Stream-base-flow/watertable relation

In shallow watertable areas considerable quantities of groundwater are dis-
charged by seepage into streams and smaller natural drainage channels (Fig.
2.28). Seepage of groundwater into a stream occurs when the watertable ad-

jacent to the stream is higher than the water level in the stream.

The groundwater discharge towards stream channels can also be estimated
from the separation of hydrographs (Section 3.3). Here one foéuses not on
flood hydrographs, which show short high-intensity rainfalls, but on the
depletion curve of hydrographs during fair-weather periods when all flow to
streams is contributed by groundwater discharge. Curves are then prepared
by plotting the mean watertable elevations within a basin againsﬁ the

corresponding groundwater discharges (Fig. 2.29).

stream
AN

~

~

. direction of o
\ groundwater watertaple
flow

Fig. 2.28 Unconfined aquifer draining into a stream
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mean watertable
depth {m below surface)
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for period when ETis low
— — for period when ETis great

-
base flow {m¥s]

Fig. 2.29 Rating curve of mean watertable elevation compared with base flow

" In areas with distinct hot and cold seasons two curves will be obtained,
one for the hot season when evapotranspiration from groundwater is high,
and one for the cold season when evapotranspiration is so low that it can
be neglected. With these rating curves and the mean watertable depths for
one year, surface runoff and base flow can be separated from a stream

hydrograph (Fig. 2.30).

streamflow
discharge (m%/s)

A

Fig. 2.30 Streamflow hydrograph in which surface runoff and base flow com-
ponents have been separated
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Evapotranspiration

Evapotranspiration is the combined effect of the evaporation of water from
meist soil and the transpiration of water by natural vegetation and culti-
vated crops. Determining these water losses to the atmosphere is not an

easy task; cooperation with an agronomist specialized in the subject may be

necessary to obtain reliable information on this discharge.

First of all it should be recognized that many factors play a role in the
evapotranspiration from a groundwater basin: climate, soils, soil water
availability, soil fertility, crops, cropping pattern and intensity,
environment and exposure, cultivation practices and irrigation methods. One
must therefore compile a land use map indicating the areas covered with
natural vegetation and cultivated crops, waste areas, bare soils, urban
areas, surface water bodies, etc. Since the water consumption of various
crops differ, a crop survey must be made and a map compiled of the cropping
pattern. A soils map and depth-to-watertable maps for the growing season
should also be made, if they are not yet available. Existing climatological

data should be collected and evaluated.

Because of the difficult and time-consuming procedures involved in obtain-
ing direct measurements of water use by crops and natural vegetation, a
large number of methods (more than 30) have been developed to calculate
these values. Among these methods, the four most widely used are those of
Blaney-Criddle, Penman, and the radiation and pan evaporation methods. The
choice of method depends primarily on the type of climatic data available.
It is beyond the scope of this book to describe these methods and we refer
the reader to Doorenbos and Pruitt (1977) who give an excellent review of

them.

In shallow watertable areas, the groundwater contributes to evapotranspir-
ation through capillary rise. This discharge is determined by the depth of
the groundwater below the root zone, the capillary and conductive prop-
erties of the soil, and the soil water content or soil watér tension in the
root zone, At certain depths below the root zone, depending on the type of
soil and provided that impermeable layers do not occur, the groundwater

will contribute less than | mm/d to the root zone. These depths may be
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Fig. 2.31 Contribution of groundwater to the root zone in mm/d for differ-
ent depths of the watertable below the root zone and for different soil
types under moist conditions (soil water tension of root zone approximately
0.5 atm.) (after Doorenbos and Pruitt 1977)
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taken at approximately 50 to 90 cm for coarse and heavy textured soils and
about 120 to 200 cm for most medium textured soils (op.cit.). Figure 2.3l
shows the upward rate of groundwater flow in mm/d for different depths of
groundwater below the root zone and for different soil types, under the
assumption that the soil in the root zone is relatively moist, i.e. soil

water tension equals about 0.5 atm.

In practice, potential evapotranspiration is often estimated from a measured
or calculated evaporation rate from a free water surface. A simple correl-

ation between the two is then assumed to exist:

E =fE (2.16
P )
where

Ep = the potential evapotranspiration rate

E = the evaporation from a free water surface

The empirical conversion factor f depends on the reflectivity of the crop,
on the season, the climate, and the size of the cropped area. If differ-
ences in the factor f resulting from physiological variation of the crop
during the growing season are disregarded, Table 2.4 can be used as a first

approximation.

Table 2.4 Values of £, in Ep = f E (after van der Molen 1971)

Values of the factor f, in Ep =fE

Humid Arid or semi-arid
Crop temperate tropical large area small (less than | ha)
winter summer winter summer summer
Wet, after rain 0.9 1.0 1.0 1.0 1.2 1.5
or irrigation
Short grass 0.7 0.8 0.8 0.8 1.0 1.2
Tall crop (wheat, 4 g 1.0 1.0 1.2 1.5
sugar cane)
Rice 1.0 1.0 1.2 1.0 1.3 1.6
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On an annual basis, evapotranspiration can be estimated as being the
difference between rainfall and total outflow from the area (surface water
outflow, subsurface water outflow, and exported water, if any). Any changes
in soil water storage, groundwater storage, and surface water storage are
neglected because a long period is taken, Such changes cannot be neglected
if shorter periods of, say, one day, one week, or one month are considered,
which are precisely those used in groundwater modelling. To make a fair
estimate of the monthly evapotranspiration losses, one must therefore
conduct the extensive field surveys mentioned above, and use one or more

of the appropriate calculation methods. The numerical model requires that

the areal variations in the monthly evapotranspiration losses be specified.

Upward seepage

An aquifer can lose water by upward seepage through an overlying slightly
permeable layer. Whether this happens can be determined by placing piezo-
meters in the aquifer and in the overlying layer (Fig. 2.5C). If the head
(h) in the aquifer is higher than the head of the free watertable in the
covering layer (h'), the aquifer loses water by upward seepage. Consequent-
ly the watertable in the covering layer will rise to, or close to, the
ground surface. Areas where such upward seepage occurs are usually moist or
swampy and are real discharge areas.vThe water discharges by evapotranspir-
ation of the rich natural vegetation and/or by small natural drainage

channels.

The total discharge from such areas can be estimated by measuring the sur-
face water outflow, if any, and by estimating the evapotranspiration, as

discussed above. It can also be calculated with Darcy's equation:

_ 1
q=x =R (2.17)
D
where
q = rate of upward seepage (m/d)
K' = hydraulic conductivity of the covering layer for vertical flow

(m/d)
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D' = saturated thickness of the covering layer (m)
h = hydraulic head in the aquifer (m)
h' = hydraulic head in the covering layer (m), see Fig. 2.5C
Note: K'/D' = 1/c, where ¢ 1s the hydraulic resistance of the (saturated)

covering layer, as is commonly determined from aquifer test data.

If the head difference (h -'h') is negative, as is often found in irrigated
areas, the aquifer will gain water by vertical downward seepage through the

covering layer,

Although our model cannot handle multi-aquifer systems, we must point out
that the "impermeable" layer underlying the aquifer (Fig. 2.5C) may in fact
not be impermeable. Depending on the head differences above and below that
layer, the aquifer may lose or gain water through it. To find out whether
this occurs, one must place double piezometers above and below the layer
and determine its hydraulic resistance. The vertical exchange of ground-

water through the layer can then be estimated.

Horizontal outflow

All types of aquifers may lose groundwater by lateral subsurface outflow
through natural or imposed boundaries. The outflow rate must be determined

or estimated, using the methods discussed earlier.

Groundwater abstraction

Finally, tube wells and pumping stations that abstract groundwater for
domestic, industrial, or irrigation water supplies can be regarded as dis-
charge areas. To estimate the total abstraction from the aquifer, an
inventory of all pumped wells should be made. If pump records are not
available, the yield of the wells can be measured and inquiries made about
their time of operation (hours per day, days per week, weeks per months,
and months per year that the wells are pumped). If available, data on fuel
or electricity consumption can be used to estimate the daily or monthly

abstraction of the wells. 66
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2.4 Groundwater balance

The continuity concept requires that a balance must exist between the total
quantity of water entering a basin and the total amount leaving the basin.
In its most general form, the water balance equation (or the equation of

hydrologic equilibrium) reads:

surface inflow + subsurface inflow surface outflow + subsurface outflow
+ precipitation + imported water + evapotranspiration + exported

+ decrease in surface storage ~| water + increase in surface storage
+ decrease in groundwater storage + increase in groundwater storage

The groundwater balance equation can be expressed as:

(Perc + Qper +Q * lei)_(Et M er * Qdo * leo) = ASgrw (2.18)

up

where (Fig. 2.32):

Perc = percolation of water from precipitation through the unsaturated
zone to the watertable (effegtive precipitation)

Qper = percolation of water through stream beds, other water courses,
and surface water bodies which have water levels higher than
the watertable in the adjacent land

Qup = upward vertical seepage entering the aquifer through an under-
lying slightly permeable confining layer

lei = lateral subsurface inflow from adjacent areas which have a

higher watertable than that in the aquifer

Et = evapotranspiration from shallow watertable areas (capillary
rise from the shallow groundwater into the unsaturated zone
and evapotranspiration)

Qd = outflow of groundwater into streams, open water courses, and
other water bodies which have water levels lower than the
watertable in the adjacent land

Qd = downward vertical seepage leaving the aquifer through an

underlying slightly permeable confining layer
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leo = lateral subsurface outflow into adjacent areas which have a
lower watertable than that in the aquifer
AS = change in groundwater storage
grw
bo?ndary Pr Et

boundary

watertable g

Fig. 2.32 Flow components for assessing a groundwater balance

Similarly, the water balance of the unsaturated zome can be written:

(Pr + Irr - R.off) - Et - W = Assm (2.19)

where (Fig. 2.33):

Pr = precipitation

Irr = irrigation water supply

R.off = surface runoff

Et = evapotranspiration

W = (Perc — Cap), flow acrosé the lower boundary of the soil water
zone, where Perc is percolation and Cap 1is capillary rise. W

can be positive or negative
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Assm = change in soil water storage, where soil water storage is the
amount of water retained by the soil up to a maximum of field

capacity

When the hydrogeological investigations have been completed and the inflow
and outflow components of the aquifer have been quantified, an overall
groundwater balance of the basin must be assessed. This is needed because
the model calculations include the computation of individual groundwater
balances of the sub~areas into which the basin will be divided. On an
annual basis, the sum of all these individual groundwater balances should
agree with the basin's overall annual groundwater balance. The groundwater
balance is thus one of the means of verifying the groundwatér model,
provided that all the inflow and outflow components have been correctly
determined and that the equilibrium equation indeed balances. This will
seldom happen, however, because some of its components are subject to minor
or major errors. These errors must first be corrected by reconsidering the
available data and the methods that had been used to quantify the compon-—

ents in question.

Et

|

-—— »R. off

N7/ NN\ NNZNS77

unsaturated zone

B S Y T

Fig. 2.33 Flow components for assessing a water balance of the unsaturated
zone
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Estimating unknown components

The water balance technique itself is a valuable tool for quantifying cer-
tain components of the equation that are otherwise difficult to determine.
A water balance is commonly assessed for a certain period, which is chosen
in such a way that all the values of the various components of the equation
are known, with the exception of one. Under controlled conditions, as in
lysimeters for example, where the quantities of rain, irrigation water, and
water drained from the lysimeter have been measured, the unknown quantity

of water lost by evapotranspiration can be calculated: Et = Pr + Irr - Dr.

When applying thds approach, one must know the numerical values of the
components with great precision, otherwise the result may be misleading;
inaccuracies in one or more of the known quantities may exceed the magni-
tude of the unknown quantity. Inaccuracies in the major components strongly
affect the value of a minor component; errors of a few hundred per cent are

possible.

It is often possible to simplify the groundwater balance equation. If, for
example, the period is chosen as the time between two irrigation applica-
tions, the soil water storage at the beginning and the end of the period is
at field capacity. This means that the change in soil water storage over

this period is zero and can thus be eliminated from the equation. .

Another simplification is to choose a period without rain (Prec = Q) or a
period at the beginning and the end of which the watertable is at the same
elevation so that there is no change in groundwater storage (ASgrw = 0).
One can also choose an appropriate area, for instance a portion of the
aquifer where no surface inflow and outflow occurs (Qper =

where the watertable is deep (Cap = 0).

In an aquifer with a shallow watertable where the only discharge is by
drainage to streams and water courses (er), where no surface water is im-
ported or exported, and where the change in groundwater storage can be neg-
lected because a long period of time is considered, the balance equation

simplifies to:
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er

R=—- (Pr - Et) (2.20)

where

=
It

the net recharge of the aquifer

the horizontal surface area

b
1]

and the other symbols are as defined earlier.

This equation shows the practical significance of the net subsurface inflow
to the aquifer. The quantity RA represents the difference between the aver-
age amount of water drained by streams and water courses and the average
supply (Pr - Et)A. Obviously, the net recharge (R) can be either positive
or negative. Negative values of R indicate recharge areas, i.e. areas where
the net supply (Pr - Et)A exceeds the discharge (er), and positive values

indicate discharge areas where the opposite is true.

Estimating aquifer characteristics

The water balance technique can even be used to estimate averages of
certain aquifer characteristics. Determining the hydraulic resistance of
the confining layer covering a semi-confined aquifer, for instance, often
poses a problem, because it would require several aquifer tests at appro-
priate places in the basin. If such tests cannot be made, the order of
magnitude of this aquifer characteristic can be obtained by assessing a
groundwater balance. The procedure is as follows. One selects a month, say
a month in the rainy season during which the rainfall has been measured. In
this month of rainy weather and cloudy skies, the evapotranspiration is so
slight that, as a first approximation, it is neglected. Double piezometers,
one set placed in the aquifer and one set in the covering layer, show a
watertable rise in the covering layer. A soil survey has enabled a fair
estimate of the specific yield of the covering layer to be made. The water
level readings from the piezometers show a difference in head between the
shallow and the deep piezometers, The average head difference for the month

can be determined. If there is no inflow or outflow of surface water in the
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area, nor any pumpage from wells, nor artificial recharge, the groundwater

balance equation then reads:

h' - h _ ., bn'
Pr - —7—-= ASgrw =¥ A (2.21)

The hydraulic resistance, c, of the confining layer is the only unknown in
this equation and can be solved from the equation. Uncertainty exists, of
course, in the estimated value of p', which can be higher or lower than the
assumed value. The calculations can therefore be repeated for, say, a value
of u' two times higher and two times lower than the value assumed. New v
values of ¢ are then found and from them an average value can be calcu;
lated. If a negative value of ¢ is found, the assumed factor of two was
erroneous, and the calculations should be repeated for a lower value. In
this way it is possible to find the maximum value that u' can assume for

given data on rainfall, head difference, and rise in watertable.

Another month can be selected, for example one in which there was no rain-
fall (Pr = 0). The evapotranspiration is estimated from climatological
data. During the month a watertable rise in the covering layer was ob-
served, and the water levels in the deep piezometers were, on the average,

a given height above those of the shallow piezometers. The specific yield

of the covering layer is not known but can be estimated from soil survey
data. This information allows the order of magnitude of the hydraulic

resistance of the covering layer to be determined.

- 1 [}
Pr - Et + %9— - As =y AR (2.22)

The value of ¢ can be solved from this equation, but it may be erroneous,
because uncertainties exist in both the evapotranspiration and the specific
yield. The effect of these uncertainties on the value of c should therefore
be examined. Firstly a higher and a lower value of p' is assumed, within
the range that seems reasonable, e.g. two times higher and two times lower
than had previously been assumed. New values of c are then found. Next,
possible errors in the evapotranspiration are examined, for example by

taking a higher and a lower value of Et. Finally, the calculations are
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repeated on the assumption that errors in both evapotranspiration and
specific yield occur simultaneously. This results in two values of c. The
mean of these two values can be determined, although one must be aware that
the real value of ¢ can be a factor x higher or lower than the calculated

value.

Final remarks

The water balance approach or any of the other above approximate methods of
estimating aquifer characteristics should not be regarded as a substitute
for the more accurate methods of aquifer tests or field experiments.
Approximate methods are not appropriate in the study of local problems such
as the planning of a new pumping station for drinking water supply. For
such problems, whether being solved analytically or numerically, it is wise
to conduct one or more aquifer tests to find reliable values for the

aquifer characteristics,

Things are different when one is working in large groundwater basins,
extending over hundreds or even thousands of square kilometres. In such
basins one cannot conduct aquifer tests in unlimited numbers because the
costs would be prohibitive. Less costly methods, approximating the aqui-
fer's characteristics, are then a valuable addition to the more accurate
methods. The experienced groundwater geologist, however, will know that
even aquifer tests do not yield precise values, the reasons being the
heterogeneity of the aquifer material and confining beds, the limited
number of observation wells and/or piezometers, and the graphical methods
frequently used to derive the aquifer characteristics. With only one or two
observation wells or piezometers, the flow pattern around a pumped well
cannot be properly analyzed, so the assumptions made as to the flow system
provoked by the pumping are probably erroneous. Determining aquifer charac-
teristics by graphical methods is not precise because more often than not,
when trying to fit field data plots with standard curves, one finds that
different matching positions are possible. Particularly sensitive in this

respect is the value of the hydraulic resistance of a confining layer.
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There is no justification in stressing the high accuracy of aquifer char-
acteristics derived from aquifer tests unless the tests have been properly
conducted, unless anomalies in the flow regime during the tests were not
~observed, and unless the assumptions underlying the formulas were satis-—

fied. This ideal situation is rare indeed.

Recent developments in finding the best set of aquifer characteristics have
been the introduction of various automatic and semi-automatic statistical
and optimization techniques, The statistical techniques are based on an
iterative trial-and-error procedure that attempts to improve an existing
estimate of the characteristics. The optimization techniques try to achieve
a detailed adjustment of the characteristics. Applying these techniques,
one's primary aim is to use the computer to find a set of aquifer charac-
teristics that give the best model response. The experienced user will know
that more than one set of aquifer transmissivities will usually give
equally good results. These techniques will frequently work and, in special
situations, may be the only alternative left to the investigator. But the
danger inherent in them is that the computer may come to be regarded as a
substitute for field observations. For this reason we have emphasized the
geomorphological and geological field work needed to arrive at reliable
models. FEstimates made without an understanding of the basin's geology and
of the rangeé of values that aquifer characteristics may assume in different
parts of the basin will almost always be erroneous. On the other hand, once
the geologist has formed his conclusions on the physical characteristics of
the formations and structures controlling the flow of groundwater, he
should not overlook the best possible check on the accuracy of his findings

by testing them against an analysis of engineering measurements.

Groundwater basin modelling is, in essence, the art and science of applying
various investigatory methods, checking their results against one another,
and representing the complexity of nature in a simplified form that allows
mathematical treatment, and all this within the constraints of morality and

laws governing science.
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3 DESCRIPTION OF THE MODEL

3.1 General

The model that will be described in this book is largely based on the
programming ideas of Tyson and Weber (1963) and also includes some of the

ideas developed by Goodwill (see Dietrich and Goodwill 1972).

Incorporated in the model are the following features and restrictions:

. The aquifer is treated as a two~dimensional flow system;
. Both unsteady and steady state conditions can be simulated;
. Only one aquifer system can be modelled with one storage coefficient

in vertical direction;

. The aquifer is bounded at the bottom by an impermeable layer;

. The upper boundary of the aquifer is an impermeable layer (confined
aquifer), a slightly permeable layer (semi-confined layer), or the
free watertable (phreatic or unconfined aquifer);

. Darcy's law (linear resistance to laminar flow) and Dupuit's assump-
tions (vertical flow can be neglected) are applicable in the aquifer;

. The aquifer has head-controlled, flow-controlled, and/or zero-flow
boundaries; the first two may vary with time;

. For unconfined aquifers the transmissivity varies with time; the model
adjusts the saturated thickness according to the calculated watertable
elevation (non-linear conditions); only the hydraulic conductivity and
the bottom of the aquifer must be prescribed. The same applies for the

slightly permeable top layer of a semi-confined aquifer;
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. In semi-confined aquifers horizontal flow in the top layer is neg-
lected; the watertable in this layer may vary according to recharge
and seepage rates or can be taken constant;

. Limits, in between which the watertable in the aquifer is allowed to
vary, can be prescribed. If the watertable exceeds a certain limit,
the model introduces an artificial flow rate that will keep the calcu-
lated watertable within that limit;

. The processes of the infiltration and percolation of rain and surface
water and of capillary rise and evapotramnspiration, taking place in
the unsaturated zone of an aquifer (above the watertable), cannot be
simulated. This means that the net recharge to the aquifer must be

calculated manually and prescribed to the model.

. The model cannot simulate spatial and time variations of groundwater
quality.
3.2 Physical background

The model is based on the two well-known equations: Darcy's law and the
equation of conservation of mass. The combination of these two equations

results in a partial differential equation for unsteady flow:

9 oh ] oh, _
; Q;(KDg(‘ +‘3?(KDW)— N (3.1)
where
K(x,y) = hydraulic conductivity of the aquifer for horizontal flow
Lth
D(x,y,t) = saturated thickness of the aquifer at time t (L)

h(x,y,t) = hydraulic head in the aquifer at time t (L)

N(x,y,t) = source or sink term at time t (L T ')
The left-hand side of Eq. 3.1 represents the horizontal flow in the aqui-
fer, the right-hand side the vertical flow. Vertical flow (N) consists of

different flow components, depending on the type of aquifer.
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For unconfined aquifers N is the sum of three terms:

N=R—P-u-g—2 (3.2)

where

R(x,y,t) = the net rate of recharge (L T ')

P(x,y,t) = the net rate of abstraction (L T

uix,y) = specific yield of the aquifer (dimensionless)
h(x,y) = hydraulic head in the aquifer (L)

t = time (T)

The term it 9 h/9t is related to the movement of the free watertable in case
of unsteady flow. When the watertable moves downwards or upwards, water is
released from or taken into storage, respectively. The specific yield U is
defined as the volume of water released or stored per unit surface area of
the aquifer per unit change in the component of head normal to that surface.
In practice it may be considered to equal the effective porosity or drain-
able pore space because’ in unconfined aquifers the effects of elasticity of
aquifer material and fluid are generally so small that they can be neg-
lected. It will be assumed that the values of yu for upward and downward
movement of the watertable are equal and that the gravity yield is instan-

taneous. This is the classical, simple assumption usually made.

In unconfined aquifers the saturated thickness D is not a constant, but is

a function of the position of the free watertable at time t.

For confined aquifers N is the sum of only two terms:

. _p_goh
N=-P-38 (3.3)

where

S = the storage coefficient of the aquifer (dimensionless)

The impermeable covering layer allows neither recharge from percolation nor

the formation of a free watertable in this layer. The storage coefficient S
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in Eq. 3.3 is therefore not related to the effective porosity or drainable

pore space, but to the elasticity of the grain material and that of the
water. For confined aquifers S is called the storage coefficient and is
defined in the same way as the specific yield for unconfined aquifers
(Chap. 2 Sect. 2.7). The saturated thickness D of confined aquifers is

constant.

For semi-confined aquifers the flow through the covering, slightly permeable
layer has to be considered. The physical characteristics of this layer will
be indicated with primes to distinguish them from the corresponding charac-
teristics of the underlying aquifer, It will be assumed that the thickness
D' of the water body in the covering layer is less than the thickness D of
the aquifer, and moreover, that its hydraulic conductivity K' is low com-
pared with the hydraulic conductivity K of the aquifer, though it is not
zero. Consequently, horizontal flow through the covering layer can be neg-
lected. This assumption can be regarded as an exact formulation when the
covering layer consists of anisotropic material with a hydraulic conductiv-
ity K' in vertical direction and zero hydraulic conductivity in all horizon-

tal directions.

For semi-confined aquifers there are two differential equations, one for
the aquifer and the other for the covering layer. For the aquifer, N is the

sum of three terms:

oh , K'

3¢ tpr (' - ) (3.4)

where
K' = the covering layer's hydraulic conductivity for vertical flow
(LrTh
D' = saturated thickness of the covering layer (L)
h' = hydraulic head in the covering layer (L)

and the other symbols as defined earlier.

Unlike confined aquifers, semi-confined aquifers are given one additional
term representing the vertical flow through the covering layer. This flow

is caused by the head difference between the water in the covering layer
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and that in the underlying aquifer. The saturated thickness D of the

aquifer is constant.

For the covering layer there is also a one-dimensional differential equa-
tion. Since both the water received from percolation and that released by
the falling watertable percolate through the covering layer before reaching

the aquifer, the following equation applies:

oh K'
R U pYe ¥ (h h) (3.5)
where
u' = specific yield of the covering layer (dimensionless)

We shall assume that the covering layer has a free watertable, so that its
saturated thickness D' is not constant but may vary with time. Owing to its
low permeability we also assume that no pumping will occur in this layer.
Since Eq. 3.1 cannot be solved explicity, a numerical approach can be

followed, allowing an approximate solution to be obtained.

3.3 Numerical approaches

The solution of a partial differential equation can be obtained by using a
finite differences method. This method.requires that space be divided into
small but finite intervals., The sub-areas thus formed are called nodal
areas, since they each have a node which is used to connect each area
mathematically with its neighbours., It is assumed that all recharge and
abstraction in a nodal area occur at the node; in other words, each node is
considered to be representative of its nodal area. To each node a certain
storage coefficient or specific yield is assigned, which is constant and
representative for that nodal area. A certain hydraulic conductivity is
assigned to the boundaries between nodal areas, thus allowing directional

anisotropic conditions.

An approximate solution to Eq. 3.1 can be obtained by replacing it with an

equivalent system of difference-differential equations, the simultaneous
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solution of which gives the function of h at a finite number of nodes. To
illustrate this we shall elaborate the difference-differential equation for
a semi-confined aquifer. For the two other types of aquifers, analogous

difference-differential equations can be derived.

For an arbitrary node b of a nodal network (Fig. 3.1) the equation for a

semi-confined aquifer is obtained by combining Egqs. 3.1 and 3.4. This

yields:
W. K. . D. dh \
. i,b5i,6%,b _ b %,
Z(hi hy) T APy * &Sy Tt pr (P 7 hy) (3-6)
1 1,b b
where
wi b= length of side between nodes i and b (L)
b
Li b = distance between nodes i and b (L)
’
Ab = area associated with node b (L2),

and the other symbols as defined earlier.

Fig. 3.1 Nodal geometry
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Since the watertables at the nodes change with time owing to changes in
recharge and abstraction, the model also requires a discretization of time.
Hence a number of successive time intervals have to be chosen. For each
time interval the watertables are computed and the calculation is repeated
at successive times. Discretizing the time period requires that all Egs.

3.6 be replaced by:

[ ) N Mi,b5i,0%,b _
g Lhi(t+]) hb(t+ )J ——~——E;];~—— Abe(t+]) +
S 1
+ Aztb [hb(tﬂ) - h.b(t)] - %%—b {h;}(tﬂ) - hb(t+l)] (3.7)
b
with t + 1 = t + At

All Eqs. 3.7 are solved by an implicit numerical integration technique
(Richtmeyer and Morton 1967). This method of integration has the advantage
that the magnitude of the time step At does not depend on a stability

criterion.

The calculation procedure is as follows: Initial watertable elevations are
prescribed to all the nodes. At the end of the first time step, At, the
components of the water balance of all Egs. 3.7 are calculated for each
nodal area according to the given set of variables Ki,b’ Di,b’ Sb’ Li,b’

W.
i,b’
rates during the actual time step. This results in a change in the water

the initial watertable elevations, and the recharge and/or abstraction

balance for each nodal area. All flows are balanced at each node by setting
their sum equal to a residual term. The new watertable elevations at each

node are then adjusted by the magnitude of these residuals, as follows:

hb(t+]) - hb(t) + ;e51§ualDfor nodaé area b' (3.8)
2 1,658,071, , A% | A’
¢ L. At D'
1 i,b b

81




These changes in watertable elevations, however, influence the lateral
groundwater flow from one nodal area to another., If the aquifer is semi-
confined, the changes also influence the vertical flow through the con-
fining layer. This means that laborious iterative calculations are required
to find the proper water balances for each nodal area and their correspond-
ing watertable elevations. After each iteration the sum of all the residual
values of the water balances over all the nodal areas is calculated and
this sum - which in fact must be zero - 1is compared with a threshold
value. This value must be prescribed and is specified as the maximum toler-—
able error in the regional water balance. The iterative procedure within
the first time step is repeated as many times as are needed to reduce the
sum of all the residual values to a value that is equal to or less than the
prescribed threshold value. The smaller the threshold value chosen, the
better the results will be, but the more iterations will be required in
each time step. The watertable elevations at the end of the first time step
serve as the starting conditions for the next time step, after which the

whole process is repeated.

The method of solving Egs. 3.7 simultaneously, as outlined above, is essen-—
tially that of Gauss~Seidel (Ralston 1961). Some of the principles used in

our model can also be found in Thomas (1973).

Another way of solving Eqs. 3.7 is by using an elimination method, by which

the equations are solved directly instead of iteratively.

Rearranging the terms of Eqs. 3.7 yields:

W. . K. _D. S ! W. K. .D.
_ hb(t+1) }E i,b7i,b7i,b Ab b, Ab%b . Z h. (e+1) i,b7i,b i,b _
: L. At D - 1 L.
i i,b b i i,b
S 1
_ A5 AR,
= Abe(t+1) X hb(t) T hb(t+l) (3.9)

Assuming that the free watertable in the covering confining layer remains
constant, the right-hand side of Egqs. 3.9 has a known value at time t + 1.

The left-hand side of the equation represents the unknown value of h , the

b’
unknown values of hi of the surrounding nodes, and the known values of
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their coefficients, provided that the values of Di

bl

b

are kept constant

during each time step. If there are n nodes in the network, there are n

Eqs. 3.9 with n unknown values of h .

known values, Eqs. 3.9 become:

'1

!
!

a 1h

*Laphy,

1

|
3pplp § i 3
|

a h +X¥a.h

n . ‘nj nj
i J n]

L}

b

Hh— —— rn— — —th

In matrix notation, Eq. 3.10 can be written as

Ah-=1*£
where
CaTT e e, |
| \\\\I I
A= | ! I
=TT i5E TSon
I I \|
I } s
L% T "% " %nn |

)
.—J

1
F———p— -
o

f
=]
L

By introducing new variables for the

(3.10)

(3.11)

In Eq. 3.11 the diagonal of the coefficient matrix A is formed by the coef-

ficients of the unknown values of hb. To solve the linear system of algebraic

equations (3.11) the Gauss elimination method is used (McCracken and Dorn

1964). Basically it is the elementary procedure by which the "first" equa-

tion is used to eliminate the first ''variable' from the last n - [ equations.

Then the new "second" equation is used to eliminate the '"second'" variable

from the last n - 2 equations, and so on. If n - | eliminations are per-

formed, the resulting linear system, which is equivalent to the original

system, is triangular and the unknown values of hb can easily be solved by

back substitution. In the program a modification of the Gaussian elimin-

ation method, known as the Gauss-Jordan approach, has been used.
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approach the back substitution is integrated in the elimination procedure
(Isaacson and Keller 1966).

The advantage of this method is that the solution is exact within the accu-

racy of the computer used. A disadvantage is that the method requires sub-

stantially more computer memory than the iteration method. Mutually ex-

changeable computer programs are presented for both methods. The user can

choose which method best suits his purpose.

3.4

Design of nodal network

To discretize a groundwater basin into nodal areas, a network of rectangles,

squares, or polygons is superimposed upon it. It is impossible to give any

hard and fast rules on what network to apply and how to design it. Because

of different geological and hydrogeological conditions, a network that is

appropriate in one basin will be inappropriate in another; similarly, a

network appropriate for one problem will be inappropriate for another.

Nevertheless, there is a certain general procedure to be followed in

designing a network and this will now be explained.

In designing a nodal network, one begins by considering the following fac-

tors:

(a)
(b)
(c)
(d)
(e)
(£)

(a)

the
the
the
the
the
the

The

type of problems to be solved;

required accuracy of the results;
homogeneity or heterogeneity of the aquifer;
availability of data;

shape of the boundaries;

number of nodes

problem to be solved can be regional or local, reconnaissance or

detailed, simple or complex. A reconnaissance study of a large groundwater

basin will require a network with a large mesh; a detailed local problem

will require a network with a small mesh.

(b)

The

accuracy of the results generated by the computer largely depends

on the mesh size. Where accurate results are required and relatively large
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changes of the watertable occur (or may be expected), the mesh size must be
small; where no such accuracy is required and only minor watertable changes

occur (or may be expected), the mesh sizes can be larger.

(¢) Few aquifers are homogeneous over their whole lateral extent. In aqui-
fers that show a clear transition from unconfined to partly confined or

confined, the network should be adapted accordingly.

(d) 1In large groundwater basins, data may not be available with the same
consistency in all parts of the basin. In remote parts of it, data are
likely to be scarce. If so, it makes no sense to use small mesh sizes
there. Small mesh sizes require numerous data, but since these are not
available, average values or estimates would have to be substituted; the

computer results would then suggest an accuracy that does not exist.

(e) If the groundwater basin to be modelled is bounded by straight lines
that are parallel to the coordinate axes of a regular network (squares or
rectangles), the representation of the conditions at the boundaries presents
no problem. Few groundwater basins, however, (or flow domains of practical
interest) have straight boundaries. Usually, some of the boundaries, or

even all of them, are irregular or curved. The use of a regular network

then poses problems because the boundaries-do not coincide everywhere with
the nodes of the network. The modifications that must be made to represent
such irregular and curved boundaries will be explaihed later in this

section.

(f) On the number of nodes required to model an aquifer, opinions differ.
Rushton and Redshaw (1979) recommend that between 500 and 2000 nodes be
used. When one 1is ﬁodelling for the first time, however, it is better to
follow the advice of Thomas (1973) and restrict the number of nodes to 10
or 15. As one gains experience, one can use networks with more nodes. The

available funds may also restrict the number of nodes.

Having given due consideration to these factors one will begin to have some
idea of the network that will be needed to suit one's particular grbund—
water basin or particular problem. The next step is to take a map of the

groundwater basin, or problem area, and mark on it the external boundaries.
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It should be specified whether these boundaries are zero-flow, head-control-
led, or flow-controlled. If any internal boundaries exist (a drainage or a
barrier boundary), they should also be marked on the map (see Chap. 2 Sect.
2.5).

If the basin contains more than one type of aquifer, these should be
delineated on the map. For example, it must be shown where an unconfined

aquifer passes into a semi-confined or confined aquifer.

It would be ideal if each sub-area of the network (square, rectangle, or
polygon) represented a homogeneous hydrological unit. Inside each such unit
the aquifer would react to recharge and discharge conditions in the same
way everywhere. This would greatly improve the reliability of the nodal
watertable elevations generated by the computer. Few aquifers, however, are
homogeneous or have a constant thickness everywhere. Nevertheless, one
should study the geology, aquifer .characteristics, and especially well
hydrographs because these will reveal areas that can be regarded, at least
to some extent, as hydrological units. By adjusting the network to these

units, one can approximate the ideal situation.

A watertable-contour map is a basic map in the design of a nodal network.
It shows the magnitude of the hydraulic gradient and its spatial variations.
Steep gradients occur in zones of concentrated recharge and discharge, or
near faults that form a barrier to groundwater flow. Zones of steep hydrau-
lic gradients require fine meshes, if the watertable elevations generated

by the computer are to have any meaning (Fig. 3.2).

A regular network is constructed by applying the Thiessen method. A series
of parallel lines are drawn perpendicular to another series of parallel
lines. The points of intersection, which are the control points of the flow
region, are the nodes. Perpendicular bisectors of the lines connecting the

nodes are then drawn to obtain the squares or rectangles.

Special attention must be given to curved boundaries not passing through
the nodes of a regular network. Lf there are great distances between the
boundary and the adjacent nodes, special difference equations would have to
be developed for points near the boundary (Remson et al., 1971) and adjust-
ments would have to be made in the computer programs. A user can only make

these adjustments, however, if he is experienced in computer programming,
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Fig. 3.2 Graded network superimposed on a watertable-contour map showing
different hydraulic gradients. In the area with steep gradients a smaller
mesh size i1s used than in areas with slight gradients
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but as we assumed that our readers have no such experience, they will be

unable to make these adjustments.

For this reason another approach is followed. It consists of approximating
the true curved boundary with a nearby curve that passes through the nodes
of the grid (Ax = Ay) or the network of rectangles (Ax # Ay). If the
boundary is strongly curved, small mesh sizes are required to approximate

it. Figure 3.3 shows a grid-point approximation of a curved boundary.

Fig. 3.3 Typical grid-point approximation of a curved boundary

The error introduced by such approximations is negligible provided the mesh
size is small enough. It should be noted, however, that appreciable errors
can be introduced if the boundary is strongly curved and if an accurate

solution to the flow problem near such a boundary is desired.

With a regular network the position of observation wells will never coincide
with the position of the nodes. This means that the historic watertable el-
evations required for the model cannot simply be read from the records of
these wells. Instead, the required watertable elevations of the nodes must
be determined by interpolation from watertable—contour maps on which the

network is superimposed.
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With an irregular network, much of this tedious interpolation work can be
avoided. An irregular network is also constructed by the Thiessen method.
One selects appropriate existing watertable observation wells and con-
structs a system of triangles whose internal angles must all be less than
90°. Perpendicular bisectors are then drawn to all the sides of the tri-
angles to obtain polygons. As the nodes of the polygons represent observa-
tion wells, their data can be read from the records, provided that the

watertable elevations are representative of the polygonal area.

It will not always be possible to follow this procedure because the number
and spacing of the observations wells will not always be appropriate. Where
fine meshes are required, for instance, the well spacings may be too large.
Under these circumstances, a number of arbitrary nodes must be selected to
obtain the required mesh. The watertable data of the arbitrary nodes then

has to be found by interpolation from the watertable-contour map.

The polygons can be made smaller or larger to approximate an irregular
boundary by replacing it with straight line segments. A disadvantage of an
irregular network is that the speed of convergence of the solution is less
than with a regular network; this means that more iterations are needed in
the calculation process. For this reason, Rushton and Redshaw (1979)

recommend that a regular grid be used wherever possible.

Figure 3.4 shows two examples of networks. Note that in addition to their
internal nodes, these networks also have external nodes; these are primar-
ily needed to construct the network near the boundaries. Such boundaries
can be either head-controlled (the head at the external nodes opposite the
boundary is known) or flow-controlled (the head at the external nodes is

unknown, but the flow is known or can be estimated).

The construction of a nodal network is often a matter of trial and error.
Several trials, followed by adjustments, may be needed to obtain a network
that suits the problem and avoids large numbers of nodes for which the

necessary data are missing or for which precise results are not required.
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Fig. 3.4 Examples of nodal networks (Thomas 1973)

3.5 Data required for the model

3.5.1 Nodal coordinates

To enable the computer to calculate the different flow rates across the
boundaries of the nodal areas and the changes in storage inside these
areas, data must be provided on the length of flow path between adjacent
nodes, on the width of cross—sectional area of flow, and on the surface
area of each nodal area. These tedious measurements and calculations can be
performed by the computer. This requires the use of a Cartesian coordinate
system, which is drawn on the map of the nodal network. The coordinate

values of all the nodes must be read and presented in a table.
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3.5.2 Hydraulic conductivity

To calculate the groundwater flow across the boundaries of the nodal areas,
the weighted mean hydraulic conductivity values midway between all the
nodes have to be determined. This is done by superimposing the network map
on the hydraulic conductivity map, which shows lines of equal mean hydrau-
lic conductivity. The hydraulic conductivity of the sides of each nodal
area is then found by interpolation or, if two or more isoperms cross a
side, the weighted mean hydraulic conductivity is calculated. The results

are presented on a separate, clean network map.

It should be noted that, unlike confined and semi-confined aquifers, an un-
confined aquifer is only partly saturated. The mean hydraulic conductivity
of such an aquifer usually refers to the saturated part only. If the
aquifer is thick and its watertable shallow, this value can be used without
any great errors. If the watertable is deep, however, the mean hydraulic
conductivity should be calculated for the whole aquifer, both its saturated
and unsaturated parts. In practice the weighted mean hydraulic conductivity
of the unsaturated part is estimated from well logs, as was discussed in

Chap. 2 Sect. 2.7.

If the aquifer is semi-confined, values of the hydraulic conductivity of
the slightly permeable covering layer are also needed. Since the flow
through this layer is vertical (either upward or downward), the mean
weighted hydraulic conductivity for vertical flow of each nodal area should

be calculated and the results presented on a separate, clean network map.

3.5.3 Aquifer thickness

The model requires that values of the aquifer thickness be supplied, or
more specifically, it requires these values midway between adjacent nodes.
Since the upper and lower limits of the aquifer may vary throughout'the
basin and also the types of aquifer may differ, the following procedure is

used.
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Unconfined aquifers are only partly saturated. To find the saturated

thickness, the network is superimposed on a contour map of the impermeable
base and a weighted mean bottom level elevation for each nodal area (BL-

value) is determined. The results are plotted on a separate, clean network

map.
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Fig. 3.5 Unconfined aquifer. Determination of the arithmetic mean water-—
table elevation (equal to saturated aquifer thickness) midway between two
adjacent nodes. BLi is weighted mean elevation of aquifer bottom at node i

For an unconfined aquifer, the computer is programmed to calculate the
arithmetic mean elevation of the aquifer bottom between two adjacent nodes
(Fig. 3.5). The BLij value in the figure is assumed to represent the
average aquifer bottom elevation along the side shared by two adjoining
nodal areas. At each iteration the computer calculates a new watertable

elevation for each node (in Fig. 3.5: Hi and Hj)' For two adjacent nodes
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the arithmetic mean of the watertable elevations is then calculated, and it
is assumed that this value represents the average watertable elevation
along the adjoining side of the two nodal areas. The computer then calcu-
lates the difference between the average watertable elevation and the
average aquifer bottom elevation midway between the two nodes. The result

represents the saturated thickness along the side of the two nodal areas.

Confined aquifers are fully saturated. To find the weighted mean aquifer
thickness for each nodal area, the network is superimposed on the isopach
map of the aquifer, which shows lines of equal thickness. The weighted mean
aquifer thickness can then be determined at each node (Fig. 3.6) and

plotted on a separate, clean network map.
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Fig. 3.6 Confined aquifer. Determination of the constant aquifer thickness
midway between two adjacent nodes '
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The computer calculates the arithmetic mean aquifer thickness midway
between two adjacent nodes and this value is taken as being representative

of the average thickness along the side shared by the two nodal areas.

Semi-confined aquifers are also fully saturated. Their constant thickness
along the sides of adjoining nodal areas is determined in the same way as
for confined aquifers. A semi-confined aquifer, however, has a confining
covering layer with a free watertable that changes with time. The saturated
thickness of the underlying aquifer thus remains constant, but that of the
confining covering layer varies. To find the weighted mean elevation of the
lower boundary of the confining layer for each nodal area, the network is
éuperimposed on the contour map of the impermeable base and on the isopach
map of the aquifer. The weighted bottom level elevation (BLi—value) and the
weighted mean aquifer thickness (Di—value) can then be determined and
plotted on two separate, clean network maps. The computer calculates the
weighted mean elevation of the lower boundary of the confining layer by
taking the sum of the BLi and Di values at each node (Fig. 3.7).
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Fig. 3.7 Semi-confined aquifer. Determination of the constant thickness of
the aquifer and of the saturated thickness of the confining covering layer
midway between two adjacent nodes
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At each iteration the computer calculateés the new nodal watertable eleva-
tion in the confining covering layer. It then calculates the difference in
elevation between this watertable and the lower boundary of the confining
covering layer. This difference represents the saturated thickness of the

covering layer for the time step under consideration.

Besides the information on the saturated thickness of the aquifer, the
computer also requires information on the elevation of the land surface
because all data on elevations - watertable elevations included - are
related to a reference datum. The elevation of the land surface is found by
superimposing the network on a topographical map showing contour lines of
the land surface. The weighted mean land surface elevation of each nodal
area is determined and the results are plotted on a separate, clean network

map.

Note: Although the mean bottom level elevation (BLi) is not required for
the calculation of the saturated thickness of confined aquifers, it is
nevertheless prescribed because in all aquifer types the lower aquifer

boundaries serve as a control level below which the watertable cannot fall.

3.5.4 Specific yield and storage coefficient

For unconfined aquifers the calculation of any changes in storage of
groundwater requires representative values of the aquifer's specific yield
in each nodal area. These values can be found by superimposing the network
on a map showing lines of equal specific yield and determining a weighted
mean specific yield for each nodal area. The results are plotted on a

separate, clean network map.

Note: that for unconfined aquifers the specific-yield map should refer to
the zone in which the watertable fluctuates or is expected to fluctuate in
the future. If the groundwater in the basin is to be pumped by wells or if
surface water irrigation is to be introduced, the watertable may fall far
below or rise far above its initial level. We therefore recommend that the

weighted mean specific yield at each control point be determined from the
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land surface to some 10 to 20 m below the deepest level to which the

watertable drops under natural conditions. In areas with a relatively deep
watertable, the weighted mean specific yield at each control point (wells,
bores) should be determined for both the unsaturated zone and (part of) the

saturated zone (Chap. 2 Sect. 2.7).

Modelling a confined aquifer requires a weighted mean storage coefficient
for each nodal area. The same applies for a semi-confined aquifer; in addi-
tion, if the free watertable in its overlying confining layer changes with
time, a weighted mean specific yield of this layer should be determined.
Hence, for a semi-confined aquifer, two maps must be prepared: a storage
coefficient map of the aquifer and a specific yield map of the overlying
confining layer. To determine representative values of these parameters,

one follows the same procedure as outlined above.

3.5.5 Hydraulic head

The calculation of the groundwater flow from one nodal area to another re-
quires representative data on the hydraulic head in all the nodes of the
network. Actually, for this calculation, only the initial hydraulic heads
are needed. These can be found by superimposing the network on the water-—
table-contour map prepared for t = 0, i.e. the beginning of the historical
period for which the calculations will be made. A representative hydraulic
head is then determined for each node by interpolation and the values are
plotted on a separate clean network map. If the node of a particular nodal
area lies eccentric and if several watertable-contour lines pass through
the nodal area, one may have to choose a head that is more representative

of the area than the one of the actual node.

"Hi story matching'" is used to calibrate the model. This means that computed
nodal hydraulic heads are compared with observed nodal hydraulic heads. To
make such a comparison, one needs not only the initial nodal heads, but
also the .consecutive observed nodal heads for the whole calculation period.
If this period is, say, a year, one can prepare monthly hydraulic heads,

using the same procedure as outlined above.
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Modelling a semi-confined aquifer requires initial nodal hydraulic heads,
not only for the aquifer, but also for the overlying confining layer. So,
for t = 0, two watertable-contour maps must be compiled: one for the
aquifer and the other for the confining layer. The procedure of finding
representative initial nodal heads for the two layers is the same as

outlined above.

3.5.6 Net recharge

Net recharge data for all the nodal areas must be prepared. The net re-
charge is the algebraic sum of the following external flows: rainfall,
evapotranspiration, surface runoff, seepage from watercourses, seepage to
watercourses, irrigation losses, capillary rise from shallow watertables,
abstraction by pumped wells, subsurface flow across flow-controlled bound-
aries, and artificial recharge, if any. Obviously, not all of these flows
will occur everywhere and at the same time in a basin. For this reason, in
our computer programs we have not allocated a specific variable to each of
these flows; instead, we have divided them into two categories: external
flows that are measured or calculated as a depth per time (e.g. rainfall
and evapotranspiration) and external flows that are measured or calculated
as a volume per time (e.g. abstraction by pumped wells and subsurface flow
across a flow-controlled boundary). To each of these categories, we have
allocated one variable: RECH(K) to the first and FLWCON(K) to the second.
The values of these variables thus represent the algebraic sum of a number
of external flows. We admit that this can be a disadvantage but it allows

us to keep the model simple so that it can be run on small computers.,

Note: Nodal net recharge values can only be prepared after the unit time
for which the model is to be developed has been chosen (Chap. 4 Sect. 2.1).
If that unit time is, say, one month, the two sets of monthly net recharge
values for each nodal area must be prepared for the entire historical

period being mo%elled.

Usually the individual components of these two lump terms are not known

precisely. For instance, the stream flow entering and leaving a nodal area
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is not known, and neither is the irrigation water supplied to a nodal area.
Irrigation water losses in the water distribution system and on the fields
are seldom known per nodal area. At best, only an estimate of these compo-—

nents can be made, based on whatever information is available.

For the external flows measured or calculated as a depth per time, the
nodal network is superimposed consecutively on maps showing these flow
rates (Chap. 2 Sect. 3). Each flow rate is then estimated in each nodal
area and combined into one single value for each nodal area. These values
are brought together in a table and expressed as a depth per time. The
computer is programmed to multiply each value of RECH(K) by the area of

each nodal area to obtain a volume rate of flow per time,

For the external flows measured or calculated as a volume per time, the
nodal network is superimposed on maps showing these flow rates (Chap. 2
Sect. 3). Each flow rate is then'estimated in each nodal area and combined
into one single value for each nodal area. Finally, all these values are

brought together in another table and expressed as a volume per time.
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4 PROGRAM DETAILS

4.1 Package description

All computer programs consist of a source program, in which the calculation
processes are recorded, and a data set, which contains the actual data

needed to perform the calculations.

To make our model suitable to be run on even small computers, which would
otherwise not have sufficient memory capacity to cope, we have decomposed
our computer program into four parts. These four parts together form our

"Standard Groundwater Model Program" (SMGP), which consists of:

. SGMP 1 + Data Set I (reading of input data/nodal network)
. SMGP 2 + Data Set II (calculation: iteration technique)
. SGMP 32 + Data Set III (print-out of results)

. SGMP 3b + Data Set IV (plot-out of results).

In principle, this package can be used for either regional or local ground-

water flow studies. For certain specific conditions, however, two optional

programs are available:

. OPRO 1 + Data Set V (which replaces SGMP 1 + Data Set I): (calculation
of input data/regular network)

. OPRO 2 (which replaces SGMP 2): (calculation: elimination technique).

OPRO | has been specially developed for use in local groundwater flow
studies (e.g. aquifer tests) in aquifers that are assumed to be homogene-

ous. Such studies require far more accurate watertable calculations than
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regional studies apd consequently a dense network with a great number of
nodes. For these studies, it is preferable to use a regular network of
rectangles or squares rather than an irregular network. Although, in prin-
ciple, SGMP 1 can also be used for a regular network, the resulting input
data handling is time-consuming; the use of OPRO | overcomes this problem.
When it is desired to run OPRO I, SGMP 1 and Data Set I are removed from
the package and OPRO 1 and Data Set V are inserted in their place; the

other source programs and data sets remain the same.

OPRO 2 replaces the iteration technique of SGMP 2 with an elimination tech-
nique. In regional studies, when the area includes semi-confined and/or
confined aquifers, many iterations may be needed to get accurate results;
the same applies in local studies when recharge or abstraction rates are
high in relation to the size of the nodal areas. By using an elimination
technique in such situations, one can avoid numerous iterations without en-
dangering the accuracy of the results., Admittedly, an elimination technique
consumes far more memory, but it can mean great savings in computer time.
OPRO 2 uses the same data set as SGMP 2: Data Set II. When it is desired to
use an elimination technique, SGMP 2 is removed from the package and is re-

placed by OPRO 2; the other source programs and data sets remain the same.

The user should be aware that when he runs OPRO 2, the following additional

restrictions apply:

. If the aquifer is semi-confined, the watertable in the confining layer
is fixed at the initial input level.

. Limits for the fluctuations of the groundwater level cannot be pre-
scribed for the upper and lower boundary of the aquifer system; the
program will thus not interfere to keep the groundwater levels within
limits. The calculated water levels must therefore be checked in this
respect.

. For unconfined aquifers the elimination technique introduces an error
in the sense that the variable saturated thickness of such aquifers is
not correctly simulated. Because this technique is a direct one, it
means that for a certain time step the program uses the saturated
thickness values as they have been calculated for the previous time

step.
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Irrespective of whether the optional programs or SGMP | or SGMP 2 are run,
one can choose to have the results of the calculations either printed out
with SGMP 32 or plotted out with SGMP 3b; if so desired, the results can be
both printed and plotted. With print-outs one obtains the groundwater bal-
ances of each nodal area. With plot-outs, one can compare the calculated
watertable elevations with the historical ones; in addition, plot-outs are

most useful in indicating the long-term behaviour of the watertable.

The total package thus consists of six source programs and five data sets.

Figure 4.1 shows the possible combinations.

OPTIONAL PACKAGE SGMP
RUN OPRO 1 RUN SGMP 1
DATA SET V DATA SET |
INPUT INPUT

I A, T

| oo —C —_————

! L | )
RUN OPRO 2 RUN SGMP 2
DATA SET Il DATASET |
CALCULATION CALCULATION

L ]
RUN SGMP 3a RUN SGMP 3a
DATASET {l! DATA SET Il
OQUTPUT OUTPUT
RUN SGMP 3b RUN SGMP 3b
DATA SET IV DATASET IV
OUTPUT OUTPUT

Fig. 4.1 Possible combinations of source programs and data sets

In Section 4.2 below, it will be explained how the various data sets are to
be prepared. Section 4.3 will describe how the source programs can be
adapted to a particular network or particular computer, if necessary.
Section 4.4 is intended for the systems manager; it informs him of the

specific demands placed on his computer system by the program package.
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4.2 Structure of data sets
4.2.1 Data Set I

The data required for SGMP | are the data of the nodal network, and those
of the hydrogeological parameters and other variables. For the design of a
nodal network, see Chap. 3 Sect. 4; for techniques to produce the data on
hydrogeological parameters, see Chap. 2 Sect. 2, and Chap. 3 Sects. 5.2,
5.3, and 5.4. The data are processed and stored in the memory (FILE 1). The
output of SGMP 1 consists of a reformatted playback of the input data. This
enables the user to check whether any mistakes were made when the cards

were being punched.

Definitions of input variables
The input variables have been divided into eight groups, which, for the
sake of convenience, are presented in the form of a table (Table 4.1). Ex-

planations of the various items follow the table,.

Table 4.1 Input variables of SGMP 1

Group 1 TITLE

Group 2 NN
NSCONF
NCONF
NEXTN

NSIDE(K), K=1,NN
co(I,J), J=1,2, I=1,TNN

Group 3 TMBAS
DMTIM
T
SCALE
LSWl

102




Group 4 DELTA
MINOR
MAJOR
LIST

Group 5 ERROR
COEFFA

Group 6 PERM (J), J=1,7
CO(K,1), K=1,NN
PCONF(I), I=1,NSCONF
ASC(I), I=1,NSCONF

Group 7 SL(K), K=1,NN
BL(K), K=1,TNN
€0(1,2), I=1,NCONF

Group 8 UL(K), K=1,NN
OL(K), K=1,NN
LSW2
DELQ

Group 1. Identification

TITLE = name of basin, or any specification-the user wishes for iden-

tification.

Group 2, Parameters for the network configuration

NN = number of internal nodes. As has been explained, the area is
split up into nodal areas, the nodes of which represent the
specific aquifer characteristics in each area. NN is further
subdivided in accordance with the types of aquifer:

NSCONF = number of internal nodes that represent a semi-—confined aquifer.
These nodes (if any) are numbered consecutively, starting with 1.

NCONF = number of internal nodes that represent a confined aquifer.
These nodes (if any) are also numbered consecutively starting

with NSCONF + 1.
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The remaining internal nodes are assumed to represent an unconfined aqui-

fer. No specific variable is attached to these nodes. They too are numbered

consecutively, starting from NCONF + 1 and concluding with NN.

NEXTN

NSIDE (K)

Cco(1,J)

Group 3.

TMBAS

DMTIM

SCALE

LSW1

= number of external nodes. These nodes represent the boundary
conditions of the area; each nodal area lying at the fringe of
the area must have one or more external nodes. They are numbered
from NN + 1 to TNN which is an intermediate value signifying the
total number of nodes (NN + NEXIN).

= number of sides of each internal nodal area. In the program the
maximum number of sides that each nodal area can possess is re-
stricted to seven.

= x and y coordinates of all the nodes, both internal and external.
They are measured in ¢m with regard to an arbitrarily chosen
cartesian coordinate system laid on the map of the network
configuration. When a triangle formed by three nodes possesses an
angle greater than 90 degrees, a message is printed indicating

which of the nodes this is.

Parameters concerning dimensions

= unit time of time step and boundary conditions. It is expressed

as a word: week, month, etc.

t

number of days in the unit time TMBAS.

il

actual time at the beginning of the calculation process,
expressed as a numeric in the dimension TMBAS. If the computa-
tions start on 15 August and TMBAS has the dimension MONTH, T 1is
equal to 7.5. .

= scale of the map used for the nodal network and from which the
coordinates of the nodes are read. A

= an external switch that can be given two values.

If the scale of the map is very large, the nodal areas become
very large when expressed in square metres; the same applies to
pumping rates expressed in cubic metres. These large values can
be avoided by using LSWI.

Setting LSWI equal to | means:
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unit area = 1,000,000 square metres

unit volume = 1,000,000 cubic metres
Setting LSW]1 equal to 2 means:

unit area = | square metre

unit volume = 1 cubic metre.

Note: The/ynit length is always fixed (metre); it is used in the hydraulic
conductivity values (metre/day) and in the elevation values (metres above a

certain reference datum).

v

Group 4. Parameters of time discretization

In modelling a groundwater basin, two time parameters are indispensable.
The first is the time step, which is implicit to the finite difference
method; its magnitude must be determined by making a number of trial runms.
The second is the total time period for which the calculations are to be

made.

. Two other parameters are also used in the program package. They can be
regarded as accumulation levels of the time step. The reasons why these
parameters are included are two-fold:

. They allow the boundary conditions to be prescribed at time intervals
that are different from the time step; for example, each week or each
month, depending on the available data;

. The same applies for the results of the calculations; for example, it
is possible to print the watertable elevations for each month and the
water balance components for each year, even though the actual time

step 1s a week.

DELTA = time. The choice of the time-step size is initially arbitrary,
although it is influenced by two factors:

- If the time step is chosen too large, the approximation of
finite differences to differentials will cease to be valid and
the results will be in error;

- An interaction exists between the amount of data for the

boundary conditions and the size of the time step chosen;
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if, for example, the boundary conditions are known on a weekly
basis, one will not take a time step of one month and vice versa.
For any particular set of data, it is advisable to run the
program with various DELTA values. When the results- are compared,
it can readily be seen for what maximum value of DELTA the
results do not appreciably change.
Common time steps are a week, a fortnight, or a month for re-
gional studies and a day for local studies like aquifer tests.

The dimension of DELTA is the unit time TMBAS.

MINOR = the number of DELTA periods in the first accumulation level.

MAJOR = the number of first accumulation level periods in the second
accumulation level.

LIST = the number of second accumulation level periods in the total

time period considered.

To summarize the use of the parameters of time discretization, the values
of the time step DELTA and the total time period must first be determined,
after which the values of the other two parameters can be chosen. For
example, computations made for a total period of five years may have the

following parameters:

. unit time: one month

. time step: one fortnight

. first accumulation level: one month
. second accumulation level: one year

The relationships between the different time units as they are used in this
context are: 1 year = 12 months = 24 fortnights = 48 weeks = 366 days. The

values of the various parameters and their interpretation are:

Parameter Value Interpretation

TMBAS MONTH month

DMTIM 30.5 number of days in a month

DELTA 0.5 fortnight

MINOR 2 number of fortnights in a month

MAJOR 12 number of months in a year

LIST 5 number of years in total time
period
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To check whether the parameter values have been determined cofrectly, the
algebraic product of the values of DELTA, MINOR, MAJOR, and LIST should be
calculated; the result should equal the total time period being considered,

expressed in the unit TMBAS.

Group 5. Parameters for the calculation process

ERROR = a tolerance level that directly affects the accuracy of the

final results.

In the calculation process the various components of the water balance of
the nodal areas are calculated. For each nodal area the algebraic sum of
these components is found and set equal to RES (= residual). The watertable
elevation at each node is then adjusted by the magnitude of the residual,
attenuated by a relaxation coefficient. Finally, the sum of the absolute
values of all the residuals is calculated. If this sum is less than or
equal to the value of ERROR, the calculation of the nodal watertable eleva-
tions is completed for that time step. If not, the calculation is repeated
as many times as are required to reduce the sum to a value less than or
equal to the value of ERROR. Obviously, the smaller one chooses the value
of ERROR, the more accurate the calculated nodal watertable elevations will
be. Small values of ERROR, however, mean more iterations per time step and
thus more computer time. Running the program for various values of ERROR
and comparing the computer costs against the accuracy will indicate a
suitable value of ERROR. If a small value of ERROR does not appreciably in-
crease the accuracy of the calculated watertables, a higher value of ERROR

should be chosen to reduce computer costs.

A check has been included in the program: if, after 50 iterations, the sum
of the absolute values of all the residuals is still greater than the value
of ERROR, the iterations are terminated: a message '"RELAXATION FAILS TO

CONVERGE" is printed, and the calculations are started for the next time

step.

The dimension of ERROR is the same as for the other components of the water
balance: a volume per time. The unit of volume depends on the value of the

switch LSWI (1 m® or 1,000,000 m®) and the unit time is equal to TMBAS.
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An estimate of the value of ERROR could Be a certain percentage - say 10
per cent — of the average absolute values of RECH(K) or FLWCON(K). In the
program these two variables represent the net recharge values for each
nodal area (see Chap. 3 Sect. 5.6). These averages are calculated as
follows: the values of FLWCON(K) in the various nodal areas are totalled
over the total time period and an average is calculated by dividing the
total value of FLWCON(K) by the number of nodal areas, taking into account
only those nodal areas where the values of FLWCON(K) are not equal to zero.
For the values of RECH(K) the same procedure is followed, but the average

is multiplied by the arithmetic mean surface area of the nodal areas.

Which average, either that based on RECH(K) or on FLWCON(K), should be
taken depends on the situation. Suppose that the smallest of the two is
chosen; it must then be converted to the dimensions of ERROR, i.e. both the
unit volume and the unit time in which the average is expressed should be
converted into the unit volume and the unit time used for ERROR. The result
is then multiplied by 0.1.(10%) to obtain a first estimate of the value of
ERROR.

COEFFA = relaxation coefficient. Tyson and Weber (1963) have suggested
that such a coefficient can increase the speed of convergence. An
optimum value for it can be obtained in the same way as for

DELTA. The range of the coefficient is between 0.8 and 1.2,

Group 6. Geohydrological parameters

PERM(J) = mean horizontal hydraulic conductivity of the aquifer at each
nodal side, weighted over the length of the side. The dimension
is fixed: m/day. In the program the hydraulic conductivity for
each nodal side is represented by the pair of node numbers in
between which the side lies., If both nodes are internal nodes,
the value of the hydraulic conductivity of the side must be
prescribed twice: once for one node and once for the other (see
Chap. 5 Sect. 4.1, Table 5.10). When these two values are not the
same, a message is printed indicating for which pair of nodes

this is so.
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Co(K, 1) = mean storage coefficient or specific yield of the aquifer in

each nodal area, weighted over the nodal area (dimensionless).

The array CO(K,!) has been used earlier for the x-coordinates; to

save memory requirements, it is now used again for the storage

coefficient or specific yield of the aquifer.

These two geohydrological parameters are needed for all types of aquifer.

If the aquifer is semi-confined, two additional geohydrological parameters

are needed:

PCONF(I) = mean vertical hydraulic conductivity of the confining layer in

those nodal areas denoted as semi-confined, weighted over the

nodal area (m/day).

ASC(I) = mean specific yield of the confining layer in those nodal areas

denoted as semi-confined, weighted over the nodal area (dimension-

less).

Group 7. Topographical parameters

Topographical parameters define the horizontal boundaries of the aquifer

system., Included in the program package are three types of aquifer (Fig.

4.2).

SLIK)-

BLIK)*

unconfined

J

R

O e 20200 %%
202020262626 2% %% %
semi-confined

Fig. 4.2 Different types of aquifer
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SL(K)

BL(K)

CO(K,2)

Group 8.

= elevation of the land surface in each nodal area, weighted over
the nodal area (m above a reference level).

= bottom boundary of the aquifer system, in each nodal area,
weighted over the nodal area @nd at each external node that re-

presents a head-controlled boundary (m above a reference level).

thickness of the aquifer if the nodes are denoted as semi-
confined or confined, weighted over the nodal area. The array
CO(K,2) has been used earlier for the y-coordinates; to save
memory requirements, it is now used again for the thickness of a

semi-confined or confined aquifer.

Parameters for variations in watertable elevation

If changes are to be introduced in the groundwater basin, for example if

the aquifer is to be pumped for irrigation purposes or recharged arti-

ficially, one will want to forecast the watertable behaviour under the new

regime. Watertable elevations may be required to remain within certain

limits, for instance if there is a risk of soil salinization due to shallow

watertables, or a risk of the watertable dropping below the well screens in

areas of heavy pumping.

UL(K)

OL(K)

LSW2

= upper limit to which the watertable in each nodal area is
allowed to rise. The dimension is in m above a reference level.
= lower limit to which the watertable in each nodal area is
allowed té fall. The dimension is in m above a reference level.
= an external switch that can be given two values.

Setting LSW2 equal to 2 means that no specific input values for
UL(K) and OL(K) are needed. The program automatically attaches
ﬁhe values of SL(K) and BL(K) to respectively UL(K) and OL(K).
Setting LSW2 equal to 1 means that the watertable elevations are
prescribed within certain limits and that specific input values
for these limits must be given for some or all of the nodal
areas. For other nodal areas without prescribed limits, one must

give UL(K) and OL(K) the values of respectively SL(K) and BL(K).
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For each time step, tests are made to see whether the generated watertable
elevations exceed the UL(K) and OL(K) levels. If these levels are exceeded
in one or more nodal areas, the program introduces a new component into the
water balance of those nodal areas and assigns a value to it that ensures
that the newly generated watertable elevations remain within the given
limits. This new component can be seen as an additional percolation or
abstraction, depending on whether the watertable exceeds the lower or upper

limit of the aquifer.

For nodal areas denoted as semi-confined or confined, the program overrules
any tests on upper limits for watertable elevations, prescribing only tests

on lower limits.

DELQ = coefficient that determines the speed of reaching the final
value of the additional percolation or abstraction rate that will

keep the watertable elevations between the prescribed limits.

The procedure by which one determines a proper value of the required addi-

tional percolation or abtraction rate is as follows.

If, after a certain time step, the watertable elevation exceeds the pre-
scribed limit, the maximum value of the absolute values of RECH(K) and
FLWCON(K) during that time step is determined. This value is then multi-
plied by DELQ. The product enters the water balance as the new component
with a plus or minus sign, depending on which limit is exceeded. The calcu-
lation is then restarted for the same time step and the new watertable
elevations are tested. If the watertable still exceeds the limit, the
additional percolation or abstraction rate is increased by its own value.
This procedure is repeated as many times as are needed to prevent the

watertable from exceeding the particular limit.

Thus, the final value of the additional percolation or abstraction rate is
a multiple of the coefficient DELQ multiplied by the maximum value of the
absolute value of RECH(K) and FLWCON(K) which were input data for that time

step.

Determining the value of DELQ is a matter of trial and error. When too high
a value is used, the watertable will remain far from the prescribed limit.
If it is too low, too many iterations will be needed before the watertable
remains within the limit.
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The maximum number of iterations in the program is restricted to 50. When

more iterations are required, a message "DELQ IS TOO SMALL" is printed.

When the generated watertable elevation in a nodal area exceeds a limit al-

though both the values of RECH(K) and FLWCON(K) are equal to zero during

that time step, the same message '"DELQ IS TOO SMALL" will be printed. Here,

however, it makes no sense to enlarge DELQ, but instead, one must introduce

a dummy value for eitﬁer RECH(K) or FLWCON(K).

A value of 0.1 for DELQ has been found to work satisfactorily.

Sequence of cards and data formats

Table 4.2 shows the input sequence and data formats for direct key punching

of the data cards of Data Set I.

If the reader is not familiar with data

formats he can find a brief explanation in Appendix 2.

Table 4.2 Card structure of Data Set I

Card No. Name Format
1 TITLE 20A4/20A4
2 NN, NSCONF, NCONF, NEXTN 4T4
3 NSIDE(K), K=1,NN 4012
4 (co(1,J), J=1,2), I=1,TNN 16F5.2
5 TMBAS, DMTIM, T, SCALE, LSWI 2A4 ,2F4.1,F8.0, T4
6 DELTA, MINOR, MAJOR, LIST F4.2,314
7 ERROR, COEFFA 2F8.2
8 BL(K), K=1,TNN 20F4. 0
9 K, (NS(J), PERM(J), J=1,J2) 13,7x,7(13, F5.2, 2x)
10 Co(I,1), I=1,NN 11F7.5
11 PCONF (K), K=1,NSCONF 10F8. 4
12 ASC(L), I=1,NSCONF 11F7.5
13 SL(K), K=1,NN 20F4.0
14 c0(1,2), I=1,NCONF 20F4.0
15 LSW2, DELQ 14,F4.1
16 UL(K), K=1,NN 10F8. 4
17 OL(K), K=1,NN 10F8.4
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Note that:

. If NSCONF is equal to zero, Cards 11 and 12 are skipped;

. If both NSCONF and NCONF are equal to zero, Card 14 is skipped;
. If LSW2 is equal to 2, Cards 16 and 17 are skipped.

4.2.2 Data Set II

In SGMP 2 the watertable elevations at the nodes and the water balances of
the nodal areas are calculated for each time step and the results are

stored on a file (FILE 2).

Apart from the data read from FILE | (Section 4.2.1; SGMP 1), initial and
boundary conditions and four external switches are prescribed for this
program, (For information on the techniques that can be applied to repre-
sent initial and boundary conditions, see Chap. 2 Sect. 3, and Chap. 3

Sects., 5.5 and 5.6).

As the results are stored on tape, the only output is the heading and the
values of the four external switches., Included in the calculation process
is a check against certain situations. If they occur, one of the following

messages will be printed.

. "RELAXATION FAILS TO CONVERGE"

(Section 4.2.1; definition of ERROR)
. "DELQ IS TOO SMALL" (Section 4.2.1; definition of DELQ)
. "WATERTABLE IN CONFINING LAYER IS ABOVE SURFACE LEVEL"

This can happen when the positive net recharge exceeds the downward
seepage or when there is an upward seepage. Physically this means that
the area is waterlogged.

. "PIEZOMETER LEVEL IN AQUIFER IS BELOW BOTTOM TOP LAYER"
This can happen when by abstraction from pumped wells the piezometric
level drops below the bottom of the top layer. It means that the
aquifer is no longer either confined or semi-confined. When this
happens, the calculations must be restarted at that time step with

other values for the hydrogeological parameters.
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Group 1.

LSW3

LSW4

LSW5

Definitions of input variables

External switches

= an external switch that can be given three values.

Setting LSW3 equal to 3 means that for every time step DELTA the
boundary conditions must be specified.

Setting LSW3 equal to 2 means that for every first accumulation
level (MINOR time steps DELTA) the boundary conditions must be
specified.

Setting LSW3 equal to | means that for every second accumulation
level (MAJOR x MINOR time steps DELTA) the boundary conditions
must be specified.

The actual value of LSW3 depends on the chosen time step DELTA
and on the time basis for which the boundary conditions are
available.

= an external switch that can be given two values.

Setting LSW4 equal to 2 means that the boundary conditions are
read for each DELTA, first or second accumulation level depending
on the value of LSW3. LSW4 is equal to 2 in the calibration
process.

In operational runs the boundary conditions are usually prepared

on a monthly basis for one year. For each year in the total time

period, the.same input data as given for the first year are used.

LSW4 is then set equal to 1 and LSW3 to 2. LIST then has the
dimension year and MAJOR the dimension month.

= an external switch that can be given two values.

Setting LSW5 equal to | means that a fixed time step DELTA is
used in the calculation process. Its value is read in the first
program SGMP 1.

Setting LSW5 equal to 2 means that a variable time step is used.
For each time step the value of DELTA must now be prescribed,
starting with the first time step, at the same time overruling
the value of DELTA given in the first program SGMP 1,

A variable time step is often used in simulating aquifer tests
(logarithmic time step), but for regional groundwater flow

problems a fixed time step is preferred.
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LSW6 = an external switch that can be given two values.
Setting LSW6 equal to 1 means that in a semi-confined aquifer the
watertable elevation in the top layer is variable and is calcu-
lated from the water balance of that layer.
Setting LSW6 equal to 2 means that the watertable elevation in
the top layer is fixed and is equal to the value of HCONF(K).
This is valid when the program package 1s used to simulate
aquifer tests as it is then assumed that the watertable elevation
in the top layer remains constant during the test. For regional

groundwater flow problems, LSW6 must be given the value 1.

Group 2. Initial conditions at time T

H(K) = initial watertable elevations of the aquifer for all internal
and external nodes, measured at the nodes themselves (m above a
reference level).

HCONF (K) initial watertable elevations of the top layer for those

internal nodes which are denoted as semi-confined (m above

reference level).

Group 3. Boundary conditions at time >T

As explained in Chap. 3 Sect. 5.6, we have divided the net recharge data
into two categories, viz. external flows with the dimension of depth per
time, and external flows with the dimension of volume per time. For each
category we have introduced one variable in the program. The values of
these variables represent the algebraic sum of several external flows
(rainfall, evapotranspiration, capillary rise, irrigation percolation
losses). If the user prefers to separate these flow components, a new
variable for each of them must be introduced in the program. Appendix 3

presents guidelines on how this should be done.

RECH(K) = net recharge in each internal nodal area, being the sum of a
number of external flows with dimension depth per time. The unit

length is fixed at one metre and the unit time is TMBAS. The
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program multiplies the value of RECH(K) with the area of the
particular nodal area. A positive sign means recharge to the
aquifer, or if the aquifer is semi-confined, recharge to the
confining layer.

FLWCON (K)

]

net recharge rate in each internal nodal area, being the sum of
a number of external flows with dimension volume per time. The
unit of volume depends on the value of the switch LSW! (1 m® or
1,000,000 m®); the unit of time is TMBAS. A positive sign means
recharge to the aquifer.

H(K) = watertable elevations in the external nodes that simulate head-
controlled boundaries. For the other external nodes (flow-control-
led) no specific value of H(K) is required. The dimension is m
above a reference level,

DELTA = time step, if LSW5 equals 2; see definition in Section 4.2.1.

Note: For unconfined aquifers both RECH(K) and FLWCON(K) can be used; for
confined aquifers only FLWCON(K) can be used, for semi-confined aquifers
RECH(K) can be used for the confining layer and FLWCON(K) for the aquifer
itself.

Sequence of cards and data formats

Table 4.3 shows the input sequence and data formats for direct key punching

of the data cards of Data Set II.

Table 4.3 Card structure of data Set II

Card No. Name Format
1 LSW3, LSW4, LSW5, LSWé 4I4
2 H(X), K=1,TNN 10F8. 2
3 HCONF (K), K=1,NSCONF 10F8. 2 -
4 RECH(K), K=1,NN 8x, 14F5.3
5 FLWCON(K), K=1,NN 8x, 7F10.4
6 H(K), K=NO,TNN 8x, 9F8.2
7 DELTA F6.4
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Note the following:
. If NSCONF is equal to zero, Card 3 is skipped.
. The set of Cards 4, 5, and 6 are repeated:
LIST times if LSW3=1
LIST x MAJOR times if LSW3=2
LIST x MAJOR X MINOR times if LSW3=3

This is the case for LSW4=2; for the combination of LSW4=1 and LSW3=2,
the set of Cards 4, 5, and 6 are repeated MAJOR times.
. If LSW5 is equal to 1, Card 7 is skipped.

4.2.3 Data Set IIIL

seMp 32 prints the results of the calculation in tabular form. Prescribed
for seMp 3% - along with the calculated watertable elevations and water
balance components, which are read from a file (FILE 2) - are values for
the three external switches. These provide the user With options for the

output,

Definitions of input variables

LSW7 = an external switch that can be given three values.
Setting LSW7 equal to 1 means that the watertable elevations are
printed at each time step DELTA.
Setting LSW7 equal to 2 means that the watertable elevations are
printed at each first accumulation level (MINOR time steps
DELTA).
Setting LSW7 equal to 3 means that the watertable elevations are
printed at each second accumulation level (MAJOR X MINOR time
steps DELTA).

LSW8 = an external switch that can be given three values.
The meanings of the values 1, 2, and 3 for this switch are ana-
logue to those for LSW7. Instead of printing watertable elev-

ations at various]time levels, the components of the water
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balance of the nodal areas are calculated over the various time
levels and printed after each particular time level.

LSW9 = an external switch that can be given two values.
Setting LSW9 equal to 1 means that only the water levels of the
internal nodes are printed.
Setting LSW9 equal to 2 means that the water levels of both
internal and external nodes are printed. This is usually done

only once to check the head-controlled boundaries numerically.

With the aid of these switches, the user can choose the interval for which
he wants the results printed. For example, the watertable elevations can be
printed each month and the water balance each year.

Sequence of cards and data formats

As the required data are read from a file (FILE 2), the three external

switches are the only input data for SGMP 32 (Table 4.4).

Table 4.4 Card structure of Data Set III

Card No. Name Format

1 LSW7, LSWS, LSW9 314

Definitions of output variables

H SEMICONF = watertable elevation of the aquifer if it is semi-
confined.
H CONFINED = watertable elevation of the aquifer if it is

confined.

H UNCONF = watertable elevation of the aquifer if it is
unconfined.
H' = watertable elevation of the confining layer if the

aquifer is semi-confined.
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NO. OF ITERATIONS

NO. OF SUBITERATIONS

RECHARGE

CHANGE IN STORAGE
IN TOP LAYER

= actual time expressed as a numeric in the dimension
TMBAS.

= number of iterations required in the Gauss—-Seidel
technique (SGMP2) to reduce the sum of all residual
values to a value that is equal to or less than the
prescribed threshold value ERROR. When using the
elimination technique (OPRO2), the print-out will show
"NO. OF ITERATIONS = 0".

= number of iterations required to bring one or more
of the calculated watertable elevations within the
prescribed limits UL(K) or OL(K) (see Chap. 3 Sect.
2.1). To distinguish this process from the convergence
process, these iterations are denoted as subiterations.
When the number of subiterations is not equal to zero,
the print-out will show, under the heading DRAINAGE
FLOW, the amount(s) of artificial percolation and/or
abstraction necessary to keep one or more of the
calculated watertable elevations within the prescribed
limits.

= a reformatted playback of the recharge input data.
This is the lumped sum of the recharge components that
initially had the dimension of a depth per time. In
the program this lumped sum is multiplied by the area
of the nodal area concerned, so the printed values
have the dimension of a volume per time. A positive
sign means percolation to the aquifer, or if it is not
unconfined, percolation to the confining layer; a
negative sign means abstraction from the aquifer or
confining layer.

= the calculated amount of water stored in or released
from the confining layer. This value is the algebraic
product of the change in head in the confining layer,
the storage coefficient of that layer, and the area of
the nodal area concermed. A positive sign means that
water is released from the layer and a negative sign
means that water is stored in the layer.
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SEEPAGE FLOW

CHANGE IN STORAGE
IN AQUIFER

TOTAL SUBSURFACE
FLOW

PUMP FLOW

DRAINAGE FLOW

= the calculated amount of water stored in or released
from the aquifer. This value is the algebraic product
of the difference in head between the aquifer and its
confining layer, the vertical hydraulic conductivity
of the confining layer, and the area of the nodal area
concerned, divided by the saturated thickness of the

confining layer. A positive sign means that the flow

‘direction is from the confining layer to the aquifer

and a negative sign that the flow direction is from
the aquifer to the confining layer.
= the calculated amount of water stored in or released
from the aquifer itself, This value is calculated in
the same way as that for the change in storage in the
confining layer.
= the calculated amount of water stored in or released
from the nodal area concerned. This value is the net
sum of the subsurface flows through all the sides of
the nodal area. Each subsurface flow is the algebraic
product of the hydraulic gradient between the node
itself and one of its neighbouring nodes, the hydrau-
lic conductivity, the saturated thickness of the
aquifer between these nodes, and the length of the
nodal area's side. A positive sign means that there is
a net inflow of subsurface flow into the nodal area
and a negative sign means that there is a net outflow
from the nodal area.
= a playback of the recharge input data. This is the
lumped sum of the recharge components that already had
the dimension of a volume per time. A positive sign
means percolation to the aquifer and a negative sign
means abstraction from the aquifer.
= the calculated quantity of water, additionally stored
in or released from the aquifer, to keep the water-
table between the prescribed limits. A positive sign
means additional percolation to the aquifer and a
negative sign, additional abstraction from the aquifer.
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For each time step, the actual time and the number of iterations and
subiterations, if any, are printed. Depending on the actual values of LSW7
and LSW8, watertable elevations at the nodes and water balance components
of the nodal areas are printed over various time levels. These water
balance components should be read as follows:

. For unconfined and confined aquifers there is one water balance:
recharge + change in storage in aquifer + total subsurface flow +
pump flow + drainage flow = residual value.

. For semi-confined aquifers there are two water balances, one for the
aquifer itself and one for the confining layer:

(i) seepage flow + change in storage in aquifer + total subsurface
flow + pump flow + drainage flow = residual value
(ii) recharge + change in storage in confining layer - seepage

flow = another residual value.

With the aid of the actual values of the water balance components, the user
can check whether the residual value for the aquifer is acceptable; if not,

he must choose a smaller value of ERROR (see Data Set I).

Note: A slight discrepancy exists between the printed watertable elevations
and two of the printed water balance components related to the watertable
elevations (i.e. change in storage and subsurface flow). The values of
those water balance components correspond to watertable elevations as they
were calculated during the second last iteration, whereas only in the last

iteration are the watertable elevations adjusted.

4.2.4 Data Set IV

SGMP 3b presents the watertable elevations at the nodes in graphical form.
We have chosen to have this done by a line printer instead of a plotter for
two reasons. The first is that a plotter works more slowly and is thus more
expensive to use, and the second 1s that not every computer centre has
plotter facilities. A disadvantage is that the graphs consist of isolated

points instead of continuous lines.
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Prescribed for SGMP 3b - along with the calculated watertable elevations,
which are read from a file (FILE 2) - are various signs for the plot and
values for three external switches. For the calibration process, the
historical watertable elevations are prescribed. (For information on
historical watertable elevations, see Chap. 2 Sect. 3.1). For operational

runs the values of MINOR, MAJOR, and LIST must be reread.

Definitions of input variables

BLNK = always a blank.

HI = a sign that indicates the unit of scale.

HMINUS = a sign that indicates the tenth of the unit of scale.

HX = a sign that indicates when a computed watertable elevation

falls outside the maximum range of the scale.

ASTRSK = a sign that indicates the position of a calculated watertable
elevation in the graph.

HY = a sign that indicates when a historical watertable elevation
falls outside the maximum range of the scale.

PLUS = a sign that indicates the position of a historical watertable
elevation in the graph.

LSW9 = an external switch that can be given two values.
Setting LSW9 equal to 1 means that only the watertable elevations
at the internal nodes are plotted.
Setting LSW9 equal to 2 means that the watertable elevations at
the internal and external nodes are plotted. Usually this is done
only once to provide a visual check of the head-controlled bound-
aries.

LSWIO0 = an external switch that can be given two values.
Setting LSWIO equal to 1 means that both calculated and historical
watertable elevations are plotted. This is required for the
calibration process, in which the calculated watertable elevations
are compared with the historical ones. o
Setting LSW10 equal to 2 means that only the calculated water-
table elevations are plotted. This is done in operational runs,

when no historical water levels are required as input.
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LSWI1

MINOR
MAJOR
LIST

= an external switch that can be given two values.

Setting LSW!l equal to | means that an error calculation is made
of the deviations beween the calculated and historical watertable
elevations, For all the internal nodes of the network, these
deviations are calculated for each time step for which historical
watertable elevations are available; the mean and standard
deviation are then calculated and printed at the end of all the
plots.

Note: We have found that after having made some calibration runs
(Chap. 6 Sect. 1.1) we could not always see whether the results
of the last calibration run were an improvement on the preceding
ones, especially when the network consists of a great number of
internal nodes. We then found that an error calculation could be
helpful. The mean gives a general indication of whether the model
is predominantly underestimating or predominantly overestimating
the measured watertable elevations, whereas the standard devi-
ation gives a direct measure of the degree of improvement of any
run over any previous run. In general, ome can say that the
smaller the standard deviation, the better the generated water--
table behaviour, even if the mean is slightly higher than in a
previous run. It is stressed that the actual values of mean and
standard deviation are only an expedient; first of all, one must
visually inspect the calculated watertable elevations and examine
the calculated water balance components.

Setting LSWIl equal to 2 means that no error calculation is made.
In production runs LSWIl must be made equal to 2, because there
are then no historical watertable elevations to be compared.

: In operational runs these parameters should be given values
that differ from those prescribed in the calculation program.
Suppose the model is run for 30 years with a time step of a fort-
night and the boundary conditions are prescribed on a monthly
basis., The parameters of the time discretization are then:

TMBAS : month '

DELTA : 0.5

MINOR : 2
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MAJOR : 12
LIST : 30

Using the same values in the plot program would mean that the
" water levels are plotted for each month, because they are plotted

at the end of each first accumulation level. In general, one will
not need that much information, and water levels plotted after
each half year will usually suffice. The values of MINOR, MAJOR,
and LIST are then:
MINOR : 12
MAJOR : 60
LIST : 1

H(K,M) = historical watertable elevations of the aquifer for all internal

nodes.

The maximum range of the plot is ten units of scale; the scale is not
fixed, but depends on the range of the historical and calculated watertable
elevations; the minimum scale is | metre and the maximum 8 metres. The
number of watertable eleévations printed in one plot depends on the value of
MAJOR. When, for instance, for a calibration, historical watertable elev-
ations are available on a monthly basis for a period of two years, the
value of MAJOR is 24. In our plot program the maximum number of watertable
elevations in one plot is 36. If one wishes to increase this number, one
must adjust the value of MAJOR in the array dimensions of SGMP 3b (see

Appendix 1).

If one is using a mini-computer and is facing problems of memory require-
ments, a solution is to split up the plots by making MAJOR in Data Set I
equal to 12. Suppose that one is simulating a period of ten years for which
historical data are available on a monthly basis. If the values of LIST and
MAJOR in Data Set I have been chosen as 1 and 120 respectively, the value
of MAJOR in the array dimensions of SGMP 3b must then be adjusted to 120
and the output of SGMP 3b will show for each node all the 120 historical
and calculated watertable elevations in one plot. For mini-computers such
an increase in the value of MAJOR could result in an error message that the
computer memory is not big enough to store all’the data. One can avoid this

problem by making LIST and MAJOR in Data Set I equal to 10 and 12 respect-
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ively and reducing the value of MAJOR in the array dimensions to 12. This
will substantially reduce the memory requirement. As a result, the output
of SGMP 3b will show for each node 10 plots of 12 historical and calculated
watgrtable elevations. A disadvantage is that the interpretation of the

results is more difficult because the data are spread over various plots.
Sequence of cards and data formats

Table 4.5 shows the input sequence and data formats for direct key punching

of the data cards of Data Set 1IV; the other required data are read from a

file (FILE 2).

Table 4.5 Card structure of Data Set IV

Card No. Name Format
1 BLNK, HI, HMINUS, HX, ASTRSK, HY, PLUS, LSW9, LSWIO,
LSW11 7A4,312
2 MINOR, MAJOR, LIST 314
3 H(K,M), K=1,NN, M=1,MAJOR 8x,9F8.2
Note that:

. If LSWIO is equal to 1, Card 2 is skipped.
. If LSWIO is equal to 2, Cards 3 are skipped.

4.2.5 Data Set V

The data required for OPRO | are the same as for SGMP 1: data concerning
the network, and those of the hydrological parameters and other variables.
The data are processed and stored in the memory (FILE 1). The output is

also the same as for SGMP 1.

To compose a rectangular network, a system of rectangles and/or squares is

superposed on the area (Fig. 4.3). An arbitrary origin is chosen with the
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x-axis in horizontal direction (positive to the right) and the y-axis in

vertical direction (positive downwards).

16 17 18 19 20

o o o [~ o

1 2 3 4 5 24

. . . . . [~

6 7 8 9 10 2
. . . . )

1 12 13 14 15 2

27 28 29 30 3

- internal node
o external node

Fig. 4.3 Lay-out of rectangular network

The internal nodes of the network are numbered in a fixed sequence, from

left to right (positive x-direction) row after row. The external nodes of

the network are also numbered in a fixed sequence: first the network's top

boundary, then its left- and right-hand-side boundaries, and finally its

bottom boundary. These nodes are numbered consecutively in the positive

direction.

The following input
NX

NY

RX(I),I=1,NX

RY(I),I=1,NY

COTBY
COBBY

CORBX

variables are used for this network:

= number of internal nodes in x-direction

= number of internal nodes in y-direction

= x-coordinates of the internal nodes along a line
parallel to the y-axis

= y-coordinates of the internal nodes along a line

parallel to the x-axis

y-coordinate of the external nodes of the top boundary

]

y-coordinate of the external nodes of the bottom
boundary
= x-coordinate of the externdl nodes at right-hand-side

boundary
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COLBX = x-coordinate of the external nodes at the left-hand-

side boundary

Definitions of input variables

In this program the aquifer is assumed to be homogeneous except along its
boundaries, where other hydraulic conductivity values can be prescribed.

The geohydrological parameters are:

SLC = upper boundary of the aquifer system

*BLC = lower boundary of the aquifer system

STO = specific yield or storage coefficient of the aquifer

CONDUC = hydraulic conductivity of the aquifer

CONDTB = hydraulic conductivity along the network's top boundary

CONDBB = hydraulic conductivity along the network's bottom boundary

CONDRB = hydraulic conductivity along the network's right-hand-side
boundary

CONDLB = hydraulic conductivity along the network's left-hand-side
boundary

These eight parameters are needed for all types of aquifer. If the aquifer

is semi~confined, three additional geohydrological parameters are needed:

STOCON = specific yield of the confining layer
PCONC = hydraulic conductivity of the confining layer for vertical flow
THID = thickness of the aquifer

The last parameter is also needed when the aquifer is confined.

The dimensions of all the above variables are the same as in SGMP 1.

Sequence of cards and data formats

Table 4.5 shows the input sequence and data formats for direct key punching

of data cards of Data Set V.
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Table 4.5 Card structure of Data Set V

Card No. Name Format

1 TITLE 20A4/20A4

2 NX, NY, NSCONF, NCONF, NEXTN 514

3 SLC, BLC, STO, CONDUC 2F4.0,F7.5,F8.4

4 COTBY, COBBY, CORBX, COLBX, CONDTB, CONDBB,

CONDRB, CONDLB 8F5.2

5 TMBAS, DTIM, T, SCALE, LSWI 2A4,2F4.1,F8.0,14

6 DELTA, MINOR, MAJOR, LIST F4.2,314

7 ERROR, COEFFA 2F8.2

8 LSW2, DELQ 14,F4.1

9 ULC, OLC 2F4.0 |

10 RX(I), I=1,NX 16F5.2 1

1 RY(I), I=1,NY 16F5.2

12 PCONC, STOCON F8.4,F7.5

13 THID F4.0 |
Note that:
. If LSW2 is equal to two, Card 9 is skipped.
. If NSCONF is equal to zero, Card 12 is skipped.
. If both NSCONF and NCONF are equal to zero, Card 13 is skipped.
4.3 Program adaptations
4.3.1 Adaptations to nodal network

Required at the beginning of
dimensions, an array being a
PERM(7), for instance, is an

presents part of the listing

’

all computer programs is a block of array

collection of variables of one specific type.

array called PERM with 7 variables. Figure 4.4

of SGMP 1 showing the array dimensions.
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c GROUNDWATERMODEL/PARTS ¢ READING INPUT DATA(POLYGONS/INHOMOGENGCUS)
INTEGER TNN
REAL LENGTH
DIMENSION PERM(7),NS(7),TITLE(40),TMBAS(2)
DIMENSION ASC( NN),ULC NN),OL( NN),AREA( NN),AS{ NN),SL( NN)
DIMENSION BL(TNN) ,NSIDE( NN),PCONF( NN),NREL( NN,7),CONDU( NN,7)
DIMENSION CO(TNN,2)

Fig. 4.4 Array dimensions (SGMP 1)

Of the array dimensions in our programs, the only ones that may need to be
adapted are those related to the nodal network. The network used in the
programs comprises 71 internal nodes, signifying nodal areas, and 39
external nodes, signifying boundary conditions - a total of 110 nodes, If
the user's network comprises 110 nodes or less, no adjustments need to be
made in the network array dimensions. If his network comprises more than
110 nodes, however, he must increase the array dimensions accordingly. If
his computer has insufficient memory capacity to cope with 110 nodes, he

must reduce the array dimensions accordingly.

The complete listings of our programs is given in Appendix 1. In these
listings the array dimensions of the nodal network are presented as NN and
TNN, with NN denoting the number of internal nodes and TNN the total number
of nodes (internal + external). If the user's network comprises, say, 90
internal nodes and 44 external nodes, he must replace NN with 90 and TNN

with 134 in all the programs that he uses.

4.3.2 Adaptations to computer. systems

Each computer comnsists of a "central memory', in which the calculations are
performed, and '"peripheral devices", which provide for the input/output
handling. The pheripheral devices used in our programs are the 'card-read-
er", the "line printer", and "two scratch files om the disk mass storage".
Assigned to each device is a "logical device number", which differs from
one computer to another. In our source programs, the logical device number
for the card reader is 8, that for the line printer is 5, and those for the
two scratch files are 1 and 2. Figure 4.5 shows part of the listing of SGMP

2 as an 1llustration.
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DIMENSION BLCTNN),ULC NN),OLC NN}, THIDC NN),SLC NN)

IRDs8

IPRaS

IDSKiny

108K2n2

REWIND IDSK}

READ(IDSK{) DELG,COEFFA,T,NN,NO, TNN,ERROR,DELTA,NCONF,L8W]

Fig. 4.5 Logical device numbers

If the computer operator prescribes other values for the logical device

numbers, the new values must be inserted in all the programs.

Cyber computer systems require that the first card of each source program
be a "program card'". A program card states the name of the program, the

pheripheral devices used, and their logical device numbers.

Figure 4.6 shows the program cards for the four source programs of the pro-

gram package.

Our programs are suitable for computers in which a "word" contains at least
16 "bits", Lf the user's computer has fewer bits in a word, the accuracy of
the results will be endangered. He is then advised to use "double preci-
sion'", which is achieved by inserting certain cards after the first card in
each source program. Figure 4.7 shows an example of such cards. Depending
on the Fortran compiler features in use in the system, declaratives other

than "implicit real*8'" and ''real*8" may have to be used.

Input data PROGRAM LINPUT(INPUT,QUTPUT, TAPES®INPUT, TAPESSDUTPUT,TAPE]L)
Calculation PROGRAM CALCU(INPUT,OUTPUT,TAPEBSINPUT, TAPESeQUTPUT,TAPEL, TAPE2)
Print-out PROGRAM PRINT(INPUT,OUTPUT,TAPESSINPUT, TAPES=QUTPUT,TAPER)
Plot-out PROGRAM PLOT (INPUT,OUTPUT,TAPEB=INPUT,TAPES®OUTPUT,TAPER)

Fig. 4.6 Examples of program cards
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Input data IMPLICIT REAL#B (A®H,0®S,U=Z)
REAL®8 TMBAS,T

Calculation IMPLICIT REAL#8 (A=H,0@R,UeZ}
REAL*8 TMBAS,T,THID,TOTALQ,S,SC,SL,THI,SUM

Print-out IMPLICIYT REAL®*8 (AeH,Q®R,Us2)

REAL*8 TMBAS,T,SL,T0TALQ,S,8C,TOTRE,TOTFC,TOTS0,T0YS,T0T0S,T0TSC
REAL*8 TOYDQ,TYRE,TT8Q,TTS,TYSC,TYFC,TTQS,TTDQ

plot—out IMPLICIT REAL*8 (A=H,0wS,UsZ)
REAL*8 TMBAS,T,SL,TI,SCALE

Fig. 4.7 Example of cards for double precision

4.4 Some remarks for the system manager

(If the system manager is not available, the user should consult either the

shift-leader or operator).

The program consists of either three or four source programs, depending on
which combination is chosen by the user (see also Fig. 4.1). Each program
is followed by its own data set, The programs must be run in one batch
string and in a certain sequence. Figure 4.8 shows the structure of the
deck of cards used for the four programs of SGMP. Please advise the user

which job control language cards he should use to run the program.

While the programs are being run, there is a data transfer from or to
scratch files on the disk mass storage. These files are unformatted and in
binary form. File 1 is created in the first source program and is used in

the second, Its records are as follows:

WRITE xosx:; DELG,COEFFA, T,NN,;NO, TNN,ERROR,DEL.TA,NCONF,L8W1
WRITECIDSK1) TITLE,TMBAS, (BL{K),Kat, TNN),LIST,MAJOR,MINOR, NSCONF
WRITE (IDSK1) (UL CK),OL(K),SLCK), AREACKY, ASCK) ,NSTDECK) ,Kni,NN)
WRIGE(IDSK1) ((NREL(K,J)  CONOUCK,J),J81,7) ,Kai¥YNN)
IF(NCONF,GT,2) WRITE(IOSKL) (CO(I,2),1s1,NCONF)

IF (NSCONF,GT,@) WRITE(IDSK1) (ASC(K),PCONF(K),Kni, NSCONF)
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SCRATCH FILE
FILE 2

SCRATCH FILE
FILE 1

EOR: end of record
EOF: end of file
*

need for job control language cards

Fig. 4.8 Example of deck structure

In the second source program, another file, FILE 2, is created and is used
in the third or fourth programs or both, depending on the combination of

programs chosen. Its records are as follows:
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WRITE(IDSK2) LIST,MAJOR,MINOR,DELTA, T, NN, TNN,|8H1
WRITE (10SK2) CH(K) Kui, TNN) NSCONF, (SL CK) ,K®4,NN) ,NCONF, TITLE, TMBAS
1F (NSCONP,G¥,0) WRITE(IDSK2) (MCONF (K),Kag,NSCONP)
00 90 Lwy,LIST
3 00 8@ Msi,MAJOR
5 Do 78 JT ® {,MINOR
WRITE (I108K2) (RECH(K),TOTALG(K),S(K),FLNCON(K),DRECH(K),K=1,NN)
WRITECIDSK2) (M(K),Ksi,TNN),T,ITRNO,DELTA,SUBITR
IF (NSCONF,GT.8) WRITE(IDSK2) (MCONF(K),GSEEP(K),SC(K),Ka1,NSCONF)
70 CONTINUE
80 CONTINUE
98 CONTINUE

Depending upon the values of the array dimensions, there can be a problem
of finding enough space on the disk mass storage. An alternative would then

be to transfer these two data files to magnetic tape.

If the programs are to be run often, make reloadable modules of the source

programs and adjust the job control language cards accordingly.
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5 SAMPLE RUN

5.1 Introduction

Before a program can be run on a computer, the data have to be transferred
from maps to a nodal network, from a nodal network to tables, and finally
from tables to computer cards. We shall illustrate the process with a hypo-
thetical example. By using a hypothetical example instead of a real one, we
can restrict the number of nodal areas to only a few, thus avoiding the re-
production of lengthy tables. A hypothetical example also gives us the
freedom to introduce various boundary conditions and to impose arbitrary

hydrological stresses on the aquifer system.

For our example we shall use the complete set of the Standard Groundwater

Model Package (SGMP), which means that we must prepare four data sets.

5.2 Description of the area

Our hypothetical area represents part of a graben valley. The valley orig-
inates from a downfaulting between two WNW-ESE striking faults of which
only one is shown in Figure 5.1. To the west, another fault crosses the
valley from north to south. Massive granite blocks form the valley walls.
On the upthrown block to the west, a relatively thin sandstone aquifer
overlies the granitic bedrock. A river enters the downthrown block through

a gorge. The downthrown block is entirely filled with unconsolidated river
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Fig. 5.2 Longitudinal section of the hypothetical area
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sediments whose grain sizes vary from very coarse at the mouth of the gorge
to finer textured downstream. A tributary, rising on the southern granitic
block, has built an alluvial fan into the valley. The coarse material of

the fan becomes progressively finer grained downstream. A study of available
well logs reveals that a thick bed of shale underlies the river sediments

of the downthrown block; the surface of the shale dips in downstream
direction. The geology of the area is shown schematically in Figure 5.1 and

a geologic section in Figure 5.2.

A groundwater model is required for the area bounded by the river and its
tributary, the WNW-ESE fault, and the western N-S fault. The available logs
of wells and boreholes and readings from observation wells and some double
piezometers reveal that the aquifer is unconfined. The total area of the

aquifer to be modelled is 78 km?.

The boundary conditions are defined as follows:

. As the river and its tributary are perennial, they are considered to
represent head-controlled boundaries. Although their water levels
change in the course of the year, mean fixed water levels are assumed
in the calculations.

. In the south, the WNW-ESE fault is considered to represent a zero flow
boundary because the aquifer terminates there against the massive
block of granite which does not transmit any appreciable amount of
groundwater.

. In the west, the N-S§ fault is considered to represent a flow-controlled
boundary, because the sandstone overlying the granite contains a
watertable that stands higher than that in the aquifer to the east of
the fault. From available data on rainfall and surface runoff, we
assume an average percolation of rain in the sandstone that corre-
sponds with an average groundwater flow across this fault of 15 1/s

per km length of the fault.

Figure 5.3 shows the configuration of the nodal network used for the
"example. The five internal nodes (Nodes 1 to 5) were selected arbitrarily.
The external nodes needed to construct the network are those in the river
and its tributary (Nodes 6 to 11) and those beyond the faults: Node 12
(opposite Node 4), Nodes 13 and 14 (opposite Node 5), and Node 15 (opposite
Node 1). As explained in Chapt. 3 Sect. 4 the Thiessen method was used to

construct the network. 137




Fig. 5.3 Configuration of the nodal network and coordinate: system for
determining the coordinates of the nodes

5.3 Data preparation

The procedure of preparing data for our groundwater model is as follows.

5.3.1 Parameters for the configuration of the network

As shown in Figure 5.3, the area is modelled in five nodal areas, so NN is
5. The boundaries are represented by 10 external nodes, so NEXIN = 10.
Figure 5.2 shows that the modelled area is part of an unconfined aquifer,

so NSCONF = 0 and NCONF = O.
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The number of sides of each nodal area and the coordinate values of each

node are read from Figure 5.3. These data are presented in Table 5.1.

Table 5.1 Parameters of network configuration

Number of CO(K,1) CO(K,2)
node K NSIDE (K) (x—-coordinate) (y-coordinate)

1 5 4.45 12.55

2 5 8.80 12.80

3 6 8.35 9.25

4 5 8.35 4.90

5 5 3.75 6.30

6 - 4.50 13.55

7 - 8.60 13.90

8 - 14.20 14.15

9 - 14.40 11.30

10 - 13.15 7.20

11 - 11.75 2.80

12 - 7.35 1.55

13 - 2.75 3.00

14 - 1.35 6.55

15 - 2.05 12.80

Note: The coordinates of the external nodes must also be prescribed as

these values enable the computer to calculate the area of each nodal area.

5.3.2 Parameters of dimensions

Recharge and abstraction rates and the conditions along the head-controlled
boundaries are known on a monthly basis, so TMBAS = MONTH, and DMIIM =
30.5. The calculations are started on | December (T=0). The scale of the
map on which the nodal network is drawn is 1:100,000, so SCALE = 100,000.
Because the hypothetical area is large, the dimensions for area and volume
are taken as 1,000,000 square metres and 1,000,000 cubic metres, respect-—

ively, so LSWI = 1.
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5.3.3 Parameters of time discretization

A time step of one month is chosen for the calculation procedure, so
DELTA=1, TMBAS being one month. The total time period for which the calcu-
lations are to be made is taken as one year. Because the algebraic product
of the values of DELTA, MINOR, MAJOR, and LIST must be equal to the total
time period expressed in the unit TMBAS, the following arbitrary values

have been chosen:

MINOR : 1

MAJOR : 12

LIST : 1

5.3.4 Geohydrological parameters

As we assume the presence of an unconfined aquifer throughout the valley,
we must prepare mean hydraulic conductivity values for all sites where

aquifer tests took place or where boreholes or wells were drilled.

Figure 5.4 shows the network superimposed on the isoperm map, which shows

lines of equal weighted mean hydraulic conductivity.

For all the sides of the nodal areas, a representative hydraulic conductiv-
ity PERM(J) (m/d) is determined, either by interpolation or by the calcu-
lation of a weighted mean value, depending on whether the isoperms are

parallel or perpendicular to the sides, respectively.

Note: The WNW-ESE fault represents a barrier boundary. Its hydraulic

conductivity is therefore zero., The N-S fault is a flow-controlled boundary
but its hydraulic conductivity is set equal to zero because the groundwater
inflow there is accounted for in the net pumped abstractions of Nodal Areas

1 and 5.

As the aquifer is unconfined, we now need representative values of the
specific yield in the nodal areas. In Figure 5.5 the network is super-
imposed on the map showing lines of equal weighted mean specific yield of

the aquifer. As explained earlier, this map is compiled from aquifer test
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Fig. 5.4 Network superimposed on the isoperm map, which shows lines of
equal weighted mean hydraulic conductivity (m/d)

Fig. 5.5 Network superimposed on the map showing lines of equal weighted
mean specific yield of the aquifer 141




data and by estimating weighted mean specific yield values CO(K,1) from

bore and well logs over a section extending from the land surface to some

10 to 20 m below the average watertable depth. Representative specific

yield values for all the nodal areas are determined from the iso-specific

yield lines and weighted over the area of each nodal area.

5.3.5 Topographical parameters

A study of available well logs, bore logs, and geophysical data shows that

a thick bed of shale represents the impermeable base of the aquifer. Owing

to tectonic events in the past, the surface of the shale is not horizontal

but slopes from west to

east.

Figure 5.6 shows the network superimposed on a contour map of the shale

surface., The configuration, gradient, and elevation of this surface can be

derived from this map and the weighted mean elevation for each of the nodal

areas can be determined.

mean sea level.

Note: Elevations of the
internal nodes but also
led. No such elevations

west of the two faults.

The results are indicated at each node in m above

impermeable base are required not only for the
for the nodes in the rivers, which are head-control-

are needed for the external nodes to the south and

Figure 5.7 shows the network superimposed on the topographical map showing

contour lines of the land surface in m above mean sea level.'The weighted

mean land surface elevations of the five nodal areas are indicated at each

node.

In our example, no restrictions are imposed on the watertable fluctuationms,

so LSW2 = 2. This means

that the calculation program only checks whether

the watertable elevations remain within the imposed limits defined by the

impermeable base and the land surface elevations.
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Fig. 5.6 Network superimposed on the contour map of the surface of the
impermeable shale underlying the aquifer

Fig. 5.7 Network superimposed on the topographical contour map
143 ’




5.3.6 Initial conditions

As explained earlier, initial watertable elevations are needed for all in-
ternal and head-controlled nodes. To obtain these values, a watertable-
contour map is made for the date on which the calculation process starts.
This map is based on data from observation wells and/or piezometers and on
water level data of the rivers. In our example we assume that the water

levels of the external nodes in the rivers are fixed.

In Figure 5.8 the network is superimposed on the contour map of the initial
watertable (HZERO), which shows lines of equal watertable elevation. These
lines are used to determine a weighted mean watertable elevation for all
nodal areas. The mean values in m above mean sea level are indicated at

each node.

Fig. 5.8 Network superimposed on the initial watertable contour map
(HZERO map)
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5.3.7 Boundary conditions

Rain is the only source of groundwater recharge in the area. Rainfall data
are available from a single meteorological station. Taking into account the
size of the area and the fact that only one station exists in it, we shall
assume that the rainfall is regularly distributed over the area. The
portion of raiﬂ that reaches the groundwater, depends on several factors:

. the depth of the rainfall

. the slope of the area

. whether the area has a vegetative cover (trees, crops) or is barren
land

. the infiltration capacity of the soil

. the soil moisture conditions of the unsaturated zone

Table 5.2 gives the monthly rainfall for the station and the corresponding
deep percolation to the groundwater which we have estimated by assuming

certain values for the different factors.

Table 5.2 Monthly rainfall and deep percolation, in mm

Rainfall J F M A M J J A S 0 N D Total
13 24 2 44 89 46 121 184 323 207 16 36 1105

Deep percolation
0 0 0 0 19 10 25 29 56 38 0 0 177

The entire valley bottom is used for agriculture. Supplementary irrigation
is needed to grow two crops a year. To meet the water requirements, ground-
water is pumped from wells which are scattered over the area. Their loca-
tion, discharge, and time of operation are known. Table 5.3 shows the

monthly groundwater abstractions from each nodal area.
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Table 5.3 Monthly groundwater abstractions in million m® in the Nodal Areas

1 to 5
Month Nodal areas

1 2 3 4 5 Total
January -0.38 -0.39 -1.20 -0.71 -0.62 -3.30
February -0.36 -0.36 -1.15 -0.67 -0.57 -3.11
March -0.25 -0.30 -0.89 -0.52 ~0.40 -2.36
April 0 -0.11 -0.32 -0.19 -0.03 -0.65
May +0.14 0 0 0 +0.18 +0.32
June +0.14 0 0 0 +0.18 +0.32
July +0.14 0 0 0 +0.18 +0.32
August +0.14 0 0 0 +0.18 +0.32
September +0.14 0 0 0 +0.18 +0.32
October +0.14 0 0 0 +0.18 +0.32
November -0.13 -0.21 -0.64 -0.37 -0.23 -1.58
December -0.32 -0.36 -1.07 -0.62 -0.52 -2.89

Note: The abstractions of Nodes | and 5 have been adjusted for the lateral
groundwater inflow across the N-S fault. It is assumed that this inflow (15
1/s per km length of the fault) is constant. For Nodes 1| and 5 this corre-

3 per month, respectively. The net abstrac-

sponds to 0.14 and 0.18 million m
tion in these nodes is the algebraic sum of the real abstraction and the

groundwater inflow,

The area has three types of boundary conditions, viz. zero-flow, flow-
controlled, and head-controlled. Because the hydraulic conductivity for
zero-flow and flow-controlled boundaries is set equal to zero, the only
watertable elevations that need to be prescribed are those for the head-
controlled boundaries. The nodal network (Fig. 5.3) has six external nodes
that simulate head-controlled boundaries, viz. Nodes 6, 7, 8, 9, 10, and
11. Table 5.4 shows the values of these external water levels, which are

kept constant.

Note: The user should be aware of the special problems that a low-flow
river may pose when used as a head-controlled boundary. If water is to be
abstracted from wells in its neighbourhood, the river may dry up without
the model noticing it. Another, infinite source will then act as boundary.

» A second problem is that rivers may have a low-permeability bed, increasing
their radial resistance to groundwater flow and restricting recharge (see

Chap. 6. Sect. 2.2). 146




Table 5.4 Data of water levels at head-controlled boundaries (m above m.s.1.3

Month External node no.

6 7 8 9 10 11 12 13 14 15
January 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
February 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
March 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
April 571.4 569.7 568.5 569.0 570.0. 572.0 - - - -
May 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
June 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
July 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
August 571.4 569.7 568.5 569.0 570.0 572.0 -~ - - -
September 571.4 569.7 568.5 569.0 570.0- 572.0 - - - -
October 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
November 571.4 569,7 568.5 569.0 570.0 572.0 - - - -
December 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
5.3.8 Historical watertable elevations

For the five internal nodes of the network, monthly watertable elevations
have been derived. Table 5.5 shows these data. This table is needed in the
calibration phase when the calculated watertable elevations are compared

with the historical ones.

Table 5.5 Data of historical watertable elevations (m above m.s.l.)

Month Internal node no.
1 2 3 4 5

January 571.58 569.64 570.38 570.78 573.00
February 571.30 569.62 570.16 570.49 572.48
March 571.10 569.66 570.09 570.32 572.22
April 571.03 569.71 570.02 570.26 572.26
May 571.08 569.88 570.06 570.52 572.37
June 571.13 570.00 570.12 570.63 572.69
July 571.24 570.16 570.23 570.99 573.04
August 571.32 570.33 570.40 571.17 573.41
September 571.53 570.57 570.45 571.65 573.83
October 571.68  570.72 570.42 571.88 574.25
November 571.37 570.59 570.34 571.77 573.86
December 571.14 569.28 570.21 571.43 573.54
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5.3.9. Groundwater balance

Prior to modelling a groundwater basin, one must assess an overall ground-
water balance of the basin. In the calibration process, some of the flow
components of the groundwater balance can be compared with the corresponding
flow components calculated by the computer (e.g. total surface water out—

flow, change in groundwater storage).

In our example, the annual groundwater balance reads as follows:

Input Qutput

Recharge from rain 13,735,200 m® Abstraction by wells 15,810,000 m®

Inflow through N-§S Groundwater outflow 2,113,300

fault 3,840,000 Change in storage - 0,348,100
17,575,200 m’ 17,575,200 m®

5.3.10 Other input data

The use of SGMP means that the calculation process is a Gauss-Seidel iter-
ation method. To terminate the iterations, a tolerance level must be pre-
scribed. The value of the annual recharge frém rain - being the only
external flow in the variable RECH(K) - 1is used as a yardstick and 10 per
cent of this value is taken as an initial estimate. Because the unit for
volume is one million cubic metres and the unit for time is one month,

ERROR is equal to 0.114.

For the relaxation coefficient we take the value of | and for DELQ the

value of 0.1, in conformity with the previously given guidelines.

For SGMP 2, four external switches must be prescribed. LSW3 is equal to 2,
because the boundary conditions are available on a monthly basis and
because DELTA=1 and MINOR=1. LSW4 is equal to 2, because we start with the
calibration process. LSW5 is equal to 1, because we use a fixed time step
of one month. For LSW6 no specific value needs to be given, because the

aquifer is not semi-confined.
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For SGMP 3% three external switches must be prescribed. As we want to have
the calculated watertable elevations and groundwater balances printed for
each month, the values for LSW7 and LSW8 are both equal to 1. LSW9 is equal
to 2, because it is the first run and we want to check the values of the

head-controlled boundaries.

For SGMP 3b three external switches must be prescribed. LSW9 is made equal
to 1, because in SGMP 32 the values of the head-controlled boundaries will
be printed, so we do not need a plot of them, LSWI0 is made equal to 1,
because we have historical watertable elevations available. Finally LSWI11
is made equal to 1, because we want to calculate the deviations between

historical and calculated watertable elevations.

5.4 Transfer of data

The preparation of data as discussed in Section 5.3 resulted in a number of
maps, a number of tables, and a number of single values. To transfer these
data to computer cards, one first prepares a number of tables, as will be

explained below.

5.4.1 Preparation of Data Set I
The parameters assigned to the nodes are represented by their node numbers.

Table 5.6 lists the data assigned to both internal and external nodes; the

data are taken from Figure 5.6 and Table 5.1.
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Table 5.6 Parameters assigned to internal and external nodes

Number of BL(K) CO(K,1) CO(K,2)
node K (x-coordinate) (y-coordinate)

1 537 4,45 12.55

2 506 8.80 12.80

3 508 8.35 9.25

4 509 8.35 4.90

5 538 3.75 6.30

6 537 4.50 13.55

7 506 8.60 13.90

8 485 14,20 14.15

9 484 14,40 11.30

10 488 13,15 7.20

11 493 11.75 2.80

12 - 7.35 1.55

13 - 2.75 3.00

14 - 1.35 6.55

- 2.05 12.80

i —
w

Table 5.7 lists the data assigned to the internal nodes only; the data are

taken from Figures 5.5 and 5.7 and Table 5.1.

Table 5.7 Parameters assigned to internal nodes only

Number of CO(K,1) UL(K)* OL(K)*
node SL(K) NSIDE (K) specific yield
I 580 5 0.18 - -
2 573 5 0.20 - -
3 576 6 0.18 - -
4 581 5 0.14 - -
5 583 5 0.07 - -
* Note: If switch LSW2 is equal to 1, specific values for UL(K) and

OL(K) are needed in Columms 5 and 6.

Note: If some of the nodes in the network are denoted as semi-confined

and/or confined, another table is needed (Table 5.8).
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Table 5.8 Parameters for semi-confined and/or confined aquifers

Number of Co(I1,2)
node PCONF (1) ASC(T) (thickness aquifer)
1 - - -
2 - - -
3 - - -
4 - - _
5 - — —

The parameters assigned to the sides of the nodal areas are more difficult
to represent than those of the nodes. A special table is needed to represent
the hydraulic conductivity PERM(J). First an auxilliary table is made

(Table 5.9). Its first column lists the numbers of the internal nodes. Its
second and following columns list the nodes that surround each of the nodes
in Column 1. One starts with an arbitrarily chosen surrounding node and

then continues with the others, moving in a clock-wise direction. The pro-

cess 1s repeated for all the other internal nodes.

Table 5.9 Numbering system of the nodal network

Number of Number of internal and external nodes
node (K) surrounding node (K)

1 6 2 3 5 15

2 7 8 9 3 1

3 2 9 4 5 1

4 3 10 12 5

5 1 3 13 14

Table 5.10 can now be compiled from Table 5.9 and Figure 5.4, Column I
again lists the numbers of the internal nodes. The even-numbered columns
list the surrounding nodes, and the odd-numbered columns, starting with
Column 3, list the values of the hydraulic conductivity between the nodes
of Column ! and the surrounding nodes listed im the preceding even-numbered
column. For example, the hydraulic conductivity of the side separating

Nodes 1 and 6 is 70.
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Table 5.10 Parameter assigned to the sides of the nodal areas

1 2 3 4 5 6 7 8 9 10 11 12 13
1 6 70 2 60 3 45 5 25 15 0 - -
2 7 62 8 50 9 48 3 60 1 60 - -
3 2 60 9 48 10 52 4 43 5 28 | 45
4 3 43 10 65 11 70 12 0 5 15 - -
5 1 25 3 28 4 15 13 0 14 0 - -

5.4.2

Sequence of cards and data formats in Data Set I

Table 5.11 shows the input sequence and data formats of the data cards in

Data Set I.

Table 5.11 Card structure of Data Set T

Card No. Name Format
1 TITLE 20A4/2044
2 NN, NSCONF, NCONF, NEXTN 414
3 NSIDE(K), K=1,NN 4012
4 (co(1,J3), J=1,2), I=1,TNN 16F5.2
5 " TMBAS, DMTIM, T, SCALE, LSWI 2A4,2F4,1,F8.0, 14
6 DELTA, MINOR, MAJOR, LIST F4.2,314
7 ERROR, COEFFA 2F8.2
8 BL(K), K=1,TNN 20F4.0
9 K, (NS(J), PERM(J), J=1,J2) 13,7x,7(13, F5.2, 2x)
10 co(I,t!), I=1,NN 11F7.5
11 PCONF (K), K=1,NSCONF 10F8.4
12 ASC(I), I=1,NSCONF 11F7.5
13 SL(K), K=1,NN 20F4.0
14 c0(I,2), I=1,NCONF 20F4.0
15 LSW2, DELQ 14,F4,1
16 UL(K), K=1,NN 10F8. 4
17 OL(K), K=1,NN 10F8.4
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The details are:

Card
Card
Card

Card

Card

Card

Card

Card

Card

Card

Card

Card

Card

Card

Card
Card

0 ~N S W

15
16

: Any name or sentence; total number of cards is 2.

: For actual values, see Section 5.3.1.

: The values of Column 3 of Table 5.7 are punched on this card,
40 values on each card. Total number of cards is NN/40Q.

: The values of Columns 3 and 4 of Table 5.6 are punched on this
card; for each node, first the x-coordinate and then the y-
coordinate, 16 values on each card. Total number of cards is 2 X
TNN/16.

: For actual values, see Section 5.3.2.

: For actual values, see Section 5.3.3;

: For actual values, see Section 5.3.10.

: The values of Column 2 of Table 5.6 are punched on this card,
20 values on each card. Total number of cards is TNN/20.

: The values of Table 5.10 are punched on this card, each row on
one card. Total number of cards is equal to NN.

: The values of Column 4 of Table 5.7 are punched on this card,
11 values on each card. Total number of cards is NN/I11.

If NSCONF is not equal to zero, the values of Column 2 of Table
5.8. are punched on this card, 10 values on each card. Total
number of cards is NSCONF/10.

If NSCONF is equal to zero, skip Cards 1I.

If NSCONF is not equal to zero, the values of Column 3 of Table
5.8 are punched on this card, 11 values on each card. Total
number of cards is NN/11.

If NSCONF is equal to zero, skip Cards 12.
: The values of Column 2 of Table 5.7 are punched on this card,
20 values on each card. Total number of cards is NN/20.
: If NSCONF or NCONF is not equal to zero, the values of Column 4
of Table 5.8 are punched on this card, 20 values on each card.
Total number of cards is (NSCONF + NCONF)/20.
If both NSCONF and NCONF are equal to zero, skip Cards 14.
¢+ For actual values, see Sections 5.3.5 and 5.3.10.
: If LSW2 is equal to 1, the values of Column 5 of Table 5.7 are
punched on this card, 10 values on each card. Total number of
cards is NN/10.
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If LSW2 is equal to 2, skip Cards 16.

Card 17 : If LSW2 is equal to 1, the values of Column 6 of Table 5.7 are
punched on this card, 10 values on each card. Total number of
cards is NN/10.

If LSW2 is equal to 2, skip Cards 17.

A special form is used to facilitate the punching of the data cards; it is
divided into 80 columns, which correspond with the 80 columns on a computer
card (for more information, see Appendix 2). Figure 5.9 shows such a form.
Its values have been written in accordance with the formats given in Table

5.11. The values correspond with the data of the hypothetical example.

When the form has been completed, the cards can be punched and Data Set I

is ready.

Figure 5.10 shows part of the numerical output of Data Set I. It gives a
reformatted playback of the general input, the distance between adjacent
nodes (LENGTH), the length of the sides of the nodal areas, characterized

by two node numbers (WIDTH), and the areas of the nodal areas.

5.4.3 Preparation of Data Set IL

To transfer the data to computer cards, four tables are prepared:

Table 5.12 contains the data of the initial watertable elevations at each
node, and the data of the initial watertable elevations of the confining
layer for those nodes denoted as semi-confined. As our hypothetical example

is part of an unconfined aquifer, Table 5.12 is compiled from Figure 5.8.
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961

GROUNCWATERMODEL FOR ILLUSTRATING DATA HANDLING OF THE STANDARD GROUNDWATER MODEL PACKAGE (SGMP)

NUMBER QF INTERNAL HODES IS 5
NUMBER OF EXTERNAL NODES IS (90

NUMBER nNF SEMJCONFIMED NODAL AREAS 18
NUMBER OF CONFINED NODAL AREAS I8
NUMGER OF UNCONFINED NODAL AREAS 18

UNIT LENGTH '3 1 METRE
UNIT AREA t 1,920,000 SQ,METRES
UNIT VOLUME ¢ 1,epe,pp@ CUMETRES

UNIT OF TIME FOR DELTA AND BOUNDARY CONDITIONS 1S MONTH

BETWEEN NODE PERMEABILITY WIDTH

SQ,HeDAY/M Cch
1 AND 6 70,00 3,32
1 AND 2 6¢,00 1,68
1 AND 3 45,00 2,55
1 AND S 25,00 2,15
{ AND 15 7,70 3.57
2 AND 7 62,00 4,88
2 AND 8 50,00 1,34
2 AND Y 48,90 1,92
2 AND 3 68,98 4,57
2 AND 62,00 1,71
3 AND 2 60,70 4,57
3 AND 9 48,00 a,78
3 AND 10 52,00 3.2
3 AND 4 43,90 3,76
3 AND 5 26,09 2,66
3N g 45,00 2,55
4 AND 3 43,00 3,76
4 AND 1@ 65,00 1,80
4 AND 11 70,00 3,15
4 AND 12 8,00 4,01
4 AND S 15,40 3,30
5 AND 1 25,09 2,20
5 AND 3 28,10 2,66
5 AND 4 15,99 3,26
5 AND {3 @,A0 3,30
5 AND 14 0,02 4,88

LENGTH
cH

1,00
4,36
5,11
6,29
2,41
1,12
5,57
5,80
3,58
4,36
3.58
6,39
5,22
4,35
5,46
5,11
4,38
5,32
4,09
3,50
4,81
6,29
5,46
4,81
30‘5
2,41

Fig. 5.10 Part of the output of SGMP 1

NODE NO,

-
VDO DN LN -

-t s om
LS R 2R R g

XeCOORD,
[, ]

4,45
8,80
8,35
8,35
3,75
4,50
8,60

14,20

14,40

13,15

11,75
7,35
2,75
1,35
2,05

Y-COORD,
cH

12,58
12,80
9,25
4,90
6.39
13,55
13,98
14,15
11,38
7,20
2,80
1,55
3,00
6,55
12,80

BOTTOM
ELEVATION

537,
506,
5e8,
509,
538,
537,




Table 5.12 Initial conditions at time T=0

Number of

node H(K) HCONF (K)
1 571.20 -
2 569.70 -
3 570.60 -
4 571.10 -
5 573.60 -
6 571.40 -
7 569.70 -
8 568.50 -
9 569.00 -

10 570.00 -
11 572.00 -
12 -
13 -
14 -
15 -

Note: Of the external nodes, only those simulating head-controlled bound-
aries (Nodes 6, 7, 8, 9, 10, and 11) require a value of H(K). For purely
flow-controlled boundaries, there is no need to specify H(K) because the
boundaries facing these external nodes are assumed to be impermeable and

their hydraulic conductivity values are therefore zero.

Table 5.13 contains the data of RECH(K), representing the deep percolation

from rainfall.

The columns are headed by the numbers of the internal nodes. The rows
contain the values of RECH(K), either for each time step DELTA or for each
first or second accumulation level, depending on the value assigned to
LSW3. The total number of rows also depends on LSW3:

. for LSW3 equal to 1: LIST rows

. for LSW3 equal to 2: LIST x MAJOR rows

. for LSW3 equal to 3: LIST x MAJOR X MINOR rows

For our hypothetical example, Table 5.13 is compiled from Table 5.2 (LIST=1,
MAJOR=12, MINOR=1, LSW3=2).
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Table 5.13 Data of RECH(K)

Number of first Internal node no.
accumulation level
(month) 1 2 3 4 5
1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0.019 0.019 0.019 0.019 0.019
6 0.010 0.010 0.010 0.010 0.010
7 0.025 0.025 0.025 0.025 0.025
8 0.029 0.029 0.029 0.029 0.029
9 0.056 0.056 0.056 0.056 0.056
10 0.038 0.038 0.038 0.038 0.038
11 0 0 0 0 0
12 0 0 0 0 0

Table 5.14 contains the data of FLWCON(K), representing the algebraic sum
of the abstraction by pumped wells and the groundwater flow through flow-
controlled boundaries. This table is compiled from Table 5.3 and is set out

in the same way as Table 5.13.

Table 5.14 Data of FLWCON(K)

Number of first Internal node no.
accumulation level
(month) 1 2 3 4 5
1 -0.38 -0.39 -1.20 -0.71 -0.62
2 -0.36 -0.36 -1.15 -0.67 -0.57
3 -0.25 -0.30 -0.89 -0.52 ~0.40
4 0 -0.11 -0.32 -0.19 +0.03
5 +0. 14 0 0 0 +0.18
6 +0.14 0 0 0 +0.18
7 +0. 14 0 0 0 +0.18
8 +0. 14 0 0 0 +0.18
9 +0.14 0 0 0 +0.18
10 +0. 14 0 0 0 +0.18
11 -0.13 -0.21 -0.64 -0.37 -0.23
12 -0.32 ~0.36 -1.07 -0.62 -0.52

Note: If the values of RECH(K) and FLWCON(K) are available on a monthly

basis and TMBAS is made equal to one week, these values must be entered in
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Tables 5.14 and 5.15 on the time basis of one week; in other words, the

original data must be divided by four.

Table 5.15 contains the watertable elevations for those external nodes that
simulate head-controlled boundaries. It is compiled from Table 5.4.
Table 5.15 Data of head-controlled boundaries
Number of first External node no.
accumulation level
(month) 6 7 8 9 10 11 12 13 14 15
1 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
2 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
3 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
4 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
5 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
6 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
7 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
8 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
9 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
10 571.4 569.7 568.5 569.0 570.0 572.0 -~ - - -
11 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
12 571.4 569.7 568.5 569.0 570.0 572.0 - - - -
5.4.4 Sequence of cards and data format in Data Set II
Table 5.16 shows the input sequence and data formats of the data cards in

Data Set II.

Table 5.16 Card structure of Data Set II

Card No. Name Format
1 LSW3, LSW4, LSWS, LSW6 414
2 H(K), K=1,TNN 10F8.2
3 HCONF (K), K=1,NSCONF 10F8.2
4 RECH(K), K=1,NN 8x,14F5.3
5 FLWCON(K), K=1,NN 8x,7F10.4
6 H(K), K=NO,TNN 8x,9F8.2
7 DELTA F6.4
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The details are:

Card 1 : For actual values, see Section 5.3,10.

Card 2 : The values of Column 2 of Table 5.12 are punched on this card.

Each card contains 10 values. Total number of cards is TNN/10.

Card 3 . : The values of Column 3 of Table 5.12 are punched on this card.

Each card contains 10 values. Total number of cards is NSCONF/10.

If NSCONF equals zero, skip Card 3.

Card 4 : The first
below). The

8 columns are reserved for identification (see

values of the first row of Table 5.13 are punched on

this card, except the one in Column 1. Each card contains 14

values. Total number of cards is NN/14.

Card 5 : The first
below). The

8 columns are reserved for identification (see

values of the first row of Table 5.14 are punched on

this card, except the ome in Column 1. Each card contains 7

values. Total number of cards is NN/7.

Card 6 : The first

8 columns are reserved for identification (see

below). The values of the first row of Table 5.15 are punched on

this card, except the one in Column !. Each card contains 9

values. Total number of cards is NEXIN/9. -

Card 7 : Values of

calculation

from SGMP 1.

Note: Because LSW3 is

X MAJOR times. In the

row of Tables 5.13, 5.

of the third row, and

DELTA. If LSWS is equal to 1, skip Card 7; the

is then made with a constant time step DELTA read

made equal to 2, Cards 4, 5, and 6 are repeated LIST
second set of these cards, the values of the second
14, and 5.15 are punched; in the third set the values

SO on.

Depending on the total number of time steps for which the boundary condi-

tions are available and on the number of internal nodes in the network,

Data Set II may contain a great number of data cards. To facilitate the

jdentification of specific cards, the first 8 columns of Cards 4, 5, and 6

are reserved for identification, indicating, for example, the name of the

variable, run—-number,

number of time step.
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Figure 5.11 shows the form completed for Data Set II. Its values have been
written in accordance with the formats given in Table 5.16. When the cards

have been punched, Data Set II is ready.

With Data Sets I and II, the calculations can be made. There is still no

output, however, because it is stored on a file (FILE 2).

5.4.5 Preparation of Data Set III

As the required data are read from a file (FILE 2), Data Set III only re-
quires the values of three external switches with which the user can choose
what kind of data he wants printed and in what detail. Data Set IIT re-
quires only one card., Its data format is shbwn in Table 5.17. For the

actual values of the three switches, see Section 5.3.10.

Table 5.17 Card structure of Data Set IIIL

Card No. Name Format

i LSW7, LSW8, LSW9 314

Figure 5.12 shows part of the output of SGMP 3%. Note that both the water-
table elevations and the groundwater balance are printed for each time step

of one month and that the values at the external nodes are also printed.

5.4.6 Preparation of Data Set IV
To transfer the data to computer cards, one table, Table 5.18 is prepared.

It contains the historical watertable elevations at the five internal

nodes, and is compiled from Table 5.5.
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Table 5.18 Data of historical watertable elevations

No. of first Internal node no.

accumulation

level (month) 1 2 3 4 5
1 571.58 569.64 570.38 570.78 573.00
2 571.30 569.62 570.16 570.49 572.48
3 571.10 569.66 570.09 570.32 572.22
4 571.03 569,71 570.02 570.26 572.26
5 571.08 569.88 570.06 570.52 572.37
6 571.13 570.00 570.12 570.63 572.69
7 571.24 570.16 570.23 570.99 573.04
8 571.32 570.33 570.40 571.17 573.41
9 571.53 570.57 570.45 571.65 573.83
10 571.68 570.72 570.42 571.88 574.25
11 571.37 570.59 570.34 571.77 573.86
12 571.14 569.28 570.21 571.43 573.54

Table 5.19 shows the input sequence and data formats of the data cards in

Data Set IV.

Table 5.19 Card structure of Data Set IV

Card No. Name Format

i BLNK, HI, HMINUS, HX, ASTRSK, HY, PLUS, LSW9, LSWIO,

LSWI1 7A4,312
2 MINOR, MAJOR, LIST 314
3 H(K,M), K=1,NN, M=1,MAJOR 8x,9F8.2

The details are:

Card 1 : The signs BLNK, HI, HMINUS, HX, ASTRSK, HY, and PLUS are arbit-
rarily chosen; for actual values for LSW9, LSWI0, and LSWI1l, see
Section 5.3.10.

Card 2 : The values of MINOR, MAJOR, and LIST are punched on this card.
If LSWIO is equal to 1, skip Card 2.

Card 3 : The first 8 columns are reserved for identification. The values

of the first row of Table 5.18, except the onme in Column 1, are
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punched on this card. Each card contains 9 values. Total number

of cards is NN/9.
If LSWI0 is equal to 2, skip Cards 3.

Card 3 is repeated LIST X MAJOR times. In the second set of these cards,
the values of the second row of Table 5.18 are punched; in the third set,

the values of the third row, and so on.

Figure 5.13 shows the form completed for Data Set IV; its values have been
written in accordance with the formats given in Table 5.19. When the cards

are punched, Data Set IV is ready.
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Fig. 5.13 Completed form for Data Set IV

Figure 5.14 shows part of the output of SGMP 3b, i.e. a plot of the water-
table elevations calculated from Data Sets I and II. Note that only the
watertable elevations of the internal nodes are plotted (LSW9=1), because

they were already printed in SGMP 32,
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COMPT(»)

570,84
578,61
570,45
570,43
570,61
579,72
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571,13
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571,76
571,58
571,32

COMPT (¢)

572,98
572,41
572,00
571,91
572,27
572,49
572,91
573,38
874,22
574,78
574,45
573,99

HIST(¢)

578,78
570,49
579,32
570,26
570,52
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871,714
571,43

HIST(*)
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573,084
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573,84






6 CALIBRATION AND PRODUCTION RUNS

6.1 Calibration
6.1.1 General

Before the model can perform its task of predicting the future watertable
behaviour, it must be calibrated. This means that a check must be made to
see whether the model can correctly generate the past behaviour of the

watertable as it is known from historical records.

One starts the calibration procedure by selecting a period for which
historical records are available. The relevant geological information and
the historical data are then fed into the computer, which calculates a
watertable elevation for each nodal point. These values are then compared
with the watertable elevations as they are known from historical records.

The comparison will usually reveal a discrepancy between the two.

As errors can obviously be made in the interpretation of geological in-
formation and as historical records may not be wholly reliable or may be
incomplete, one is permitted to change the input parameters to a certain
extent. One must re-evaluate the geological information and/or the his-
torical records, which will yield a new set of input data for the model. A
new run is made with this new set of data and new watertable elevations are
calculated. These may fit the historical watertable elevations better (or
possibly even worse) than the original set. This process of trial and error

is repeated until the calculated values satisfactorily match the historical

ones.
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Depending on the desired accuracy and the difficulties experienced with
scarcity of data, some ten to twenty runs may be needed to obtain a good
"fit. Goodness of fit, of course, is a relative idea but, in general, the
permissible deviations between calculated and historical watertables are

some tens of centimetres.

Obviously, the‘longer the period used for calibration, the better the
results will be. This is particularly so for unconfined aquifers, which
have a long natural response time (Rushton and Redshaw 1979). As long-term
records of watertable elevations are seldom available, however, the model
usually has to be calibrated with data covering only a reiatively short
period, which, if possible, should be so selected that extremes of water-
table behaviour have occurred within it, The absolute minimum period,
however, is two full years of data, the first year being dsed to adjust ;he
input data and the second year serving as a check to see whether the

adjustments were adequate., If not, the process is repeated.

Calibration is the most difficult part of groundwater modelling. It re-
quires great skill and real teamwork on the part of all the people in-
volved: the geologist who is providing data on transmissivities and storage
coeffic;ents, the irrigation engineer providing data on irrigation practices
and losses, the hydrologist providing data on watertable behaviour and
watertable eievations, and the others who are providing data on rainfall,
evapotranspiration, runoff, and pumping rates. All these data must be

brought together before a calibration run can.- be made.

The best way to act during calibration is to evaluate the results of a
calibration run, propose certain adjustments in input parameters, and
discuss these with the expert(s) in question. For fruitful cooperation,
each expert should be aware that many of his figures are mere estimates and

are thus liable to error.

It is stressed that each expert providing input parameters should indicate
the possible range of errors in the values he is providing, preferably
before the first calibration run is made. To be able to do this, he must
have a sound judgement of the parameters in question and must know the
extent to which their values can be varied over the tolerance to which they

are known.
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It may happen that some of the calculated watertable elevations cannot be
matched with the historical ones, even if the values of the parameters have
been varied up to their maximum error percentage. Faced with this situ-
ation, one has no alternative but to return to the field for additional

measurements.

Proper model calibration depends above all else on the integrity of the
calibrator. It is always possible to ''calibrate' a model. When one has a
"free hand" in changing the input parameters and disregards the maximum
error limits, one can always get the calculated watertable elevations to
match the historical ones. But then, one is not calibrating the model, one
is merely playing with it, which is a dangerous game. A model calibrated in
this way means that the computer replaces field work and the question then
remains whether the model makes any hydrological sense. But, if the assump~
tions on which the model is based are satisfied, if certain of the input
parameters have a good to fair degree of accuracy, and the model is properly
calibrated on this basis, it can be a sound prediction tool on which to
base decisions for the optimum use and management of a basin's groundwater

resources.

6.1.2 Sources of error

Errors in input data can stem from two categories of sources:

1) Errors in the physical properties of the aquifer:

. type of aquifer

. depth

. permeability

. storage coefficient/specific yield
. watertable elevation

ii) Errors in the hydrological stress exerted on the aquifer:

. precipitation
. seepage from or drainage to rivers
. losses in the conveyance, distribution, and application of

irrigation water

. groundwater flow through flow-controlled boundaries
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. tubewell abstraction
. capillary rise from a shallow watertable

. evapotranspiration

As this list shows, almost all input data are subject to error. The devi-
ations between calculated and historical watertables will often be the
result of a combination of errors. Unravelling the sources of error can
best be done by examining each aquifer parameter and each hydrologic

parameter separately. The most common errors will be discussed below.

Of course, errors can also be made in punching the data onto computer cards
and. it is advisable to first cheék whether any such errors have been made.
One can do this in two ways: either by comparing the punched data with the
data on the completed forms, or by making a computer run and comparing the
printed data with the tables and lists prepared before completing the

forms.

Transmissivity

Figure 6.1 shows the effect of a wrong estimate of the transmissivity
between two nodes. For this and the following examples we used our hy-
pothetical area described in Chapter 5. Its watertable—contour map shows
that the groundwater flow is from Nodal Area | to Nodal Area 2. It is
therefore obvious that the transmissivity at the side shared by these two
areas has been assessed too low., This results in watertables that are too
high in Nodal Area 1 and too low in Nodal Area 2, which is characteristic
of this kind of error. Because the transmissivity T is the algebraic
product of the saturated thickness D and the hydraulic conductivity K, the

source of the error could be either in D or K or in both.

Storage coefficient (or specific yield)

Figure 6.2 shows the effect of too high an estimate of the storage coef-

ficient in a nodal area.

172




Fig.

6.2

70,

are, 873, 564, 563, 366, 587, 568, 589,
I 1 1 1 1 =l 1 1 1
1 1]
2 2
3 3
4 4
L1 5
] L]
b 7
8 ] —_—
9 [] T~
1@ 1@ P
11 13 e
12 12
It 13
14 14
13 13
16 16
17 17
18 18
10 19
24 20
21 21
22 22
23 23
24 24
2% 23
2¢ 26
27 27 calculated
28 28
29 29
38 39 —-—-—- measured
3 31
32 32
33 33
34 34
hL] 38
6 Y
NODE ~ND 1 SURFACE ELEVATION = 384, NQDE MO 2 SURFACE ELEVATION ® 373,
ELEVATIONB(METRES ABOVE SEALEVEL) VS5, TIME{ MONTH )
6.1 Error in transmissivity
364, 562, 563, 364, 365, 566, 867, 1-1.1.0% 569, a7¢, 571,
lescecemcnleannaccen]acncancnelanevroacn]umavercan]overecuec]vanceyenal 1 1
1
2
3
4
S
]
7
a
3
1e 3
11
12
13
314
13
16
17
19
19
29
21
22
23
24
23
28 calculated
28
2 —-——=- measured
31
32
a3
34
3s
36
NODE 0 4 ELEVATIONS(METRES ABOVE SEALEVEL) VS, TIME( MONTH )) SURFACE ELEVATION » 872,
Error in storage coefficient

173



For periodic fluctuations in the historical watertables, this results in

amplitudes in the calculated watertables that are too small. For too low

values of the storage coefficient, the amplitudes are too large.

Watertable elevation

Figure 6.3 shows the effect of an error in a nodal watertable elevation.
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Fig. 6.3 Error in watertable elevation

In the field, groundwater levels are measured as a depth to the watertable,

but the model requires absolute elevations above a datum. This means that

the elevation of the rim of the well or a reference point in the well must

be known from a levelling survey. This levelling is sometimes a great

source of error, especially when the levelling survey is not performed in

closed circuits or back and forth from a bench mark. Such mistakes may go

unnoticed and the resulting errors can range from several metres to some

tens of metres.
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are all affected in the same way, a result as shown in Figure 6.3 can be
obtained. Because there was a levelling error of + 3 m in the elevation of
the well, the initial watertable and all consecutive historical watertables
are 3 m too high. Characteristic of this type of error is that in the
beginning of the calculation period the deviations between calculated and
historical watertable elevations increase steadily and later on become more

or less constant. In this case, the deviations stabilized at 3 m difference.

Percolation or abstraction

Figure 6.4 shows the effects of errors in nodal net percolation and/or

abstraction.
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Fig. 6.4 Error in percolation or abstraction

These errors are often systematic. If, for example, irrigation field losses
have been assessed too high, the watertables in all areas where irrigation
is practised will be too high. Another possibility is that not all compo-

nents influence the watertable constantly. As shown in Figure 6.4, for
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instance, the abstraction was assessed reasonably well, but the percolation

from precipitation was estimated too high. There was no percolation from
rainfall in the first three months, so the calculated watertables match the

historical ones in that period.

6.1.3 Calibration procedure

As deviations between calculated and historical watertables can be due
either to errors in individual input parameters or to a combination of such
errors, the problem one faces in changing input parameters is where to

start and what to change.

The best place to start is in those nodal areas where the largest devi-
ations occur, This is advised for two reasons., Firstly, if input data are
changed in too many nodal areas at once, it will be difficult to see what
the individual effects of these changes are. Secondly, deviations in a
certain nodal area may well be the result of errors in input data of other
nodal areas, whereas the input data for the nodal area itself are good.

Figure 6.5 gives an example.
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Fig., 6.5 1Influence of one area on another
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For the nodal area itself, the input data are correct, but the deviations
are caused by an error in the storage coefficient in its neighbouring nodal
areas. When this error is corrected, the problem in the nodal area no
longer exists. One must always be on one's guard for errors of this kind,
and must never forget that changing an input parametef in one nodal area

will have an effect, either good or bad, in other nodal areas.

As to the question of what to change, there is no cut-and-dried answer; the
problem is to detect which input parameter(s) is (are) causing the devi-

ations, One begins by considering the four sources of error:

. errors in storage coefficient (S)

. errors in transmissivity (K or D)

. errors in percolation or/and abstraction (R or P)
o errors in watertable elevation (WE)

By making a sensitivity analysis of the first three categories, it may be
possible to detect the sources of error. At the very least, a sensitivity
analysis will reveal that a watertable is more sensitive to changes in one
kind of input parameter than to changes in another, For example, from
Figures 6.1, 6.2, and 6.4, in which the values of K (or D), S, and R (or P)
were changed 100 per cent, it can be seen that the watertable reacts more
sharply to changes in net recharge (R or P) than to changes in the geo-
hydrological parameters (K, D, and S). Since this is true for most ground-
water basins, it is sometimes possible to establish whether changes in the
geohydrological parameters alone are sufficient to reduce deviations to
within an acceptable range. To be able to do this, one must set upper and
lower limits for each of these parameters. Suppose that there are devi-
ations of more than 3 m and sensitivity runs have indicated that changing
the geohydrological parameters up to their limits only results in changing
the watertable by 2 m, this is clear evidence that changes must also be
made in the net percolation and abstraction rates or watertable elevations,

because there are obviously errors in these data.
L
The next step is to examine the pattern of deviation, as this can help in

determining which of the input parameters is primarily causing the devi-
ations. Figure 6.6 outlines a procedure that can be followed. It shows five

possibilities.
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DEVIATIONS

( TRY S )

possibility 1
STEADILY YES
INCREASING
possibility 3
possibility 2
YES TENDENCY IN

NEIGHBOURING AREA
BUT OPPOSITE

TRY
KORH

possibility 4

possibility 5

Fig. 6.6 Procedure for determining which input parameter(s) is (are)
causing the deviation

Possibility 1 refers to a situation in which the historical watertable ex-
hibits periodic fluctuations and the deviations keep changing in sign from
positive to negative. The amplitude of the calculated watertable is then
constantly greater or smaller than that of the historical watertable.

Figure 6.2 gives an example.

Possibility 2 refers to calculated and historical watertables that match
for a certain period, and then suddenly deviate. An example is shown in

Figure 6.7, It is also possible that the calculated and historical water-
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tables first deviate for a certain period and then suddenly match. In both
cases there are obviously errors in the percolation and/or abstraction
rates, An explanation of the second could be that during the initial period

it was assumed that no irrigation took place, whereas in reality it did.

calculated

—---—  measured

NNDE NGO 2 ELEVATIUNS(METRES ABUVE SEALEVEL) V8, TIME( HMONTH )y SURFACE ELEVATION = 575,

Fig. 6.7 Error in net deep percolation

Possibility 3 refers to deviations that do not necessarily change in sign,
but vary in magnitude with time. This is illustrated in Figure 6.8. Here

too, the best way to start is by changing the storage coefficient S.

Possibility 4 is clear; when two neigbouring nodal areas exhibit the same
tendency in deviations, but with opposite signs, it is advisable to change
the transmissivity at their common boundary (see also Fig. 6.1). In all
other circumstances, changing the transmissivity will result in an im-
provement in one nodal area and a worsening in another. It is not advisable
trying to change the percolation or abstraction rates in outputs as in
Figure 6.1, because errors in net recharge are often systematic. This means

that in both areas they are either too big or too small.
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Fig. 6.8 Error in storage coefficient

Possibility 5 is the most difficult; it means that none of the previous
possibilities were clearly relevant, so that the cause of the deviations
must be sought in errors in net percolation and/or abstraction rates or
errors in watertable elevations. When the calculated watertables are
consistently too high or too low over the whole area or over a part of it,
it is advisable to re-evaluate the net percolation and/or abstraction
rates. When isolated deviations occur without any clear pattern, it is

advisable to re-evaluate the levelling data in those areas.

The procedure outlined above is meant merely as a guideline; onme will
always face deviations occurring in a pattern that suggests that they are
due to errors in one input parameter, whereas in reality they are due to a
combination of errors. The procedure merely suggests which input parameter
one might start with. In Figure 6.4, for instance, there may also be an
error in the storage coefficient, but changing that parameter in an early

stage will not improve the picture,
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6.2 Production runs
6.2.1 General

So far, all the work of collecting the data, preparing the data sets, and
calibrating the model has only allowed us to reconstruct the historical

measured watertable elevations. But the true purpose of a model is to in-
dicate what the long-term behaviour of the watertable would be if certain

"production run" is

plans for the use of water were to be implemented. A
the term used when the model -simulates future percolation and abstraction

as if a certain development plan had already been implementéd.

Such plans introduce either percolation or abstraction (or both) that is
different from the percolation or abstraction in the past. A new irrigation
scheme, for example, introduces additional percolation through irrigation
losses and leaching practices, if any; a new pumping station for domestic
water supplies or for irrigation introduces new, locally high, abstraction
rates. A more complex situation is one in which an area is already being
irrigated with water from a river but, since the river flows vary greatly,
a plan is being drawn up to use groundwater as an auxiliary supply. Such a
plan not only means rates of groundwater abstraction that will vary in

accordance with the river flows but also new, additional percolation.

In complex situations like this, the model enables us to examine what
consequences a certain development plan will have on the watertable. But -
and this is the real strength of the model - it also allows us to study
the consequences of a number of alternatives within the development plan.

Possible alternatives are:

° whether irrigation canals should be lined or not

. which irrigation method should be applied

. what is the best site for a pumping station

. what are the effects of changes in the relative contribution of

surface water and groundwater.

By simulating such alternatives, one can provide the decision-maker with a

sound basis on which to select the most appropriate plan.

Each development plan or alternative within it can be "translated" into

new, additional percolation and/or abstraction rates. These rates, super-
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imposed on the actual rates, can be regarded as the assumed, future hydro-
logical stress on the groundwater basin. Together with the values of the
hydrogeological parameters that were found during the calibration process,

they form the base of the data sets for production runms,

The period over which the model can simulate future conditions in produc-
tion runs can be as long as one likes, although periods of twenty to forty
years will suffice for most purposes. The advantage of such long-term
simulation is that cycles of dry and wet years can be simulated, with
groundwater mining in dry years and groundwater recharge in wet years (de

Ridder and Erez 1977).

6.2.2 ° Data requirements

For production runs, our model requires Data Sets I, II, III, and/or IV. A

brief description of each follows.

As Data Set I consists of data on the geometry of the nodal network and on
the hydrogeological parameters of the aquifer, it is the same for produc-
tion runs as it was after calibration, except for the parameters of time
discretization. Because the percolation losses and abstraction rates will
usually be prepared on a monthly basis (TMBAS is month), LIST denotes the
number of years one wants to simulate, MAJOR is equal to 12 (denoting
months), and MINOR and DELTA are equal to 1. If DELTA is chosen as 0.5,
MINOR is then equal to 2,

As Data Sets III and IV consist only of external switches for printing or
plotting the simulation results, they constitute no problem. The only
difficulties that may arise are in Data Set II, which consists of three
types of data:

i) data on initial watertable elevations

ii) data on percolation and -abstraction rates

iii) data . on boundary conditions

i) Initial watertable elevations must be prescribed for all internal
nodes and for any external nodes that are head-controlled. To obtain these

elevations, one needs the most recently recorded data. One might, for in-
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stance, use last year's records of observation wells and calculate from
them the mean watertable elevations. These values, transposed to a water-
table-contour map and superimposed on the network, allow the nodal water-

table elevations to be determined.

ii) The future assumed percolation and abstraction data in each nodal area
must be prescribed for each production run. First the percolation and/or
abstraction rates as they will be under the development plan are calculated.
These rates are then superimposed on the present rates, which may consist
of percolation from rainfall, groundwater inflow and/or outflow over the
boundaries of the area, abstraction from wells, etc. The final rates must
be prescribed for each month and for the number of years one wants to
simulate. Depending on conditions, there are two ways in which one can

proceed.

Firstly, it is sometimes justified to assume that the percolation and
abstraction rates will not vary substantially from year to year, although
they may vary from month to month within each year. In such circumstances
one can prepare monthly nodal percolation and abstraction rates for one
year, based on an average of the future percolation and abstraction rates.
Using the external switch LSW4 in Data Set I (see Chap. 4 Sect. 2.2) one
can repeat this one-year data base for the number of years one wants to
simulate. This saves considerable time in data preparation. The results of

' steady-state

such a run will show how long it will take before a 'new'
condition in the groundwater basin is reached and to what extent the

watertable will rise or fall.

Unfortunately, situations as simple as that described above will not often
be encountered and it will be far more common to meet situations in which
percolation from rainfall plays an important role, with rainfall varying
strongly from one year to another, or in which abstraction rates from
pumped wells are expected to vary due to a non-regulated surface water
supply. Here, one cannot base production runs on average conditions, but
must prepare monthly percolation and abstraction rates for each separate
year. Because production runs are projections of possible future conditions,
one must use probability analysis to quantify the variations of the differ-

ent percolation and/or abstraction rates from one year to another and
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4
derive stochastic sequences. Figure 6.9 shows an example of stochastically

determined abstraction rates, in which years of "normal' stream flow are

followed by dry years when groundwater is mined to meet the water demand.

node
m
880
870
860 [ \ / \
J \
\ \
\J
0 8 16 24 32 40
years

Fig. 6.9 Watertable behaviour of two nodes for stochastically varying
abstraction rates (de Ridder and Erez 1977)

For more information on this subject, the reader is referred to ILRI Publi-

cation 21: Optimum use of water resources (de Ridder and Erez 1977).

iii) The introduction of surface water irrigation or groundwater abstrac-—
tion may cause a change in the boundary conditions of the study area. These
future boundary conditions must be prescribed. Zero-flow boundaries consti-
tute no problem because they remain unchanged. Flow-controlled and head-
controlled boundaries, however, require a projection of how they may change
under future conditions. A way to avoid this problem is to extend the net-—
work over such a large area that no matter what the future conditions are,
they will not exert any influence on the boundaries of the aquifer. If such
an extension is impossible, one must analyse the behaviour of the boundary

conditions in the past and extrapolate this into the future.
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6.2.3 Sensitivity analysis

A sensitivity analysis made during production runs can analyse the sen-
sitivity of an aquifer to changes in the hydrological stress exerted on it.

Two separate occasions call for a sensitivity analysis.

Firstly, a new development plan implies a whole set of assumptions: a new
cropping pattern, a new water delivery system, improved irrigation efficien-
cies, groundwater pumped by individual farmers or supplied from wells owned
by the state, and so on. All these assumptions and corresponding data are
drawn up from behind a desk; they are design values. In reality, when the
plan is implemented, there will be many deviations: some farmers will not
pump groundwater or will pump it for shorter or longer periods than were
envisaged; irrigation conveyance, distribution, and field application
efficiences will differ from the assumed ones, and so on. Making a sensitiv-
ity analysis of the major assumptions will show how sensitive the different
parts of the aquifer are to deviations from the design values. If such a
sensitivity analysis shows that certain of the assumptions are highly
sensitive i.e. that deviations in them will result in appreciably different
watertable behaviour, one must make a number of alternative runs, showing
the influence of these deviations on the watertable. The decision-maker

will then be forewarned and can perhaps re—evaluate the assumptions.

Secondly, once certain values have been assigned to the head- and flow-
controlled boundaries, these boundary conditions will influence the future
watertable behaviour. If the network does not extend far enough beyond the
area that will be affected by major‘changes in the hydrological stress, the
future conditions at the boundaries can differ appreciably from the present
ones. A sensitivity analysis of the boundary conditions, performed by
making production runs with varying watertable elevations and/or flows
across the boundaries, will show the influence of such variations on future
watertable behaviour. If an appreciable influence is found, one must

enlarge the area simulated.
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6.2.4 Network modification

When a series of production runs have been made to test various alternative
plans, their results should be examined and non-feasible plans should be
discarded. After ranking the remaining plans, it may happen that one wants
to make a more accurate study of one or two of the '"best'" alternatives. To
do so, one may need a different, denser, nodal network than that used in
the earlier runs. This will be so, for instance, when one needs more
accurate values of watertable elevations in areas where future abstraction
rates will be high and where, consequently, hydraulic gradients will be
steep. The mesh size of the network in such areas should then be reduced

accordingly.

The data on the geometry of the new network must be prepared and the data
on its hydrogeological parameters derived by interpolation from the ones

found after calibration.
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APPENDIX 1
LISTING OF SOURCE PROGRAMS

Source programs listings are given to illustrate where to make any changes

demanded by the user's nodal network or his computer system.

Copies of the source programs in the form of a complete set of punched
cards can be ordered from ILRI; the only costs involved are those of
copying the programs and of mailing the cards. All dimension statements in

these copies refer to a network of 71 nodal areas and 39 boundary conditioms.
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49

47
10
42

46

44

12

17
39

45

13

13

GROUNDWATERMODEL /PART] 1 READING INPUT DATA(POLYGONS/INNOMOGENOUS)

INTEGER TNN

REAL LENGTH

DIMENSION PERM(7) ,NS(7),TITLE(44), THRAS(2)

DIMENSTION ASC( NNSoUL( NN),OL C NN),AREA( NN),ASC( NN),SL{ NN)
DIMENSTON BL(TNN) NSIDE( NN),PCONF( NNY,NREL( NN,7),CONDU( NN,7)
DIMENSTON COCTNN,2)

IRDuB

IPR=S

IDSK1=}

READ(IRD,49) TITLE

FORHAT (2AA4/20A4)

READ(IRD,1) NN,NSCONF,NCONF,NEXTN

FOQRMAT (414)

TNNSNN*HEXTN

NOsNN+1
NCONF sNCONF+NSCONF

NPHaNNeNCONF

NNC=NCONFwNSCONF
DO 47 I;‘.NN
o0 47 J‘l,’

NREL(I,J)=0
CONDU(I,J)s0,2
READ(CIRD,10) (NSIDE(K),Ks1,NN)

FORMATY (4A12)

READ(IRD,42) ((CO(I,J),J=1,2),1a1,TNN)

FORMAT (16F5,2)

READ(IRD,46) TMBAS,OMTIM,T,SCALE,LSW!

FORMAT (2A4,2F4,1,F8,7,14)

READ (IRD,3) DELTA,MINOR,MAJOR,LIST

FORMAT (F4,2,314)

READ (IRD,4)ERROR,COEFFA

FORMAT (2F8,2)

WRITE (IPR,44) TITLE

FORMAT(21H GRUUNDWATERMONEL FOR,20A44/20A4//)

WRITE (TPR,12) NM,NEXTMN,NSCONF ,NNC,NPH

FORMAT (28N NUMBER OF INTERNAL NUDES 1S,14/28H NiMBER OF EXTERNAL N
10DES 1S,14///38H MUMRER OF SEMICONFINED NODAL AREAS 15,14/38H NUMB
2ER OF CUNFINED NOQGAL AREAS 1S,T4/38H NUMBER QOF UNCONFINED NQDA
3L AREAS 18,14/)

IFCLSW1,EQ, 1) WRITE(IPR,17)

IF(LSW1,EQ,2) WRITE(IPR,39)

FORMAT(//39H UNIT LENGTH 3 {1 METRE/J4H UNIT AREA : 1,000
1,000 SR,METRES/34H UNIT VOLUME ¢ {,00R,0m0 CU METRES)

FORMAT (/7221 UNIT LENGTH § | METRE/25H UNIT AREA i1 SQ,METRE/25
IH UNIT VOLUME 1t { CU,METRE)

WRITE(IPR,45) TMBAS

FORMAT(//5AH UNIT OF TIHE FOR DELTA AND BOUNDARY CONDITIONS 1S,2A4
1)

WRITE (IPR,13)

FORMAT(//13H RETWEEN MODE,4X, 1 2HPERMEABILITY, 4X,5HWIDTH, 4X,BKLENGT
1H,1BX ,RHNODE NN, ,19X%,8H%«CNORD, ,10%,8HY=CO0RD,,10X,6HNBOTTON/18X,10
2HSA ,MwDAY/M,6X,2HCM, 8X,2HCH, 41X, 2HEM, 15X, 2HCM, 13X, 9HELEVATION/ /)

READ(IND,6) (BL(K),X & §,TNN)

TAREA=D

DO 11 Isi,NN

J2aNSINE(])

READ(IRD,15) K, (NS(J),PERM(J),J=1,42)

FORMAT (13,7X,7(13,F5,2,2X))

DU 41 Jsy,J2.
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54
55

53

52
49

36

37

48

335

NREL (K, J)BNS(J)

CONDU (K, JYsPERM ()

CONTINUE

DO 49 Ka31,NN

J2uNSIDE(K)

no %52 Jsy,Jd2

NODaNREL (K, J)

TF(NOD.LT,K,AR,NADLGT,NN) GO TD 52

JIONSIDNE (HOD)

DO 354 Ji=21,J3

IF(NREL (NOD,J1) ,NE.K) GO YO 54

Gp 70 55

CONTINUE )

IFC(CONDU(KJ) EQ,CONDUCNOD,J1)) GO YO 52

WRITE(IPR,53) k,NOD,NUD,K

FORMAT (30H PERMEABILITIES BRETWEEN NODES ,13,1M/,13,5H AND ,1I3,1H/,
113,371 ARE NOT THE SAME)

CONTINUE

CONTINUE

JJ=o

DO 18 Kai,NN

J2aNS1DE (K)

DuM=d 0

DO 35 Jai,J2

JInJJ+d

NS (1) sNREL (K,J)

IF(Jwl,E0,A) NS(2)=NREL(K,J2)

IF(J=1,NEL®) NS(2)SHREL (K, Jw1)

IF(J.EQ,J2) NS(3I)=NREL(K,1)

IPCJLNE,J2) NS(3)eNREL(K,J+1)

DU 36 1sy,3

XuCOCK,1)»COCNS(I),1)

YaCO(K,2)=COCHS(L),2)

PERM(I)sXeX#YeY

00 37 32,3

XaCOINS(1) 1) =COINS(T) 1)

YeCO(HS(1),2)=CO(NS(]),2)

PERM(142)sXeXaYxY

B2aPERM (2) PERM (4) =PERM(Y)

IF(B2,L7,0,0) WRITE(IPR,48) K,NS(2),NS(1)

B2spERM (3)+PERM (S)wPERM (1)

IF(B2,LT,.2,0) WRITE(IPR,48) K,NS(3),NS(1)

FORMAT (/30H THE ANGLE FORMED BY THE NODES,I13,2W ,,13,2H ,,13,27% 1
18 GREATER THAN 91 NDEGREES/)

AmpERM(})

Bu (PERM(4)+PERM(2)»PERM (1)) ww2,
Ce(PERM(3I)*PERM (D) =PERM (1)) #n2,

Dzd«PERM(4)*PERM(2)

End«PERM(I)wPERM(5)

WIDTHESQRT((B,25+A¢B)/ (DwB))+SART((B,25%AeC)/ (E=~C))
LENGTH=SART (A)

IFCJJ.GT,TNN) WRITE(IPR,16) K,NS(1),CONDUCK,J) ,WIDTH,LENGTH
IF(JJLLE,TNN) WRITE(IPR,16) X,NS(1),CONDU(CK,J),WIDTH,LENGTH,JJ,C0(
1J3J.1),€00JJ,2),8L(JJ)

FORMAT(IS,4H AND,14,10%,F5,2,5%,F5,2,5%,F5,2,18X,I5,15X,F5,2,13X,F
15,2,F16,0)
TF(LSH1,EQe1ICONDUK,JIa(CONDU(K,J)*(WIDYH/LENGTH)¢DMTIM) /100DRRQ,
"TFCLSWL ,EG,2) CONpU(K,J)sCONDUCK,J) # (WIDTH/LENGTHI*OMTIM
DUME DUMeNIDTH«LENGTH

CONTINUE
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18
43

38

20
50

33

2%
3
32

27

IF(LSW1,EQ,1) AREA(K)ISDUM#® 25+ (SCALE/1QAQ08Q,) w2,

IF(LSW],EQ,2) AREA(K)=DUM*? 25« (SCALE/10Q,) w2,

TAREASTAREA+AREA (K)

READCIRD,43)(CO(L,1),I31,NN)

FORMAT (§1F7,5)

JF(NSCONF ,GT,1) READ(IRD,5) (PCONF(K),Ks{,NSCONF)

FORMAT (1AF8,4)

IF(NSCONF,GT,0A) READ(IRD,43) (ASC(1),1=1,NSCONF)

DO 38 K=1,NN

ASCK)=AREA(K)*CO(K, 1)

READ(IRD,6) (SL(K),K = 1,NN)

IF (NCONF NE,2) READ(IRD,8) (CU(C1,2),Ia1,NCONF)

FORMAT (20F 4,@)

READ(IRD,2) LSW2,DELT

FURMAT(I4,F4,1)

IF(LSw2,EQ.2) GO TO 7

READ(IRD:5) (UL(K),K=1,HN)

READ(IRD,S5) (OL(K),K31,NN)

GO 10 9

DD B Kzf,NN

UL (k) 8SL(K)

OL(K) 2R (K)

WRITE (IPR,19)

FORMAT(//5H NODE,5X,4HAREA,SX,144STORAGE COEFF,,6X,7HSURFACE,8X,9H
JTHICKNESS,,7X, 9HTHICKNESS, 5%, 12HPERMEABILITY, 5%, { 4HSTORAGE COEFF,/2
22X, 7HAQUIFER, 9%, 9HELEVATIQON, 5%, §2HCONF ,ARUIFER,6X ,BHTOPLAYER, 7YX, 8H
3TOPLAYER, 12X, 8HTOPLAYER/)

DUME@ 2

DD 50 K=l ,NN

DLBL(K)+CO(K,2)

IF(K,LE,NSCONF) WRITE(IPR,20) K, AREACK),CO{K,1),SL(K),COLK,2),DL,P
1CONF (K),ASC(K)

IF(KoGY S NSCONF ( AND (K, LE NCONF) WRITE(IPR,20) K,AREA(K),CO(X,1),SL¢(
1K),CO(K,2)

IF(KoGT,NCONF) WRITE(IPR,28) K,AREA(K),CO(X,1),5L(X)

FORMAT(I3,F11.2,F14,5,F17,0,F15,2,F16,04,F16,3,F18,3)

CONTINUE

WRITE(IPR,33) TAREA

FORMAT (/F14,2)

IF(NSCONFL,EQ.®,) GO TD 34

PN 51 K=y, NSCONF

PCONF (K)sPCONF (K)«DNTIM

ASC(K)SAREA(K)wASC(K) .

1F(LSW2,EQe2) 60 TO 23

WRITE(IPR,21) ]

FORMAT (,/5H NODE,5X,12HUPPER LIMITS,5X, 124 0WER LIMITS//)

WRITE(IPR,22) (K,UL(K),0L(K),K31,NN)

FORMAT(1I3,F16,2,F17,2)

WRITE (I1PR,24)

FORMAT(//4%,23HMISCELLANEDUS CONSTANTS, {8X,27MVALUES OF EXTERNAL §
{WITCHES/)

WRITE (IPR,25)LISY,LSW]

FORMAT (8X,7HLIST = ,17,26X,7H|,8W! s ,12)

WRITE (IPR,31) MAJOR,| 542

FORMAT (3X,BHMAJOR = ,17,26X,7HLSW2 » ,12)

WRITE(IPR,32) MINQR

FORMAT(5X,8HMINOR & ,1I7)

WRITE (IPR,27)SCALE

FORMAT(5X,8HSCALE = ,F10,2)

WRITE (IPR,28) CNEFFA
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28
14
26
29
39

FORMAT (4X, 9HNCUEFFA 3 ,F10,2)
WRITE (IPR,14) NHMTIM
FORMAT (5X,BHDMTIM = ,F106,2)
WRITE (IPR,26)DELTA
FORMAT(S5X,8HDELTA 3 ,F14,6)
WRITE (IPR,29)ERROR
FORMAT(5X,8HERROR = ,F14,6)
WRITE (IPR,30)DELD
FORMAT(6X,7HDELG = ,F14,6)
WRITECIDSK1) DELR,COEFFA, T, N, MD, TNN,ERROR,DELTA,NCONF,LSH}
WRITE (IDSK1) TITLE,TMBAS, (BL(K),Kai,TNN),([IST,MAJOR,MINQR,NSCONF
WRITE(TDUSKL) (DL(K),0L(K),SL(K),AREA(K),A3(K),NSIDE(K),K8],NN)
WRITE(INSK1) ((NREL(K,J),COLOL(K,J), 81,7),Key,NN]
IF(NCONF,GT,®) WRITE(IDSK) (CO(1,2),I=1,NCONF)
IF (NSCONF,GT,2) WRITE(IDSK1) (ASC(K),PCONF(K),Ks1,NSCONF)
END :
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C GROUNDWATERHMODEL/PART2 ¢ CALCULATION OF GROUNDWATER FLOW(GAUSS/SEIDEL)

38

18

40
39
41

42

INTEGER TNN,SUBITR

REAL IMP

DIMENSION NREL( NH,7),NSIDE( NN),AREA( NN),TITLE(42),TMBAS (2)
DIMENSION H(TNN) ,HO( NN),HT( NN),HCONF( NN),HOCONF( NN),ORECHM( NN)
DIMENSION RECH( NM),FLWCONC NN),TOTALQC NN),SC NN),GSEEP( NN)
DIMENSION CONDU( NN,7),PCONF( NN),SC( NN),ASC( NN),AS( NN)
DIMENSIDN BLCTNNY,ULC NH),OLC MN),THIDC NN),SL( NN)

IRN=8
IpR=5S
IDSK1isl
IDSK2s2
REWIND IDSK1i
READ (IDSK1) DELG,COEFFA,T,NMN, N0, TNN,ERROR,DELTA,NCONF,LSNW]
READ(INSK1) TITLE,TMBAS, (BL(K),K=1,TNN),LIST,MAJOR,MINOR ,NSCONF
READ(IDSKS) (UL (K),OL(K),SLCK),AREA(K) ,AS(K) ,NSIDE(K),K=s1,NN)
READCIDSK1) ((NREL(K,J),CONDULK,J),J=38,7),Ks1,NN)
IF(NCONF,GT,.@) READ(IDSKY) (THID(I),lei,NCONF)
IF (HSCONF ,GT ) READ(IDSKY) (ASC(K),PCONF(K),Ks§,NSCONF)
READ (CIRD,3B) LSWY,LSW4,LSK5,LSKE
FORMAT (414)
READ (IRD,18) (H(K),K=1,TNN)
IF(NSCONF,GT,W) READ(IRD,{8) (HCONF(K),Kai,NSCONF)
FORMAT(10F8,2)
WRITE(IDSK2) LIST,MAJOR,MINOR,DELTA,T,NN,TNN,LSH}
WRITE(IDSK2) (H(K) ,Xm1,THN) ,NSCONF, (SL(K),K=1,NN) ,NCONF,TITLE, TMBAS
IF (NSCONF ,5T,0) WRITE(IDSK2) (HCONF(K),Ka1,NSCONF)
WRITE(IPR,49)
FORMAT(12H CALCULATION//7/)
WRITE(IPR,39) TITLE
FORMAT(21H GRUUNDWATERMODEL FOR,2044/20A4)
WRITE(IPR,41)
FORMAT (///28H VALUES OF EXTERNAL SWITCHES/)
WRITE (IPR,42) LSW3,L.SKH4,LSW5,L5W6
FORMAT (10X, 7HL.SW3 8 ,12/10X,7HLSW4 o ,I2/10X,7H.SNS & ,12/18X,7HLS
1w = ,12)
D0 90 Lsi,LIST
IF(LSHI,NE,1) GO TO 3y
READ(IRD,1) (RECH(K),Ks1,NN)
FORMAT (8%,14F5,3)
READ (IRD,2) (FLWCON(K) ,Ks§,HN)
FORHAT(8X,7F10,4)
DO 32 Ksi,NH
RECH (K)aRECH(K) wAREA (K)
READ(IRDs4) (H(K) KaNU,TNN)
FORMAT(8X,9F8,2)
DY 87 Ms1,MAJOR
IF(LSW4,FQ,L1.AND,L,NE,1) GO TO S
IF(LSW3,NE.2) GU TO 5
READCIRD,1) (RECH(K),K=1,NN)
READ(IRD,2) (FLWCON(K),Ke1,NN)
00 3 Kai,NN
RECH(K)BRECH(K) *AREA (K)
READ(IRD,4) (H(K),XaNQ,TNKR)
0o 7@ JT = 1,HINOR
IF(LSWI,NEL3) GD TO 7
READ(IRD, 1) (RECH(X),Kni,NN)
READCIRD,2) (FLWCON(K),Kemi,NN)
DO 6 K=1,HN
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38

10

13

30
43

33

34
14

RECH(K)aRECH(K)tAREA(K)
READ(IRD,4) (H(K),KaND, TNN)
IF(LSW5,EQ,2) RFAD(XRD.ZB) DELTA
FnRMAT(Fs.dJ

T s T + DELTA

ITRNO = @

DO 8 Kay,NN

DKECH(K)=0,0 .
HO(K) = H(K)

DO 35 K=y ,NSCONF
QASEEP(K)=¥,0

SC(K)=0,d
HOCONF (K) sHCONF (K)

ITRND 3 ITRNO ¢ 1

SUBITR=Q

LMed

ITOETY=Y

SuM=a,0@

00 14 Kal,NN

RES24,d

IMPa@,0Q

HLaH(K)

J2=NSIDE(K)

Do 13 Jai,J2

NODaNREL (K,J)

8o (BL (NOD)+BL(K))/2,

HA= (H(NOD)*HL) /2,

THlaHA=B

IF (K LE,NCONF ,AND ,NOD ,LE,NCONF) THI=(THID(K)#THID(NOD))*0,5
IF (K LE,NCONF) THI=ZTHID(K)
IF(NOD,LE,NCONF) THI=THID(NOD)
YsTHI«CONDU(K,J)

IMPaIMPeY

G=Y® (H{NOD) =HL)

RESsRES+Q

CONTINUE

TOTALQ(K)=RES
S{K)s(HO(K)mwHL)*»AS(K) /DELTA
IF(K,GT.,NSCONF) GO TO 33
DLeBL(K)+THID(K)
IF(HCONF (K) LE.DL) GOTO 3

" Ca(HCONF (K)=DL) /PCONF (K)

QSEEP (K)=s ( (HCONF (K)=HL)/C)*AREA (K)

IF(HL.LE,DL) QSEEP(K)=((HCONF(K)=DL)/C)*AREA(K)
GoTo 43

GSEEP (K)=Q,0
RESuRES¢FLwc0N(K)+QSEEP(KJ+S(K)¢DRECH(KJ

SC(K)e (HOCONF (K)*HCONF(K))*ASC(K)/DELTA
RESCERECH (K) +SC (K)~QSEEP (K)

TF(LSWN6,EQ, 1) HCONF (K)sHCONF (K)+RESC/ (ASC(K)/DELTA+AREA(K)/C)
H(K)sHL+ (RES*COEFFA/ (IMP+AS(K)/DELTA+AREA(K)/C))
GO TO 34

IF(K,LE,NCONF) RECH(K)=0,Q

RESSRES*RECH(K) +S(K)+FLWCON(K) +DRECH(K)

H(K)esHL+ (RES*COEFFA/ (IMP+AS(K)/DELTA))
SUMeSUMABS (RES)

CONTINUE

IF(SUM,GT ERROR) ITOET=2

IF(SUBITR,.LT,49) GO TO {7

WRITE(IPR,16) 7
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16
17

19
20

23
24
25

37

29
27
36
26

72
8o
98

FORMAT(//26H DELQ IS TOD SMALL AY TIME,F8,4//)

IFCITRNO.LT.50) GO TO 2¢

WRITE(IPR,19) ¥

FORMAT(//60%,37H RELAXATION FAILS TO CONVERGE AY TIME,F8,4)

00 25 K 3 {,NM

IF (H(K) ,GE, OL(K).AND.H(K).LT.UL(K)) GO 70 25
IF(ABS(FLwCON(K)).GT.ABS(RECH(K))) GO T0 21

TDRECH2ABS (RECH(K)) *#DELQ

Gu TO 22

TDRECH=ABS (FLWCON(K)) #DELQ

IF(H(K) LT, OL(K)) GO YO 23

IF(K,LE,NCONF) GO TO 25

DRECH(K)sDRECH(K)=TORECH

GO 7O 24

DRECH(K)=DRECH (K) +TORECH

Lh =}

CONTINUE

IF (ITRNU,GE,59,0R,SUBITR,GE,50) GO TO 37

IF(LM,EQ.1) SUBITReSUBITR+{

IF(LM,EG,1) GO TO ¥

IF(ITOET,EG,2) GO TO 9

DO 26 K=i,NN

IF(K,GT ,NSCONF) GO TO 27

IF (HCONF (K) .GT,SL(K)) WRITE(IPR,29) K,T

FORMAT(//39H WATER TABLE IN CONFINING LAYER AT NODE,I3,3iH IS ABOV
1E SURFACE LEVEL AT TIME,FB8,.4)

1F(K,GT,NCONF) GO TO 26

IFCH(K) LT, (BL(K)+THID(K))) WRITE(IPR,36) K,T

FORMAT(//37H PIEZOMETRIC LEVEL IN AQUIFER AY NODE,13,26H IS BELOW
§1TOPLAYER AT TIME,F8,4)

CONTINUE

WRITE(IDSK2) (RECH(K),TOTALQ(K),S(K),FLWCON(K),DRECH(K) ,Kal, NN}
WRITE(IDSK2) (H(K),K=1,TNN),T,ITRNO,DELYA,SUBITR
1F(NSCONF,GT,.B) WRITE(CIDSK2) (HCONF(K),GSEEP(K),SC(K),K=1,NSCONF)
CONTINUE

CONTINUE

CONTINUE

END
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14

a4

43

42
39

47

27
28

GROUNDWATERMODEL /PART3A & PRINTING OF RESULTS
INTEGER THN,SUBITR
DIMENSION H(TNN),SL( NN),HCONF( NN),TITLE(C4R),TMBAS(2)
DIMENSION RECH( NN),FLWCOMC NM),TOTALGC NN),S( NN),QSEEP( NN)
DIMENSION SC({ NN),DRECH( NN),TOTRE( NN),TOTFC( NN),TOTSQ( NN}
DIMENSION TOTS( NM),TOTQS( NN),TOTSC( NN),TOTDQ( NN)
IRD=8
I1PRz5
IDSK2=2
REWIND IDSK2
READ(IDSK2) LIST,MAJOR,MINOR,DELTA,T,NN,TNN,LSW]
READ(IDSK2) (H(K),Ks1,THN),NSCONF, (SL(K),K®3,NN),NCONF,TITLE, TMBAS
IF(NSCONF.GT.8) READ(IDSK2) (HCONF(K),K=1,NSCONF)
READCIRD,14) LSW7,LSWB,LSH®
FORMAT (314)
IF(LSHOE@.1) NTaNN
IF(LSW9,EQ,2) NT=TNN
NEXTNETNNaNN
NPHaNNeNCONF
NNCaNCONF=NSCONF
WRITE (IPR,1)
FOKMAY (9K SOLUTION///7)
WRITE(IPR,44) TITLE
FORMAT (21H GROUNDWATERMODEL FOR,20A4/2044//)
WRITE (IPR,43) NN,MEXTN,NSCONF,NNC,NPH
FORMAY (28H NUMBER OF INTERNAL NODES 1S,14/28H NUMBER OF EXTERNAL N
100ES 1S,14///38H HUMBER NF SEMICONFINED NODAL AREAS I18,14/38W NUMB
2ER OF CONFINED NODAL AREAS 18,14/38H NUMBER OF UNCONFINED NODA
3L AREAS 15,14/)
IF(LSHI ,EG,1) WRITE(IPR,42)
IF(LSW1,Eu,2) WRITE(IPR,39)
FORMAT(//30t4 UNIT LENGTH 3 {1 METRE/34H UNIT AREA 11,000
1,000 SO ,METRES/34H UNIT VOLUME 3 1,000,000 CUMETRES)
FORMAT(//22H UNIY LENGTH ¢t § METRE/25H UNIT AREA 1 1 8O,METRE/25
{H UNIT VOLUME t { CU,METRE)
WRITE(IPR,47) TMBAS
FORMAT (//5@H UNIT OF TIME FOR DELTA AND BOUNDARY CONDITIONS 18,244
1)
WRITE(IPR,27)
FORMAT(/7//28H VALUES OF EXTERNAL SWITCHES/)
WRITE(IPR,28) LSW7,LSW8,LSW9
FORMAT (10X, 7HLSW? = ,12/10X,7HLSW8 = ,12/1@X,7HL8W9 & ,12)
WRITE (IPR,2)
FORMAY (////31H INITIAL WATER LEVEL ELEVATIONS/)
WRITE (IPR,3) T
FORMAT(//9H T = ,FiR,4//7)
DO 4 Ka) ,NT
IF(K,LE NSCONF) WRITE(IPR,41) K,H(X),HCONF(K)
IF(KyGT NSCONF ,AND.K,LE,NCONF) WRITE(IPR,40) K,H(K)
IF(K,GTNCONF) WRITE(IPR,45) K,H(K)
FORMAT (94 NODE NO,,I14,5X%,17HHZERG SEMICONF = ,F8,4,5X,5HH! & ,F8,4
1)
FORMAT (9H NODE NO,,I4,5X,37HHZERO CONFINED = ,FB8,4)
FORMAT (9H NODE NO,,I14,5X,17HHZERO UNCONF c ,F8,4)
CONTINUE
DU 9@ Ley,LIST
IF(LSwB,NE.3) GO 10 6
DO 5 K=i,NN
TOTRE(K) 34,0
TOTSQ(K)=0,0
TUTS(K) =20, ¥

195




1o

TOTFC(K)2@,p

TOTDA(K) =28 ,0

IF(K.GY NSCONF) GO TO 5
TOTSC(K)=0,0

TOTQS(K)=0,0

CONTINUE

TYRE=Q,d

TTSQ=w,0

TTS%0,0

TTYSC=y, ¥

TTFC=@,0

TYQS=y,v

T1DQ=0,¢

DO 8@ Mz1,MAJOR

IF(LSWB.NE,2) GO TO 8

00 7 Kszi,NN

TOTRE(K)=d,@

TOTSO(K)ed,n

TOTS(K)=0,0

TOTFC(K) 20, ¥

TOTDA(KY=A,A

1F(k,GT  NSCONF) GO T0O 7

TOTSC(K) 0,8

TOTAS(K) 2R 0

CONTINUE

TTREsR,?

TTS020,4

T7S=8,9

TYSCad,0

TTFCep,u

TYQS=p,0

TThQ=R,?

DG 72 JT=§,MINOR

IF(LSWB,NE,1) GO YO §0

DO 9 K3 ,NN

TUTRE(K)SY,0

TOTSQ(K)=0,0

TOTS(K)=s2,4

TOTFC(K)=0,8

TOTDR(K)=0,0

1F (K,GT,NSCONF) 60 TO 9
TOTSC(K)s@a,0d

TOTQS(K)®0,0Q

CONTINUE

TTRE=D,D

T18Q=22,0

TTS=s@8,¢

TTSCe0,.0

TTFCee,0

TTGS=¥,N

TTDQ=y,Q

READ (IDSK2) (RECH(K),TOTALG(K),S(K),FLWCON(K) ,ORECH(K) K3} ,NN)
READ(IDSK2) (H(X),K=1,TNN),T,I1TRNO,DELTA,SUBITR
IF (NSCONF,GT,P) READ(IDSK2) (HCONF(K),QSEEP(K),SC(K),Ka31,NSCONF)
00 11 Ksi,NN

TOTRE (K)STOTRE (K)+RECH(K) #DELTA
TOTSQ(K)sTOTSO(K)+TOTALG(K) «DELTA _
TOTS(K)sTOTS(K)+S(K)«DELTA . !
TOTFC(K)STOTFC(K)+FLWCONCK)«DELTA
TOTDQ(K)STOTOG(K)+ORECH(K) *DELTA
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i1

i2
13

37
36
35
38
15
16

17

19
18

20

21

34
22

23

70

IF(K,GT NSCONF) GO TQ 11

TGTSC(K)8TOTSC(K) +SC(K) *DELTA

TOTAS(K)aTOTAS(K)+ASEEP (K) wDELTA

CONTINUE

DO 12 K31 ,NN

TTREsTTRE+RECH (K) *DELTA

TTSGaTTSA+TOTALG(K) #DELTA

TTSeTTS+S(K)*NELTA

TYFCasTTFC+FLWCON(KI #wDELTA

TTOQ=TTDQeDRECH (K) *DELTA

1F(K,GT ,NSCONF) GO TO 12

TTSC2TTSC+SC(KI*DELTA

TTAS2TTGS+QSEEP (K)*DELTA

CONTINUE

WRITE (IPR,13)T,ITRNG,SUBITR

FORMAT(/////5H T s ,F1@,4,8%,20HNO, OF ITERATIONS = ,13,8X,23HNO,
10F SUBITERATIONS = ,13/)

IF(LSW? ,NE,1) GN TO 15

DO 38 Kei,NT

1F(K,LE,NSCONF) WRITE (IPR,37) K,H(K),HCOGNF (K)

IF(K,GT.NSCONF AND K (LE ,NCONF) WRITE(IPR,36) K,H(K)

IF(K,6T NCONF) WRITE(IPR,35) K,H(K)

FORMAT (9K NODE NO,,14,5X,13HM SEMICONF = ,F8,4,3X,3HH' = ,F8,4)

FORMAT(SH NODE NO,,I4,5X,13HH CONFINED = ,F8,4)

FORMAT (9H .NODE NO,,I4,5X,13HH UNCONF = ,FB,4)

CONYINUE

IF(LSW8,NE,1) GO TO 71

WRITE (IPR,16)

FORMAT (/7244 WATERBALANCE COMPUNENTS)

ARITE(IPR,17)

FORMAT (// (5H NODE,4X, 8HRECHARGE, 4X,17HCHANGE IN STORAGE, 4X, 12HSEEP
1AGE FLOW,d4X,17HCHANGE IN STORAGE,4X,21HTOTAL SUBSURFACE FLOW,4X,9H
2PUMP FLOW,4aX,13HORAINAGE FLOW/24X,{1HIN TOPLAYER,27X,1@HIN AQUIFER
3/30X,53H(ALL COMPONENTS ARE CALCULATED FOR THE LAST TIMESTEP)/))

DUMsA ¥

DD 18 Kai,NH

IF (K LE NSCONF) WRITE(IPR,19) K,TOTRE(K),TOTSC(K),TOTAS(K),TOTS(K)
1,TOTSQ(K),TOTFC(K),TOTDGQ(K)

IF (K (GT ,NSCONF (AND K ,LE,NCONF) WRITE(IPR,19) K,DUM,DUM,DUM,TOTS(K)
1,TOTSQ(K),TOTFC(K),TNTDA(K)

IF(K.GT,NCONF) WRITECIPR,19) K,TOTRE(K),DUM,DUM,TOTS(K),TOTSA(K),T
{O0TFC(K),YOTDGR(K)

FORMAT(15,F12,4,F21,4,F16,4,F21,4,F25,4,F13,4,F17,4)

CONTINUE

WRITE(IPR,20)

FORMAT (//44H WATERBALANCE COMPONENTS FOR WHOLE BASIN/)

WRITE(IPR,21) TTRE,TTSC,TTHS,TTS,TTSQ,TTFC,TTDR

FORMAT(F17,4,F21,4,F16,4,F21,4,F25,4,F13,4,F17,4)

CONTINUE

IF (LSW7? ,NE,.2) GO TO 22

DU 34 K=§,NT

IF(KeLE4NSCONF) WRITE (IPR,37) K,H(K),HCONF(K)

IF(KoGT JNSCONF (AND oK 4 LE ,NCONF) WRITE{IPR,36) K,H(K)

IF(KoGT NCONF) WRITE(IPR,35) K,H(K)

CONTINUE

TIF(LSH8,MNE,2) GO TO 80

WRITE (IPR,16)

WRITE(IPR,23) MINOR

FORMAT (//(5H NODE,4X, 8HRECHARGE, 4X, | 7HCHANGE IN STORAGE, d4X, 1 2HSEEP
{AGE FLOW,d4X,17HCHANGE IN STORAGE,4X,21HTOTAL SUBSURFACE FLOW,4X,9H
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24

33
25

26

80

2PUMP FLOW,4X,13HDRAINAGE FLOW/24X,1{HIN TOPLAYER,27X,10HIN AQUIFER
3/38X%,43H(ALL COMPONENTS ARE CALCULATED FOR THE LAST,I3,11H TIMESTE
4PS)/))

DO 24 Kef,NN

IF(K,LE,NSCONF) WRITE(IPR,19) K,TOTRE(K),TOTSC(K),TOTAS(K),TOTS(K)
1,707SQ(K), TOTFC(X), TOTOG (K)

IF(KeGT,NSCONF (AND oK (LE NCONF) WRITE(IPR,{9) K,DUM,DUM,DUM,TOTS(K)
1,70TSG(KY, TQTFC(K), TOTOG(K)

I1F (K GT,NCONF) WRITE(IPR,18) K,TOTRE(K),OUM,DUM,TOTS(K),TOTSG(K),T
10TFC(K),TOTDA(K)

CONTINUE

WRITE(IPR,28)

WRITE(IPR,21) TTRE,TTSC,TTRS,TTS,TYSH,TTFC,TTDO

CONTINUE

IF(LSW?,HNE,3) GO TO 25

DO 33 K=1,NT

IF (K LE.NSCONF) WRITE(IPR,37) K,H(K),HCONF(K)

IF(K,GT NSCONF,AND K LE,NCONF) WRITE(IPR,36) K,H(K)

IF(KsGToNCONF) WRITE(IPR,35) K,H(K)

CONTINUE

IF(LSWB NE,3) GD TO 94

WRITE(IPR,16)

IYEARSMAJOR#MINDR

WRITE(IPR,23) IYEAR

DO 26 K=zl ,NN

IF (K LE NSCONF) WRITE(IPR,19) K,TOTRE(K),TOTSC(K),TOTAS(K),TOTS(K)
1,TOTSQ(K),TOTFC(K),TOTDG (K) .

IF (K GT NSCONF ,AND (K, LLE ,NCONF)} WRITE(IPR,19) K,DUM,DUM,DUM,TOTS(K)
1,TOTSG(K),TOTFC (K), TOTDQ(K)

IF(K,GT,NCONF) WRITECIPR,19) K,TOTRE{K),OUM,DUM,TOTS(K),TOTSO(K),T
{10TFC(K),TOTDG (K)

CONTINUE

WRITE(IPR,22)

WRITE(IPR,21) TTRE,TTSC,TT10S,T7S,TTSQ,TTFC,TYDG

9@ CONTINUE

END




14
33
29
31
32
34

35
Je

70

8@

GROUNOWATERMODEL/PART3B ¢ PLOTTING OF RESULTS
INTEGER THN

NIMENSTON A(1004) ,x(311),B(TNN,MAJOR) ,H(TNN,MAJOR),SL( NN),TI(100)
DIMENSION TMBAS(2),TITLE(40)

IRD=8

IPRa%

10S8K282

REWIND. IDSK2

READ (IRD,1) BLMNK,HI,HMINUS, HX,ASTRSK,HY,PLUS,LSWS,.5Wi0,LSW1}
FORMAT (7a4,312)

READ(INSK2) LIST,HAJOR,MINOR,DUH, T, NN, TNN,IDUM

READ(IDSK2) (H(K,1) ,K®1, TNN) ,NSCUNF, (SL (K) ,K®1,NN), IDUM, TITLE, TMBAS
IF(NSCNNF,.GT,0) READ(IDSK2)

TF{LSWIU,ER,2) READ(CIRD,14) MINOR,MAJOR,LIST

FURMAT(314)

WRITE(IPR,33)

FURMAT (S5H PLOT////)

WRITE(IPR,29) TITLE

FURMAT (21H GROVUNDWATERMUDEL FUR,20A4/2044)

WRITE (IPR,31)

FORMAT (/77281 VALIJES OF EXTERNAL SWITCHES/)

WRITE(IPR,32) LSW9,LSWIN,{ 8H1L

FORMAT (108X,8HLSHO = ,12/10X,8HL.3WID & ,I2/1RX,8HLSWL] = ,12)
IF(LSWIn,ER.1) GO TO 35

WRITE(IPR,34) MINUR,MAJOR,LIST

FORMAT (10X, BHMINOR 3 ,14/710X%,8HMAJOR = ,14/710X%,BHLIST s ,14)
WRITE(IPR,31)

FORMAT(LH])

NORNN+1

IF(LSK9,EQ,1) NT=NN

IF(LSW9,EQ,2) NTeTNN

00 99 Lis1,LIS7

Di) 8A M=r1,MAJOR

00 79 JT=i,MINOR

READ(IDSK2)

IF(JT,GE,MINOR) GO TO 7p

READ (IDSK2)

1F (NSCONF .GT,¥) READCIDSK2)

CONTIHUE

READ (IDSK2) (B(K,M),Ka1,TNN),TI(M)

IF (NSCONF,GT,u) READCIDSK2)

CONTIHUE

DD 3 Msy,MAJOR

IF(LSW1p,ER,1) READ(IRD,2) (H(K,M),K=1,NN)

FORMAT (BX,9F8,2)

DO 26 Im1,THN

IF(LSW10,EQ,1,AND I, LE,NN) GO TO 26

H(I,M)sB(I,M)

CONTINUE

CUNTINUE

D) 24 1Isy,NT

SMALL=B(II,1)

HSMALLBH(IT,1)

BIG=B(II1,1)

HBIGSH(IT, 1)

DL 4 Jsi,MAJOR

IF(BCIT,J) LT,SHALL) SMALLEB(II,J)

IFCHCIT d) oL T, HSMALL) HSMALL®H(IT,J)

TF(SMALL ,GT HSMALL) SHALL=HSMALL

IF(BC(11,J).GT,BI6) BIGaB(I1,J)
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19
28

11

12
13
15

36
16
17
18

19

20

TF(H(IT,J) GT,HRIG) HBIGaH(II,J)
IF(BIG,LT,HBIG) AIGEHBIG
SCALEs1,0
IF(BIG»3MALL=],0,GT, 8,0) GOTO 5
G0T0 8
IF(BIG=SMALL*2,0,6T,16,8) GOTOD 6
SCALE32,2

G070 8
IF(BIGwSMALL"4,0,6T,32,8) GOTU 7
SCALEs4, @

GOYD 8

SCALEs8,2

TyaSMALL

Ysly

XINCoel ,d%SCALE

DO 9 K=y, 11

X (K)ay+xINC

XINCEXINC+SCALE
TF(LSW1U,EQ, 1) HRITECIPR, 1) (X(K),Ks1,}1)
IF(LSW1ID,EQ,2) WRITEC(IPR,28) (X(K),Ksi,11)
FORMAT C{He,2X, 11 (F5,0,5X), 17HCOHPT («) HIST(+))
FORMAT CJH*,2X, 11 (F5,2,5X) ,BHCOMPT (*))

DO 11 1=1,19

KslwiQwo

A(K) NI

DO 1y J=i,9

LeJeK

ACL)sHMINUS

AC101)aH]

DO 12 I=102,104

ACT) 3BLNK

WRITE(CIPR,13) A

FORMAT(7X,104A1)

DO 15 K=i,104

A(K) 3BLNK

XXaYeSCALE

no 21 Js1,MAJUR

ITTsTI())

Is(BCIT,J)eXX)/(SCALE/Z10,0)+1,5
THa(H(IT,J)=XX) /(SCALE/10,0)+1,5
VALsSB(II,J)

HVALSH(IT,J)

IF(LSW11,Eq,2) Gn TO 36

IF(IT46GT4NN) GO TO 36
B(II,J)aB(I1,J)=H(I1,J)
TIF(IHILE«PeORVIH,GT,104) GOTO 20

A(IH)ePLUS

1F(I1,LE,P,0R 1,GT 134) GOTO 19

A(1) sastREK

IF(LSWI0,EQ,1) WRITE(IPR,18) ITT,A,VAL,HVAL
IF(LSWIQL.EN,2) WRITE(IPR,1B) ITT,A,VAL
FORMAT (16,1x,174A1,2(F9,2))

A{I)aBLNK

A(IH)=BLNK

GO TO 2%

18102

A(I)sHX

GOT0 17

IH=104

A(IH)sHY
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4 GOTD 6
21 CONTINUE
IF(IT,LENN) WRITE (IPR,22) I1,TMBAS,SL(II)
IF(IT,GT,NN) WRITE (IPR,27) T1I,TMBAS
22 FORMAT (/794 HNODE ND,14,13X,44H ELEVATIONS(METRES ABOVE SEALEVEL)
1vs, TIME(,2A4,1H),22H) SURFACE ELEVATION = ,Fd4,@)
27 FORMAT(//9H NODE N0,I4,26X,44H ELEVATIONS(METRES ABOVE SEALFVEL)
1vS, TIME(,2A4,1H))
WRITE (IPR,2))
23 FORMAT (/777)
24 CONTINUE
IF(LSW1},EQ,2) GO TU 9a
XI®p, 0
X1230,0
DO 37 Kayi,NN
Nno 38 Jsi,MAJOR
XIsxI+a(K,J)
38 X128X12+B(K,J)»B(K,J)
37 CONTINUE
MNNEMAJOReNY
DMEANZX] /MNN
DSDEVESQRT ((XI2w(XIeXI)/MNN)/(MNN=1))
MTSMAJORWLIST
WRITE(IPR,41)
41 FORMAT (B2HICALCULATION OF DEVIATIONS BETWEEN CALCULATED AND HISTOR.
1ICAL WATERTABLE ELEVATIONS//)
WRITE (IPR,38) MAJQOR, MT
39 FORMAT (87H THIS CALCULATION IS BASED ON THE DEVIATIONS OVER ALL TH
1E INTERNAL NNDES AND TAKEN QVER,13,12H TIME STEPS)/63H TQOTAL NUMBE
2R NF TIME STEPS IN THE ENTIRE CALCULATION PERIOD 1S,13/)
‘WRITE(IPR,408) NHEAN,DSDEV
49 FORMAT (22H HMEAN & ,F5,2,6H MEYER/22H STANDARD DEVIAT
L1ION ® ,F5,2,64 HETER) :
WRITE (IPR,25)
25 FORMAT (1HY)
90 CONTINUE
END

201



o

40

47

46

48

15

i0
44

12

17

GROUNDWATERMODEL/PARTY 3 READING INPUT DATA(SGUARE GRID/HOMOGENEQUS)

INTEGER TNN

REAL LENGTH

DIMENSION PERM(7) ,NS(7),TITLE(40),TMBAS(2)

DIMENSION ASC{ NN),UL( NN),UL(C NN),AREA( NN),A8( NN),SL{ NN)
DIMENSION BL{TNN) ,NSIDE( NN),PCONF( NN) ,NREL( NN,7),CONDU( NN,7)
DIMENSION COCTNN,2) ,RXINX),RY(NY)

IRD=8

IPRaS

IDSK=y

READ(IRD,40) TITLE

FORMAT(20A4/2044)

READCIRD,1) NX,NY,NSCONF,NCONF,NEXTN

FORMAT(514)

READ (IRD,2) SLC,BLC,STD,CONDUC

FORMAT (2F4,0,F7 ,5,F8,4)

READ(IRD,47) COYBY,CORBY,CORKBX,COLBX,CONDTB,CONDBB, CONDRB,CONDLB
FORMAT(BF5,2)

NNSNXENY

THNSNN+NEXTN

NOENNe

NCONFENCONF+NSCONF

NPHaNNeNCONF

NNCaNCONF«NSCONF

NisNYm2

NIsNNeNX

NASNNeNX+]

NSENN®NX+NY

READCIRD,46) TMRAS,DMTIM,T,SCALE,LSW1

FORMAT (2A4,2F4,1,F8,0,14)

READ (IRD,3) DELTA,MINOR,MAJUR,LIST

FORMAT (F4,2,314)

READ (IRD,4)ERROR,COEFFA

FORMAT (2F8,2)

READ(IRD,49) LSwW2,DELD

FORMAT (I14,F4,1)

00 5 K=l ,NN

NSIDE(K) =4

SL (K)=SLC

DO 9 K=1,TNN

BL(K)=BLC

IF(LSW2,EQ,2) GO TO 7

READ(IRD,48) ULC,0LC

FORMAT (2F4,0)

D0 15 K=l ,NN

UL (K)suLC

OL(K)a0LC

GU TO 18

D0 8 Kai,NN

UL (K)=SL(K)

0L (k) =BL (k)

WRITE(IPR,44) TITLE

FORMAT (21H GROUNDWATERMODEL FOR,2044/2@QA4//)

WRITE (IPR,12) NN,NEXTH,NSCONF,NNC,NPH

FORMAT (281 NUMBER OF INTERNAL NODES 1S,14/28K NUMBER OF EXTERNAL N
10DES IS,14///384 NUMBER OF SEMICONFINED NODAL AREAS 1S,I4/38H NUMB
2ER OF CONFINED HUDAL AREAS 18,14/738H NUMBER OF UNCONFINED NODA
3L AREAS 18,14/)

IF(LSW1,EQe1) WRITE(IPR,17)

IF(LSWi,EQ,2) WRITE(IPR,39)

FORMAT(//30H UNIT LENGTH 3 {1 METRE/34H UNIT AREA 11,000
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39

45

13

58

59
63

6¢

42

61

1,808 SQ,METRES/34H UNIT VOLUME s 1,08@,008 CU,METRES)

FORMAT(//22H UMIT LENGTH 3 1 METRE/25H UNIT AREA 1 | SO, ,METRE/25
1H UNIT VOLUME ¢ § CU,METRE)

WRITE(IPR,453) TMBAS

FORMAT(//5@H UNIT OF TIME FOR DELTA AND BOUNDARY CONDITIONS 15,244
1)

WRITE(IPR,13)

FORMAT(//13H BETWEEN NODE,4X, 1 2HPERMEABILITY,4X,5HWIDTH, 4X, 6HLENGT
{H, 18X, 8HNODE NO,,10X,8HX-CO0RD.,10X,8HYaCO0RD./18X,1@HSG.H~DAY/M,6
2X,2HCM,BX, 2HCH, 41X, 2HCM, 15X, 2HCM//) '

TAREA=Q,

DN 11 Is{,NN

JegsNSIDE(])

NS(1)=l+1

NS (2) 2] =NX

NS(3)=]ei

NS(4)3I+NX

op 41 Jsy,J2

NREL (I,J)aNS(J)

CoNDU(I,J)aCONDUC

CONTINUE

JJ=0

00 58 Isf,NX

NREL(1,2)sTeNN

CONDU(T,2)=CONDTB

CONDU (I +NN=NX,4)sCONDBB

NREL (I+NN=NX,4)aI+TNNeNX

IF(NY,LT,3) GNTD 63

DO 59 I=t,Ny

NREL (1#NX*1,3) aiNeNXeie]I

CONDU(1#NX*]1,3)=2CONDLB

CONDU(NX+NXwl,1)=CONDRE

NREL (NX+#NX*I,1)al+NNeNXeNY*]

NREL (1,)3)sNNeNX+1

NREL(NX, $) eNNSNX+NY+

NREL (NNaNX+1,3)aNN+NXeNY

NREL (NN, $) ETNN=NX

CONDU(3,3)=CONDLB

CONDU(NX, 1) sCONDRB

CONDU (NH=NX+1,3)=CONDLB

CUNDU (NN, 1) =CONDRB

READ(IRD,60) (Rx(1),Is1,NX)

READ(IRD,60) (RY(I),I=zi,NY)

FORMAT(16F5,2)

IJgsg

1J1=0

DU 42 I=1,NN

IJeld+}

IF(IJ,LE,NX) GO TO 6

IJ3slJi+1

1Jsy

JualelJieNX

CO(Is1)3RX(J)

CO(Ll,2)8RY(IJ1+})

DU 61 I=NU,N3 ,

Jal=NN

CO(I+*2oNY+NX,2)=CUBBY

Cn(l,2)aCQTBY

co(l,1)=RX(J)

COCI+2#NY+NYX, 1) =Rx (J)
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62

36

37

16

35

i8
38
52
54
55
56

57
19

00 62 IaN4,HN5

Jal=NNeNX
CO(I+NY,1)sCORBX

CO(I,1)=COLBX .

CO(I,2)8RY(J) !

Ca(IenY,2)=RY(]) 1
DO 18 K=si,NN )

J2=NSIDE (K) |
DUMa6,D : i
Do 35 Jai,J2

JJaJJe}

NS (1) =NREL(K+J)

IF(J=1,E0,2) NS(2)SNREL(K,J2)

IF(Jel NE,B) NS(2)sHREL(K,Jm1)

IF(J,EQ,J2) NS(3)=NREL(K,1)

1F (J,NE,J2) NS(3)aNREL(K,J*1)

Dp 36 I=1,3

XaCo(K,1)=COINS(I) 1)

Y=CO(K,2)=CO{NS(1),2)

PERM(I)aXwX+Ywy
DO 37 122,3

X=2CO(NS(1),1)=CO(NS(]),1)

YaCOINS(1),2)=CO(NS(I),2)

PERM(I#*2)sXeXsYnY

AsPERM(1)

Ba (ABS(PERM(4)+PERM(2) =PERM (1)) )ww2,

Ca(ABS(PERM(I)+PERM(5)ePERM (1)) ) w2,

Do4«PERM(4) #PERM(2)

Ezd4«PERM(3) »PERM(5)

WIDTHeSQRT((Q,25%A*B)/ (D=B))+SGRT((B,25%AwC)/ (E=C))

LENGTH=SQRT (A)

IF(JJ,6T,TNN) WRITE(IPR,16) X ,NS(1),CONDU(K,J),WIDTH,LENGTH

IF(JJ.LE.TNN) WRITECIPR,16) K,NS(1),CONDU(K,J),WNIDTH,LENGTH,JJ,CO(
1JJ,1),€0033,2)

FORMAT(I5,4H AND,14,10X,F5,2,2F18,2,18%X,15,11X,F9,2,9%X,F9,2)

IF(LSHL EG,1)CONDUCK,J)=2(CONPUCK,J) *(WIDTH/LENGTH)*DMTIN) /1000000,

IF(LSH! EQ,2) CONDU(K,J)sCONDU(K,J) (NIDTH/LENGTH)'DHTIH

DuM= DUM*NIDTH*LENGTH

CONTINUE

IF(LSW1,EQ,1) AREA(K)eDUM#»i 25+ (SCALE/130070,)wr2,

IF(LSW1.EQ,2) AREA(K)sSDUM« 25+ (SCALE/100,)#e2,

TAREASTAREA+AREA(K)

bo 38 KﬁllNN

AS(K)=AREA(K)*STO

IF (NSCONF ,EQ,.,0) G0 TO 54

READ (IRD,52) PCONC,STOCON

FORMAT(F8,4,F7,5)

IF (NCONF ,EG,2) GO TO 57

READ (IRD,55) THID

FORMAT (F4,@)

NO 56 K=i,NCONF

CO(K,2)sTHID

WRITE (IPR,19)

FDRMAT(//SH NODE,5X,4HAREA,5X,14HSTORAGE COEFF,,6X,7HSURFACE,7X,6H
1B0TTYOM,9X, 9HTHICKNESS 7X,9HTHICKNESS, 35X, 12HPERMEABILITY, 5X,14HSTOR
2AGE COEFF /22X, 7HAOUIFER 9X, 9HELEVATION, 5X,9HELEVATION, 5X,13HCONF
JAQUIFER, SX,GHTGPLAYER 7X.BHTOPLAYER 10X, 8HTOPLAYER/)

DUM=2,0

00 50 Kai,NN

DLESL(K)=BL (K)~CO(K,2)
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20
50

33

53
43

21
22

23
24

25
31
32

27

28
14
. 26
29
39

IF (KeLENSCONF) WRITE(IPR,20) K,AREA(K),ST0,SL(K),BL(K),CO(K,2),DL
1,PCONC,STUCON
IFC(KsGT NSCONF (AND K LE NCOMNF) WRITE(IPR,20) K,AREA(K),STO,SL(X),B
tL(K),CO0(X,2)
IF(K.GT,NCONF) WRITE(IPR,2¢) K,AREA(K),ST0,SL(K),BL(K)
FORMAT(I3,F11,2,F14,5,F17,4,F13,9,2F16,8,F16,3,F18,3)
CONTINUE
WRITE(IPR,33) TAREA
FORMAT (/F14,2)
IF (NSCONF ,EQ,?) GO TO 43
Do 53 Kai,NSCONF
PCONF (K)sPCONC*DMTIM
ASC(K)=STOCON®AREA(K)
IF(LSW2,EQ,2) GO TO 23
WRITE(IPR,21)
FORMAT(//5H NODE,5X, 12HUPPER LIMITS,8X,12HLOKER LIMITS//)
WRITE(IPR,22) (K,UL(K),0L(K),K=],NN)
FORMAT(IS,FIG-QIFV.?)
WRITE (IPR,24)
FORMAT(//4X,23HMISCELLANEQOUS CONSTANTS, 10X,27HVALUES OF EXTERNAL S
{WITCHES/)
WRITE (IPR,25)_IST,LSNW!
FORMAT(6X,7HLIST = ,17,26X,7HLSH1 = ,I2)
WRITE(IPR,31) MAJOR, L SW2
FORMAT(5X,B8HMAJOR = ,17,26X,7HLSW2 & ,12)
WRITE(IPR,32) MINOR
FORMAT (5X,8HMINOR = ,17)
WRITE (IPR,27)SCALE
FORMAT (5X,8MSCALE = ,F10,2)
WRITE (IPR,28) COEFFA
FORMAT (4X,9HCOEFFA = ,F10,2)
WRITE(IPR,14) DMTIM
FORMAT (5X,8HDMTIM = ,F192,2)
WRITE (IPR,26)IDELTA
FORMAT(5X,8HDELTA = ,F14,6)
WRITE (IPR,29)ERROR
FORMAT (8X,BHERROR & ,F14,6)
WRITE(IPR,30)DELD
FORMAT(6X,7HDELD = ,F14,6)
WRITE(IDSK1) DELG,COEFFA,T,NN,NO,TNN,ERROR,DELTA,NCONF,LSW1
WRITE(IDSKY) TITLE, TMBAS, (BL(K),K=1,TNN),LIST,MAJOR,MINOR,NSCONF
WRITECIDSKY) (ULCK),OL(K),SL(K),AREACK),AS(K) ,NSIDE(K),Kal,NN)
WRITE(IDSKL) ((NREL(K,J),CONDUCK,J),J=21,7),Ku1,NN)
IF(NCONFL.GT,8) WRITE(IDSK1) (CO(I,2),I=1,NCONF)
1F (NSCONF,GT,@) WRITE(IDSK1) (ASC(K),PCONF(K),K=1,NSCONF)

END
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18

a6
a7
48
49

3g

32

3

GROUNDWATERMONEL /PART2 3 CALCULATION OF GROUNDWATER FLOW(ELIMINATION)

INTEGER TNN,SUBITR

REAL IMP :

DIMENSTON NREL( NN,7),NSIDE( NN),AREA( NN),TITLE(48),TMBAS(2)
DIMENSION RECHC NN) ,FLWCONC NMN),TOTALQC NN),S( NN),QSEEP( NN)
DIMENSTON CONPUC( NN,7),PCONF( NN),AS( NN),H(TNN),HCONF( NN)
DIMENSTION BLCTNNY,THIDC NN),A(C NN, NN+{),SL( NN)

IRDe8
IPR=5
IUSK1my
1DSKk2=2
REWIND IOSKY
READCINSKL) DELB,COEFFA,T,NN,NO,TNN,ERROR,DELTA,NCONF,LSW]
READ(IDSK1) TITLE,THBAS, (BL(K),Ksy,TNN),LIST,MAJOR,MINOR,NSCONF
READCIDSKL) (DUM,DUM,DUM, AREACK) ,AS(K),NSIDE(K),Kui,NN)
READ(IDSK1) ((NREL(K,J),CONDUCK,J),J81,7),Ksl,NN)
1F (NCONF ,GT,2) READ(IDSKl) (THINC(I),1a1,NCONF)
IF(NSCUNF GT W) READ(IDSK1) (DUM, PCONF(K),KI! NSCONF)
READ(IRD,9) LSN3 LSW4,LSW5
FORMAT(314)
READCIRD,18) (H(K),Ks1,TNN)
IF (NSCONF ,GT,0) READ(IRD,18) (HCONF(K),K=1,NSCONF)
FORMAT (1 9F8,2)
WRITE(IDSK2) LIST,MAJOR,MINOQR,DELTA,T NN, TNN,LSH]
WRITE(IDSK2) CHK) ,Kml, TNN) ,NSCONF, (SL(K),K=],NN),NCONF, TITLE, TMBAS
IF (NSCONF ,GT,0) WRITE(IDSK2) (HCONF(K),K=1,NSCONF)
WRITE(IPR,46)
FORMAT (121 CALCULATION//Z/)
WRITE(IPR,47) TITLE
FORMAT (21H GRUUNNDWATERMODEL FOR, 20A4/20A4)
WRITE(IPR,48)
FURMAT(///zeH VALUES OF EXTERNAL SWITCHES/)
WRITE(IPR,49) LSW3,L5Wa,L W5
FuRNAT(lﬂX:?HLSuB 3 ,12/10X%,7HLSWG & ,12/710X,7HSKS = ,12)
WRITE(IPR,32)
FORMAT (gtH1)
PO 99  Ls1,L187
IF(LSW3 NE,1) GO TO 3
READCIRD,1) (RECH(K),Ks},NN)
FURMAT (BX,14F5,3)
READ(IRD,2) (FLWCON(K),Ks®1,NN)
FORMAT (8X,7F1@,4)
DO 32 K=y, NN
RECH (KY®RECH (K) «AREA (K)
READ(IRD,4) (H(K),K=NO,TNN)
FORMAT (BX,9F8,2)
DD g Mef,MAJOR
IFC(LSK3,NE,2) GO TO 5
READCIRD,1) (RECH(K),Ksi{,NN)
READ(IRD,2) (FLMCON(K),K=],NN)
DO 3 Ksi,NN
RECH(K) wRECH (K) *AREA (K)
READCIRD,4) (H(K),KzNO,TNN)
pO 78 JT = {,MINDR
IF(LSH3I NEL3) GO TOQ 7
READ(IRD,1) (RECH(K),K=}1,NN)}
READ(IRD,2) (FLWCON(K),K®],NN)
DO 6 Kl ,NN
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35

13

33

14

a3

42
40

15

RECH(K)YsRECH(K)+AREA(K)

READ(IRD,4) (H(K),K3NO,TNN)
IF(LSWS,EQ,2) READ(IRD,28) DELTA
FORMAT(F6,4)

T = T ¢ DELTA

ITRNO = 0@

DO 8 K31,NN

DO 39 LT=1,NO

A(K,LT)s@,p

CNNTINUE

DU 35 Kai ,NSCONF

QSEEP(K)m2,n

DO 14 K3y, NN

J2aNSIDE(K)

D0 {3 Jst,J2

NUDENREL (K J)

B=(BL(NOD)*BL(K)) /2,

HA= (H(NOD)+H(K))/2,

THIzHA=B

1F (K,LE ,NCONF ,AKD NOD (LE,NCUNF) THI=(THID(K)*THID(NOD))*0d,5
IF (K LE NCONF) THIsTHID(K)

IF(NOD,LE (NCONF) THISTHID(NOD)
YzTHI«CONDU (K, J)

IF (NOD,LE.NN) A(K,NOD)BA(K,NOD)+Y

IF (NODGT NN) A(K,NO)=A(K,NO)=Y*H(NOD)
A(K,KIBA(K K) =Y

CONTINUE

IF(K,GT ., NSCONF) GU TO 33
DLsBL(K)+THID(K) ‘

Ce (HCUNF (K)=DL ) /PCONF (K)
A(K,K)SA(K,K)=AS(K)/DELTA=AREA(K)/C
A(K,ND)3A(K,NO)=F|WCONCK)®» (AS(K)/DELTA) *H(K)* (AREA(K)/C) *HCONF {K)
GO TO 14

IF (KWLENCONF) RECH(K)30,9
A(K,K)=A(K,K)®AS(K)/DELTA
A(K,NO)BA(K,NO)=RECH(K)=FLWCON(K)m(AS(K)/DELTA)wH(K)
CONTINUE

DO 40 Kal,NN

KPisKey

DO 41 JaKP1,NO

A(K,J)BA(K,J)/7A(K,K)

A(K,K)si,0

DO 49 Iaxi,NN
IF(I4EQ.K,ORGACI,K),EQ,0,8) GO TO 40
DO 42 JsKP1,NO
ACIL,J)sACI,J)=A(L,K)*A(K,J)
ACI,K)=8,0

CONTINUE

DO 15 K={,NN
S(K)m(H{K)»A(K,ND))#AS(K)/DELTA
IF(K,LE,NSCONF) QSEEP(K)=((HCONF (K)wA(K,NG))/C)eaAREA(K)
H(K)sA(K,NO)

DD 45 Ks{,NN

TOTALG(K)ap,@

J2asNSIDE(K)

DO 36 Jsi,J2

NUD=NREL (K, J)

Ba (BL (NOD)+BL (K))/2,

HAas (H(NOD)+H(K)) /2,

THIsHA=B
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36
45

25

26
7¢
8@
99

IF(K,LE NCONF JANND NN LENCUNF) THI3(THIN(K)+THID(NGD))#*2,5
IF (K LELNCONF) THIETHID(K)
IF(NODJLEJNCONF) THISTHID(NUD)
YsTHIwCONDU(K, J)
Qeyw (HNOD)mH (K))
TOTALUCKISTOTALQ(K)+0
CONTINUE
DUM=z0,Q )
WKITE (INSK2) (RECH(K) ,TUTALQ(K) ,S(K) ,FLWCON(K),DUM, K31 ,NN)
WRITECTIDPSK2) (H(K) K21, TNH), T, ITRNO,DELTA,SUBITR
IF(NSCONF.GT.?) WRITE(INSK2) (HCONF(K),WSEEP(X),SuUM,K=1,NSCONF)
Do 26 K=1'NN
TF (K GT NCONF) GO T 26
IF(H(K) WLT«(BL(K)+THID(K))) WRITE(IPR,25) K, T
FORMAT(//42H PIEZOMETRIC LEVEL IN HMAIN AQUIFER AT NODE,13,26H IS B
{ELOW TNPLAYER AT TIME,FB,4)
CONTINUE
CONTINUE
CONTINUE
CONTINUE
END
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APPENDIX 2
DATA FORMATS

A computer card contains 80 columns in which input data can be punched. To
ensure that the punched data are read correctly by the computer, certain
specifications must be prescribed. These specifications indicate how many
columns are allocated to each variable and what kind of data can be ex-—

pected. This information is provided by a FOPI'AT statement.

We have used three types of FORMAT statements in our programs: I, F, and A

formats.

1. I format, in the form Iw. I specifies that the value is a decimal
integer value (whole number); w specifies the field length (number of
columns) in which the value can be punched. The value is punched as far
right as possible in the alloted group of .columns; unused space is left
blank, The use of a plus sign is optional; if no plus sign is punched, the
value is taken to be positive. Blanks after the last punched digit in each
field are interpreted as zeros. Decimal points should not be punched.

Examples of I formats are shown below.

Format External value Card columns Value stored in
1234567 computer memory
13 284 284 +284
I4 ~-284 -284 -284
I5 174 174 +174
17 29.4 29 .4 not permitted
I5 10 1 + 10
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2. F format, in the form Fw.d. F specifies that the value has a fractional

part; w specifies the field length in which the value can be punched; d

indicates the number of columns allocated after the decimal point. With an
F format no decimal point is punched because d prescribes where the decimal
point is placed when such a value is stored in the computer memory. If the
decimal point is punched, it overrides d. As with the I format, the use of ;
a plus sign is optional, leading blanks are ignored, and blanks after the

last digit are interpreted as zeros. Examples of F formats are shown below.

Format External value Card columns Value stored in
123456738 computer memory
F8.5 2.35472 235472 +2.,35472
F5.2 -0.78 - 78 -0.78
F8.3 24,0 2 4 +24,000
F6.3 4.75 4 .75 +4,750
3. A format in the form Aw. A specifies that the value contains alpha-

numerics (besides digits, also characters A-Z); this format is used to
print headings and explanations along with output data; w specifies the
field length in which the value can be punched. Examples of A formats are

shown below.

Format External value Card columns Value stored in
1234 computer memory
A2 cm cm cm
A4 cm cm cm
A4 data data A data

In general, more values than just one will be punched on a card. Data are ]
entered into the computer memory by the execution of a READ statement in

the source program. This statement lists the names of the variables for

which certain values are to be read from a card. A read statement can also
read the values of an array, which is a collection of variables of one
specific type. Values must be punched on the card in the same sequence as

the variable names are listed in the READ statement. The computer then
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follows a scanning process: the first value on the card corresponds with
the first variable name, the second value with the second variable name,

and so on, for as many variable names as there are.

The scanning proceeds from left to right and begins with the first (most
left) data value on'the.card. The execution of a new READ statement always

initiates the reading of a new card,

If more variable names have the same format, one can place a repetitive
number (multiplier digit) before the actual format. So, 5I4 means that five
succeeding variable names have the same format: I4. This is valid for all

three types of formats.

Two other signs will be encountered in the format statements. The first is
the sign /; it indicates that more than 80 columns have been allocated to
punch the necessary information and that the remaining information can be
found on the following card. If 80 columns or less are used, the following
card must be a blank. The second sign is the character x preceded by a
digit; it means that in certain columns no information is to be expected;

for example, 8x in a format statement will skip the reading of 8 columnms.

Examples

Card 6 of Data Set I (Chap. 4 Sect. 2.1) initiates the reading of a new

card in the card deck; four values must be punched on that card, correspond-
ing to the variable names of DELTA, MINOR, MAJOR, and LIST. If DELTA =

0.50, MINOR = 4, MAJOR = 3, LIST = 2, and the corresponding format is F4.2,
314, the value for DELTA must be punched according to format F4.2 and the
values of MINOR, MAJOR and LIST according to format I4. The punched card is

then as follows:
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APPENDIX 3
SEPARATION OF THE COMPONENTS OF
THE NET RECHARGE

In the standard groundwater model package, the net recharge is divided into
two categories: external flows measured or calculated as a depth per time
and external flows measured or calculated as a volume per time. To each
category, we have allocated one variable: RECH(K) to the first and FLWCON(K)
to the second. The values of these variables represent the algebraic sum of
a number of external flows, which is calculated manually and entered in the
computer, This procedure-is followed to keep the calculation program's
memory requirements within certain limits and of the same order of magnitude

as those of the other programs.

In calibrating the model or in making production runs, it may happen that
one wants to change the values of one or more of the external flow com-
ponents., For example, in certain nodal areas one may wish to change the
abstraction rates of pumped wells by 20 per cent; one cannot then simply
change the lumped variable FLWCON(K) by 20 per cent. As explained in Chap.
6, the procedure to be followed to obtain the new nodal FLWCON(K) values is
to calculate by hand the new abstraction rates of the nodal areas in

question and add to them the external flows that have remained unchanged.

These tedious hand calculations can be avoided by letting the computer do
the job. To do so, one allocates separate variables to each of the external
flows and makes the following adjustments in SGMP2 or OPRO2, depending on
which program package one is using:

. In the dimension statements, add the names of the new variables;
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. In the READ statements, add the reading of these new variables and
remove from the READ statements the reading of RECH(K) and FLWCON(K).

. After the new READ statements, add two statements in which the new
variables are lumped together in either RECH(K) or FLWCON(K) or in
both. This is done to avoid having to make more adjustments than would

otherwise be necessary.

Because the boundary conditions can be read on three different time levels

depending on the value of LSW3, these adjustments must be made three times.

To illustrate the adjustments, let us assume a model study in which the

following external flows occur:

. recharge by rainfall

. percolation of irrigation water from the field

d percolation of irrigation water from the main and branch canals
. abstractions by wells

. subsurface flow across flow-controlled boundaries.

The data of the first two external flows, which are available as a depth
per time, are denoted arbitrarily as R1(K) and R2(K), respectively. The
data of the other three external flows, which are available as a volume per
time, are denoted arbitrarily as P1(K), P2(K), and P3(K) respectively.
These separate variables must be added to the listing of SGMP2 or OPROZ,
part of which is presented below. An asterisk means that a new card must be
added and a minus sign means that an existing card must be removed; a
broken line indicates that a jump has been made in the listing (see also

Appendix 1).

C GROUNDWATERMODEL/PART2 : CALCULATION OF GROUNDWATER FLOW(GAUSS/SEIDEL)
INTEGER TNN,SUBITR
REAL IMP
DIMENSION NREL(NN,7),NSIDE(NN),AREA(NN) ,TITLE(40),TMBAS(2)
DIMENSION H(TNN),HO(NN) ,HCONF (NN) ,HOCONF (NN) ,DRECH (NN)
DIMENSION RECH(NN),FLWCON(NN),TOTALQ(NN) ,S(NN) ,QSEEP (NN)
DIMENSION CONDU(NN,7),PCONF (NN),SC(NN) ,ASC(NN) ,AS (NN)
DIMENSION BL(TNN),UL(NN),OL(NN) ,THID(NN) ,SL(NN)
DIMENSION R1(NN),R2(NN),PI(NN),P2(NN),P3(NN) ‘ *
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32

IRD=8
IPR=5

1]
A
1

DO 90 L=1,LIST
IF(LSW3.NE. 1) GO TO 31

READ(IRD, 1)
READ(IRD, 1)
READ(IRD, 1)

(R1(K),K=1,NN)
(R2(K) ,K=1,NN)
(RECH(K) ,K=1,NN)

FORMAT (8x, 1 4F5. 3)

READ(IRD,2)
READ(IRD, 2)
READ(IRD,2)
READ(IRD,2)
FORMAT (8x, 7F
DO 32 K=1,NN

(P1(K) ,K=1,NN)
(P2(K) ,K=1,NN)
(P3(K),K=1,NN)
(FLWCON(K) ,K=1,NN)
10.4)

RECH(K)=R1(K)+R2(K)

FLWCON(K)=P1

(K)+P2(K)+P3(K)

RECH(K)=RECH(K)*xAREA(K)

READ(IRD,4)

(H(K) ,K=NO,TNN)

FORMAT (8x,9F8.2)
DO 80 M=1,MAJOR

IF(LSW4.EQ. |

LAND.L.NE.1) GO TO 5

IF(LSW3.NE.2) GO TO 5

READ(IRD, 1)
READ(IRD, 1)
READ(IRD, 1)
READ(IRD,2)
READ(IRD,2)
READ(IRD,2)
READ(IRD, 2)
DO 3 K=1,NN

(R1(K) ,K=1,NN)
(R2(K) ,K=1,NN)
(RECH(K) ,K=1,NN)
(P1(K) ,K=1,NN)
(P2(K) ,K=1,NN)
(P3(K) ,K=1,NN)
(FLWCON (K) ,K=1,NN)

RECH(K)=R1(K)+R2(K)

FLWCON(K)=P1

(K)+P2(K)+P3(K)

RECH(K)=RECH(K)xXAREA(K)

READ(IRD,4)

(H(K) ,K=NO ,TNN)




5 DO 70 JT=1,MINOR
IF(LSW3.NE.3) GO TO 7

READ(IRD, 1) (R1(K),K=1,NN) *
READ(IRD,1) (R2(K),K=1,NN) *
READ(IRD,1) (RECH(K),K=1,NN) -
READ(IRD,2) (P1(K),K=1,NN) *
READ(IRD,2) (P2(K),K=1,NN) *
READ(IRD,2) (P3(K),K=1,NN) *
READ(IRD,2) (FLWCON(K),K=1,NN) -
DO 6 K=1,NN
RECH(K)=R1 (K)+R2(K) *
FLWCON(K)=P1(K)+P2(X)+P3(K) *

6 RECH(K)=RECH(K)XAREA(K)
READ(IRD,4) (H(K),K=NO,TNN)

7 IF(LSW5.EQ.2) READ(IRD,28) DELTA

28 FORMAT (F6.4)
T=T+DELTA

Because the external flows are lumped together in the calculation program,
either in RECH(K) or FLWCON(K) or in both, the print-out of the results
will only show the lumped values. If one wishes to have a print—-out of the

separate values, a listing of Data Set II must be made.
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