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Abstract 
Dunes act as a flexible natural flood defence and protect low-lying areas from flooding by the sea. Due 

to climate change more and more man-made measures such as sand nourishments are needed to 

counteract coastal erosion and maintain safety of the inland. However, these measures are not always 

the best solution from a financial and environmental perspective. Adaptive measures like building with 

nature concepts can possibly help maintain and develop the coast by for example stimulating new 

dune formations.  

 

Natural dune development in coastal zones is the result of an interaction between vegetation and 

different dynamic processes influencing sedimentation and erosion. A lot of research has been done 

on processes and factors influencing sand supply to the dunes. However, how the development of 

embryo dunes is influenced by different spatial factors and dune characteristics and its relative 

individual impact is less known.  

 

This study explored how geomorphological development of embryo dunes can be monitored by using 

imagery acquired from unmanned aerial vehicles (UAV) and analysed the main drivers influencing this 

development. An experimental dune field called ‘Windwerk’ located on the Wadden island Terschelling 

in the Netherlands was monitored between May 2016 and June 2017 with six observations from a UAV 

equipped with a digital camera system. Windwerk consist of 32 unique dune fields where embryo 

dunes (young dune formations) are naturally created by planting grasses on the beach with all a 

different amount of vegetation and spatial design. This makes the Windwerk experiment an excellent 

opportunity to study different aspects and causal relations of different main drivers that are 

influencing early dune development. 

 

For every dataset a digital surface model (DSM) and orthomosaic was reconstructed with a 0.05m 

resolution by applying a structure from motion method. From this DSM, a digital terrain model (DTM) 

was derived where after a dune model was extracted by using a slope-based filtering technique. Based 

on the final dune models, different explanatory factors were related to changes between the dune 

fields over summer, winter and a full year.  

 

The applied method of this study was very useful for reconstructing 3D dune models from aerial UAV 

imagery to quantify dune volume/size changes over time. The results indicate that short-term changes 

are mainly expressed by the temporal sand shadows behind vegetation, whereas long-term 

development is expressed by accumulation of sand in between individual neighbouring dunes. During 

one year an overall positive change in dune volume can be found for most dune fields. However, some 

exposed dune fields on the edge of the study area did not develop. Summer development was mainly 

determined by the amount of planted grass plots and sheltering by other fields, whereas winter 

development was influenced by the beach elevation and terrain roughness. The applied methodology 

of this study can be used in comparable studies using UAV’s to monitor dunes and morphological 

development. The results of this study can be valuable for coastal management strategies and can 

support future decision making in the design and implementation of vegetation as a tool for adaptive 

coastal defences. 

 

Keywords: Unmanned Aerial Vehicle (UAV), Structure from Motion, DTM extraction, embryo dune, 

embryo dune development, geomorphology, Windwerk, building with nature 
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1 Introduction and objectives 

1.1 Background 
The Netherlands is a low-lying country of which the major part is located around or below sea level 

and therefore has to be protected from flooding by the sea. While the Dutch are well-known for their 

large hydrologic engineering structures which protect them against the sea, only 15 percent of the 

Dutch coast consist of man-made sea barriers and over 75 percent consist of natural dune areas 

(Koningsveld, Otten, & Mulder, 2007). Mainly because approximately 40% of the country is situated 

below sea level, the Netherlands is considered to be sensitive to climate change (Beniston et al., 2007). 

The sandy coasts are prone to erosion which are influenced by many factors such as currents, sea level, 

wind, and waves. All these factors are impacted by climate change and have a positive effect on coastal 

erosion (Saito, 2013). 

 

Since the eighteenth-century coastal erosion control was necessary in order to stop erosion and 

protect the Netherlands against floods (Verhagen, 1990). Current safety standards in Dutch coastal 

policy are driven by the 1953 storm surge disaster, meaning that a dune is considered to be safe if it 

will not breach during a storm with a probability of 1:10.000 (de Winter & Ruessink, 2017). In order to 

maintain this requirement, man-made measures like sand nourishments are necessary to counteract 

the constant eroding coastline (Roggema, 2009).  

Worldwide 24% of the sandy beaches are eroding with more than 0.5m/year (Luijendijk et al., 2018). 

According to the Intergovernmental Panel on Climate Change (IPCC), climate change adaption 

measures like artificially rebuilding beaches and dunes will become increasingly more difficult and 

expensive (Saito, 2013). Man-made measures such as sand nourishments are not always the best 

solution from a financial and environmental perspective.  

 

Therefore, a new proactive approach has been embraced in order to maintain and develop the coast, 

called ‘building with nature’ (de Vriend, van Koningsveld, & Aarninkhof 2014). The idea of building with 

nature is to make use of natural materials, processes and dynamics which are also more adaptive to 

changing conditions caused by climate change (de Vriend, van Koningsveld, & Aarninkhof, 2014). In 

order to apply building with nature concepts to coastal protection, good insight is needed in natural 

processes and the development of natural dunes. Nowadays, in some cases (e.g. the Netherlands) 

dunes are naturally protected and stabilised by planting marram grass to trap and hold the sand within 

the dunes. The positive effect of vegetation to erosion protection of sandy dunes is well known, well 

studied and is a proven method for dune stabilisation. However, if vegetation can also be used to 

effectively create and develop new dune formations for coastal protection and how this can be done 

is less known.  

1.2 Problem definition 
Embryo dune development 

The natural development of dunes is caused by an interaction between aeolian processes, beach 

morphology, vegetation and obstacles, waves and currents (Bakker et al., 2017; Carter, 1991; Hesp, 

2002; Kidwell et al., 2016; Maun, 2009). Vegetation forms an obstacle and produce a reduction in wind 

speed within and in the lee side of the vegetation (Arnott, 2009). This facilitates deposition of sand 

within and around the vegetation, forming small dunes. These small dunes are also known as embryo 

dunes (first stage dunes). Embryo dunes are small dunes which can (temporally) trap sand and can 

later evolve into larger fore dunes (Van Puijenbroek et al., 2017: Figure 1).  
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Figure 1 Typical transect across sand dunes showing different stages of succession (Jackson, 2014) 

 

Non-vegetated embryo dunes can form by sediment transport by wind but will disappear when the 

wind direction changes (Maun, 2009). However, with the occurrence of vegetation, wind-blown sand 

will become trapped and forms an embryo dune which are more resistant to erosion and wind-

direction changes. The development rate of embryo dunes is related to vegetation growth (Keijsers, 

De Groot, & Riksen, 2015) and is the key component to the development of embryo dunes and the 

development into foredunes (Arnott, 2009; Montreuil et al., 2013).  

 

Quite some research has been done on coastal dune development focusing on factors and processes 

that are influencing beach morphology and sand supply (Cohn, 2018; De Vries et al., 2012; Keijsers et 

al., 2015; Lynch, Jackson, & Cooper, 2016; Maun, 2009; Montreuil et al., 2013; Sigren et al., 2014). 

However, most studies are largely restricted to descriptive monitoring work and small-scale (planting) 

experiments. How the development of embryo dunes is influenced by different spatial and dune 

characteristics is less known. Although some characteristics (e.g. dune size, vegetation) are known to 

be important for embryo dune development, the relative individual impact of these factors and spatio-

temporal differences over time in a natural system are not known.   

 

Monitoring 

Monitoring (embryo) dune development can be done by different conventional field measurements 

like land surveying, which is labour-intensive, time-consuming and often spatially restricted. When 

monitoring large-scale dune development (e.g. volume changes), remote sensing data and derived 

products could play a critical role in the evaluation of spatially and temporally processes (Masek et al., 

2015). With the increasing availability of remote sensing techniques and high-resolution UAV imagery, 

monitoring natural systems offers new possibilities for studying land-surface processes like embryo 

dune development. UAV (colour) imagery offers big advantages over other monitoring methods, such 

as land surveying which is labor-intensive, time-consuming and less accurate on large scale. Structure 

from motion (SfM) photogrammetry techniques can be used to process high-resolution UAV imagery 

(two-dimensional) into a three-dimensional digital elevation model (DEM; Mancini et al., 2013). These 

elevation models can be used to accurately monitor large-scale development and volume/size changes 

of embryo dunes by comparing elevation models over time.  Alternatively, terrestrial laser scanners 

like LIDAR (light detection and ranging) can be used to accurately reconstruct a 3D surface. However, 

LIDAR systems are very expensive compared to UAV imagery and also the acquisition speed is 

significant lower than image-based techniques (Chandler & Buckley, 2016).   
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Study area 

A recent ‘building with nature’ project is the ‘Windwerk’ dune experiment on the Dutch Wadden island 

Terschelling, where embryo dunes are naturally created by planting grasses on the beach. Different 

unique dune fields are created with all a different amount of vegetation and spatial design. This makes 

the Windwerk experiment an excellent opportunity to study different aspects and causal relations of 

different main drivers that are influencing early dune development, like a different size and density of 

dunes and vegetation in a large natural system. Normally this wouldn’t be possible in a natural system 

since many processes coincide. Extensively monitoring the Windwerk project can potentially reveal 

new insights in embryo dune development which can be useful to further improve natural defenses by 

stimulating new dune formations. A recent and comparable study to this study has been done on the 

Dutch island Texel, where the contribution of vegetation and dune size to dune development was 

researched by using a UAV (Van Puijenbroek et al., 2017). This however was done in a natural existing 

dune field where individual factors are difficult to study independently. 

 

Since the establishment of Windwerk (early 2016), an Unmanned Aerial Vehicle (UAV) equipped with 

a colour and near-infrared camera has been used in order to monitor the development of the 

vegetation and embryo dunes during different seasons. Different software packages can be used to 

create a digital model from UAV imagery. With the right photography strategy and data processing, 

SfM should rival or exceed the accuracy of laser technologies such as LIDAR (Peterson, Klein, & Stewart, 

2015). The main disadvantage of SfM is that the terrain surface is often not visible when vegetation is 

present. In case of vegetation, the elevation of the vegetation will be measured (digital surface model) 

while the surface of the ground (terrain) is desired when monitoring dune development. Different 

filtering and interpolation techniques can be used to derive an accurate digital terrain model from the 

surface models. It is therefore important that the most suitable processing approach is used in order 

to do research on the development of small embryo dunes and studying the main drivers influencing 

this development.  

1.3 Objective and research questions 
The aim of this thesis research is to explore the morphological development of the embryo dunes of 

Windwerk by using UAV imagery, and find causal relations between the dune development and 

different explanatory factors. Also, the exact methodology to analyze dune development in space and 

time for this specific case and location (dune monitoring with RGB-NIR imagery) need to be studied.  

 

The objectives of this study are: 1) find the most suitable approach for monitoring embryo dune 

development using UAV imagery; 2) analyze the morphological dynamics of embryo dunes and its 

underlying drivers. 

 

The research questions to answer the objectives are: 

 

1) What is the most suitable method for estimating a digital terrain model (DTM) of dunes with 

small vegetation using UAV imagery? 

2) How accurate can a DTM be derived from a digital surface model (DSM) created by UAV 

photogrammetry for a sequence of different observations? 

3) How can embryo dune development be recognized and analysed in time based on different 

DTM’s? 

4) How do the embryo dunes of the ‘Windwerk’ project develop in time looking at seasonal 

changes? 
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5) Which explanatory factors can be related to the growth rate and erosion resistance of embryo 

dunes? 
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2 Methods 
In this describes the used methodology which is used to answer the research objectives. Section 2.1 

first describes the study area and experimental setup of Windwerk. Section 2.2 describes the used 

equipment, data and data acquisition campaigns. In Section 2.3 the data processing methodology is 

explained which belongs to the first objective. Section 2.4 describes the dune development 

methodology which belongs to the second objective. 

2.1 Study area 
In May 2016 the experimental landscape installation ‘Windwerk’ was built on the beach of Terschelling, 

an island of the Dutch Wadden Sea (coordinates: 53° 24' 30.585" N, 5° 17' 31.9452" E), Figure 2.  

 

 
Figure 2 Location of Windwerk site on the beach of Terschelling in the Netherlands.  

 

In this experiment, new insights into embryo dune development can be explored. Windwerk is an area 

of 400 by 150 meters and located on the north coast of Terschelling where wind and waves have a big 

influence on the coast. This project was mainly set up by landscape architects on behalf of the cultural 

and social event ‘Oerol festival’ that takes place every summer on Terschelling. However, this project 

was also of interest to researchers from the Wageningen University because it offers various 

opportunities for studies in natural coastal protection. Understanding what factors and processes are 

influencing embryo dune development is of big interest to estimate whether natural coastal protection 

can help to protect sandy coasts to future rising sea levels. That’s why in collaboration between the 

landscape architects and researchers from the Wageningen University a design has been developed 

that meets various interests. 

 

Experimental design 

Windwerk is a temporal art installation and ‘building with nature’ landscape experiment, inspired by 

the geometric drawings of the artist M.C. Escher. In Figure 3 the experimental design of Windwerk is 

visualised. The Windwerk experimental site is divided into 32 unique fields with a varying amount of 

vegetated plots and unique spatial design (Doedens et al., 2017: Figure 3). This is done in order to make 

N 

100 50 0 150 200 m Windwerk area 
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the area visual appealing to visitors of Terschelling, but also to explore different individual aspects that 

are influencing vegetation and dune development in a natural system.  

 
Figure 3 Experimental design of Windwerk showing all 32 unique fields with in the middle of each field an open 

area (yellow squares) surrounded with straw bales. Each field consist of a varying amount of subplots (gray 

squares) which area randomly arranged within the fields. Each subplot contains a 1 m2 and 4m2 planted area.  

 

The experiment consists of 32 fields (50 x 50m) which all consist of a 

different layout and a variable number of planted subplots (gray 

plots in Figure 3). The planted subplots (5 x 5m) all contain a 1m2 and 

4m2 planted marram grass area (Figure 4) in the same configuration. 

The amount of subplots (between 8 and 20 per field) and its spatial 

configuration differs for every field, which makes every field unique. 

As can be seen from the experimental design is that a spatial 

transition in subplot density is present; in the middle of the 

experiment the amount of planted plots is the highest while on the 

edges of the experiment (left-right) the amount of planted plots is 

lower.  

 

In the middle of each field, an open area surrounded with straw bales was created mainly for 

recreational purposes during the Oerol festival in Terschelling (spring 2016). These straw bales were 

flushed away by the sea during the first winter (2016-2017). It should be noted that the Windwerk 

experiment is not specifically designed for this study or scientific research, where duplicates of fields 

would be desired in order to study different external variables. Although many duplicates of the small 

subplot fields exist, this study will only study field-scale (50 x 50m) development.  

 

2.2 Data collection 
After the Windwerk project was established (May 2016) six UAV flights were carried out in the year 

after in order to monitor the development of dunes and vegetation. Figure 5 shows a timeline of all 

mapping campaigns. The time intervals between the acquisition dates are irregular and can be 

relatively long (+20 weeks). Because small embryo dunes are very vulnerable for erosion by wind and 

Figure 4 Example of a marram 

grass plot (4m2) 

Figure 5 Timeline of the six data acquisition campaigns carried out with MUMSY sensor system 
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water (Maun, 2009), it is therefore expected that these dunes can possibly change in a relatively short 

time. In this study mainly seasonal and yearly development will be explored. 

 

A rotary octocopter UAV system was used equipped with the Multispectral Mapping System (MUMSY), 

which consists of two Canon EOS 700D camera’s (28mm f/2.8). One camera captures RGB imagery with 

a resolution of 18 megapixels. The red channel of the second camera was modified to capture near-

infrared (720nm) and resulted in a false-color output. For this research only the false-color imagery 

was used because it could provide additional information about the marram grass vegetation 

development and in order to filter vegetation from the digital surface models which are created in this 

study.  

 

The aerial imagery was acquired at an altitude of 80 m with a speed of 4-5 m/s, taking images every 

second. All images had an overlap of about 70 percent which is necessary to align all photo’s. For every 

campaign three flights of ±10 minutes were needed to cover the complete study area. The UAV was 

auto-piloted to have the same flight paths for every campaign. An overview of the flight paths is shown 

in Figure 6. Every mapping campaign resulted in 900-1200 images. Six ground control points were 

permanently places on elevated poles within the Windwerk area (Figure 7). These referencing panels, 

together with three permanent beach poles were accurately measured with an RTK in order to 

georeference the imagery with coordinates. Before every take-off, a Spectralon reflectance panel was 

measured by the MUMSY cameras for later radiometric corrections. During the last flight campaign 

(June 2017), the Spectralon panel was missing. Therefore, a white sheet of paper was used to capture 

its spectral reflectance for later calibration. 

 

 

All acquisition campaigns were carried out during calm weather conditions with wind speeds below 8 

m/s. The acquisition campaign of August 2016 was flown early in the morning, which resulted in 

extensive shadow effects behind dunes and vegetation. This often results in difficulties in 

photogrammetric applications and could affect the resulting digital surface model, because 

information in shadow areas may be lost (Yandong Wang, 2001).  

 

  

N 

Figure 7 Image of fixed elevated referencing 

marker within the study area 
Figure 6 Flight paths for data collection visualized with GCP 

locations 
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2.3 Data processing workflow 
Early 2017, two PhD researchers (Nolet and van Puijenbroek) from the Wageningen University 

published two articles about a UAV-based approach to monitor interactions between vegetation and 

dune/sand burial processes on two different locations within the Netherlands (Nolet et al., 2017; Van 

Puijenbroek et al., 2017). In their studies, the same MUMSY sensor was used which has been used for 

the Windwerk monitoring. Because of the similar environmental conditions and used sensor, the main 

data processing approach of Nolet and van Puijenbroek was applied in this study. This includes the 

complete pre-processing workflow from Nolet and van Puijenbroek. Also the structure from motion 

workflow as well as the vegetation filtering steps are mostly identical by the method of Nolet and van 

Puijenbroek. However, additional steps and optimizations were needed for this study to get the 

desired result. 

 

Figure 8 shows a conceptual model of the most important steps applied in this study. This model can 

be roughly divided into; 1) methodology for data processing of UAV imagery (objective 1); and 2) 

analysing dune development processes over time (objective 2).  

 
Figure 8 Conceptual model of data processing workflow and research steps 
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2.3.1 Pre-processing 
Radiometric calibration 

In order to process all images equally over time, radiometric calibration is needed to calibrate the UAV 

output imagery. A MATLAB script was used in order to automatically calibrate all images, which was 

already developed for the calibration of the MUMSY data. The calibration was done in two steps as 

described by (Suomalainen et al., 2014). First, all individual pixels of the sensor were calibrated by 

converting the digital numbers (DN) to radiance (L). This was done by a flat field and pixel-wise dark 

current calibration. Secondly, changes in incident irradiance of different acquisition flights were 

corrected. Each individual image was calibrated based on the measured reflectance of the Spectralon 

panel with a known reflectance curvature. This resulted in reflectance factor images (.tiff) with values 

between 0 and 1. More details about the used calibration procedure and equations can be found the 

paper of (Suomalainen et al., 2014). 

 

During the acquisition flight of June 1st 2017 the Spectralon panel was not present. Instead of a 

Spectralon panel with a known reflectance factor, a calibration image was taken of a white paper sheet. 

The spectral reflectance curve was later measured with an ASD Fieldspec spectroradiometer. The 

reflectance factor values were processed and integrated in the MATLAB script where after all images 

from that campaign were calibrated. 

 

Vegetation indices 

In order to remove vegetation from the digital elevation model later on, all calibrated images were 

converted into NDVI images. Because false color imagery was used, the standard NDVI equation was 

not possible since the red channel was replaced by near infrared. As recommended by the 

manufacturer of the sensor and as has been done in previous studies by van Puijenbroek and Nolet, 

the Enhanced Normalized Difference Vegetation Index (ENDVI) was used. The ENDVI is a modified NDVI 

and replaces the red channel by integrating the green and blue channel, see equation below.  

 

𝐸𝑁𝐷𝑉𝐼 =  
((𝑁𝐼𝑅 + 𝐺𝑟𝑒𝑒𝑛)  −  (2 ∗ 𝐵𝑙𝑢𝑒))

((𝑁𝐼𝑅 + 𝐺𝑟𝑒𝑒𝑛)  +  (2 ∗ 𝐵𝑙𝑢𝑒))
 

 

  

Equation 1 Enhanced Normalized Difference Vegetation Index (ENDVI) 

 

The ENDVI calculation was executed within the software environment R (version R-3.3.2). This resulted 

in a single band ENDVI image with values between 0 and 1. This layer was then combined with the 

original green and blue bands to create a 3-band color image (ENDVI, green and blue). 

 

2.3.2 DSM generation  
After the pre-processing of the UAV imagery, the images were processed in Agisoft Photoscan Pro 

(version 1.3.1). The Agisoft software was used to mosaic all images together and reconstruct a three-

dimensional digital elevation model by using a Structure-from-Motion algorithm. All steps and 

software settings in Agisoft were following the workflow which has been applied by Nolet and van 

Puijenbroek. However, additional optimizations were needed in order to deal with some 

georeferencing issues and lens correction/deformation effects. The SfM workflow is briefly described 

below, all specific used software settings and parameters can be found in Appendix B.  
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The first step in Agisoft was to align all images for every individual flight campaign. This resulted in an 

image which consist of tie points (points that tie one image to another). These correlated points were 

georeferenced by a total of 9 ground control points, which resulted in a referenced orthophoto’s with 

a total error of approximately 0.01 – 0.03 meter. These errors represent the average X, Y and Z error 

(distance [m]) of all ground control points (Agisoft LLC, 2016). For three datasets (June 2016, November 

2016 and May 2017) the total georeferencing error was relatively high (between 0.3 and 0.5 meter). 

This was mainly influenced by two referencing markers (GCP’s) which showed a high error. These 

errors were also visible in the resulting elevation models since the elevation was highly differentiated 

around these referencing poles. To improve the results, the referencing was redone and markers which 

still contained a high error (>0.5m) were removed. After improvements dataset of November 2016 and 

May 2017 resulted in an average error of 0.03-0.04 meter. The dataset of June 2016 still showed a 

significant high average GCP error (0.24m) which couldn’t be improved further. Table 1 Final average 

GCP error [m] for every dataset showing a relative high error for June 2016 shows the final average 

GCP errors of the surface models which were used in this study. 

 
Table 1 Final average GCP error [m] for every dataset showing a relative high error for June 2016. The colour 

intensity corresponds to the magnitude of the average GCP errors  

Date 18 May 2016 16 June 2016 16 August 2016 28 November 2016 10 May 2017 1 June 2017 

Error [m] 0,017067 0,247038 0,013568 0,042636 0,030566 0,027075 

 

Camera optimization 

Following the exact same SfM workflow as Nolet and van Puijenbroek resulted in unreliable results of 

which some digital surface models showed a doming effect. This effect was observed especially around 

the edges of the study area, where the surface was exponentially descending. This doming effect can 

especially occur when exclusively vertical imagery is used (Smith, Carrivick, & Quincey, 2015), which 

was the case for this study. This is caused by camera lens distortion and incorrect specification of the 

camera parameters within the software (Entwistle & Heritage, 2017). By trail-and-error this problem 

was resolved by using the camera optimization tool of Agisoft. The camera optimization tool in Agisoft 

calibrates the camera and corrects for lens distortion. All cameras and lenses have some amount of 

lens distortion which will influence the photogrammetry height estimation (USGS, 2017). This error 

needed to be minimized which was done in Agisoft Photoscan. Basic camera characteristics such as 

pixel resolution and focal length were manually filled in. All other camera optimization variables 

(mainly radial and tangential distortions coefficients) were estimated by the software for the first 

dataset (May 2016), since this dataset didn’t show a doming effect. Since the same camera setup was 

used for all data acquisition campaigns, these camera settings were saved and imported during the 

processing of all other datasets. After these camera optimization was done, the camera alignment was 

optimized by using the ‘Optimize Camera Alignment’ tool.  

 

Depth reconstruction 

Subsequently a dense cloud was generated at medium quality settings. Medium quality was more than 

sufficient for this research and resulted in an average point density of about 500 points/m2. Because 

of poor textures, shadows and noisy images the stage of depth reconstruction, there can be outliers in 

the point cloud (Agisoft LLC, 2016).  Therefore, a depth filtering algorithm is integrated in the dense 

cloud generation stage of Agisoft. As recommended for aerial data processing, the aggressive depth 

filtering option was selected for this study. It could be possible that vegetation (marram grass) will be 

filtered from the point cloud by this depth filtering algorithm. 
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Output 

After the point cloud was generated, a three-dimensional mesh model, digital surface model and 

orthomosaic was created. All processing steps in Agisoft were done in medium (quality) setting 

because a higher setting was too time consuming for the large datasets. More details of the steps 

followed in Agisoft Photoscan and specific settings can be found in Appendix B. For each dataset a 

digital surface model (DSM) and orthomosaic was exported with a resolution of 0.05 meter. 

 

2.3.3 DTM generation and removing artefacts 
The DSM created by Agisoft includes vegetation and does not represent the dune height for vegetated 

(embryo)dunes. The elevation of vegetation was removed by creating a masking layer based on the 

ENDVI values of the orthophoto’s. Automatic methods for removing vegetation from ENDVI imagery, 

like k-means clustering, were not successful since for some datasets also high ENDVI values were found 

in non-vegetated sand patches. This was because either the vegetation density was too low to measure 

a strong near-infrared reflectance, and/or the near-infrared reflectance of the bare sand was relatively 

high. The RGB imagery of May 2017 and June 2017 showed large brown areas in between the dune 

fields, which might be deposition of organic matter (e.g. algae’s or sediment) on the beach. These areas 

supposedly share similar spectral characteristics with marram grass in the near-infrared, green and/or 

blue wavelengths. Because of this effect, not all vegetation was removed based on its ENDVI values.  

Therefore, for each separate dataset a manual threshold was defined to distinguish vegetation from 

sand. This threshold was visually determined by evaluating the maximum ENDVI value of sand plus a 

small margin of about ten percent to remove all pixels with a higher ENDVI value than sand.  

 

The vegetation mask which was created by thresholding the ENDVI values did not mask the straw bales 

and also didn’t always contain all vegetation since in some cases the ENDVI values of sand and 

vegetation were not clearly distinguishable. Therefore, another masking layer was added by visually 

drawing polygons around vegetated plots and the straw bales. Also some artefacts which were visible 

in the DSM of November 2016 (explained in more detail in section 2.3.3) were manually masked. Figure 

9 shows the process of the creation of the masking layer. The original DSM was then masked by the 

final masking layer and the holes were interpolated using a spline interpolation tool in SAGA GIS 

(version 2.3.2), which resulted in the Digital Terrain Model (DTM). 

 

 
Figure 9 Generation process of DSM masking layer. Left figure showing the masking layer by original built design, 

middle figure shows the vegetation mask by ENDVI values and show a more speckled pattern. Right shows the 

final combined masking layer 
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2.3.4 Accuracy of DSM and DTM 
In order to assess the accuracy of the DSM and DTM, field measurements were taken of the surface of 

embryo dunes in November 2017. This was done with an accurate RTK-DGPS device (differential GPS). 

It was intended to do this together with a final flight campaign to accurately compare the DTM with 

field measurements, but unfortunately the UAV was not able to fly due to bad weather conditions. 

Therefore, the RKT measurements are compared with the height of the dunes of the latest dataset 

(June 2017). It is expected that some variation in dune height is possible because of the temporal 

difference between the latest flight campaign and the field measurements.  

 

2.3.5 Defining dunes 
The DTM represents the elevation of the Windwerk soil/sand which was used to monitor embryo dune 

development. From this DTM the individual embryo dunes had to be defined and subtracted from the 

beach plane (base elevation). Embryo dunes are defined as clustered areas which have a higher 

elevation than the beach base plane. 

 

First a base plane was calculated for every flight campaign. This was done by doing a slope-based 

filtering of the DTM which is described by (Vosselman, 2000) and is commonly used to filter digital 

surface models and remove objects. The idea of this filtering principle is that a large sudden elevation 

difference between two points is unlikely unless an embryo dune is present. Since the beach plane 

around the dunes in the Windwerk field is fairly flat, the slope threshold has been fixed to 2 degrees 

in a 1-meter radius. A cell will be classified as terrain if there are no cells within the 1-meter radius 

window that will exceed the maximum allowed elevation based on the slope threshold. This resulted 

in a scattered raster file with only elevation pixels classified as “bare earth”. This raster contains a lot 

of NoData values which were interpolated using Multilevel B-Spline interpolation (SAGA GIS version 

2.3.2) in order to create a smooth base plane that passes through the bare earth pixels. Multilevel B-

Spline was used because of its large performance gains compared with normal spline interpolation. 

The maximum level was set to four in order to create a smooth surface with only small slopes 

(Appendix G). 

 

This base elevation layer was than subtracted from the original DTM which resulted in an elevation 

deviation model (dune height model). From this model, calculations can be done to monitor changes 

in dune volume and area within the 32 experimental fields of Windwerk. 

 

2.4 Dune development analysis 

2.4.1 Dune development indicators 
To explore the development of embryo dunes in relation to different characteristics (dune and terrain 

scale) of the embryo dunes, different indicators can be extracted from the dune fields which can 

explain dune development. Different indicators are used to monitor the dune development over time 

within all 32 individual experimental field 50x50m.  

 

All six dune height models were clipped into the 32 individual field to monitor the development per 

field. These raster files were imported in R to do further calculations and analyse the development 

over time. From the DHM’s two directly related indicators of dune development were extracted. For 

every dataset (flight campaign) and for each individual field, the total dune volume (m3) and dune area 

(m2) was extracted. The dune area was classified as area of which the dune height was bigger than 0.1 
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meter. Elevation differences smaller than 0.1 meter are most likely temporary small sand ripples which 

are formed by wind (M. A. Maun, 2009). The total dune volume (m3) was calculated by summing all 

height differences of the dune model by its pixel size (1 pixel = 0.0025m2). This resulted in six data 

frames containing dune development information per field. 

 

2.4.2 Dune development over time 
A varying time-interval exist between the UAV datasets of Windwerk, ranging from 3 to 23 weeks. To 

monitor embryo dune development over time it is important to correct changes for the number of 

weeks between the flight campaigns. The absolute changes in dune volume (m3/week) are calculated 

by subtracting the total dune volume per field from the dune volume from the previous campaign, 

divided by the number of weeks between the two campaigns.  

 

Because the amount of initial planted subplots is varying, also the relative change irrespective of dune 

volume (m3/m3/week) was calculated to explore the development independent of the initial dune size. 

The relative volume change was calculated by dividing the absolute change by the total dune volume 

of a field of the previous campaign. Besides the absolute and relative volume changes, also the 

absolute and relative area changes were calculated in the same way. 

 

Meteorological conditions 

In order to link dune development of de Windwerk project to natural processes, it is important to have 

an insight of the weather conditions prior to every data acquisition campaign. Wind speed and wind 

direction have a positive effect on the sediment transport rate across a beach (Bauer & Davidson-

Arnott, 2003). The geometry of the beach, beach width, and the wind direction will influence the fetch 

distance over which the wind is blowing. This fetch distance in combination with the wind speed and 

moisture content of the sand will mainly determine the downwind sediment transport rate (Delgado-

Fernandez, 2010).  

 

Figure 10 displays the 30-year average (1980-2010) of a 

meteorological weather station (KNMI) on the 

neighboring island Ameland. The most dominant wind 

direction appears to be west-southwest. Winds from this 

direction also display the highest wind speeds. Since the 

Windwerk experiment is southwest oriented, it is 

expected that wind from these directions (perpendicular 

wind) will have the biggest impact on changes of the 

Windwerk dunes. Daily weather data of Terschelling was 

briefly analysed and described.  

 

 

 

2.4.3 Explanatory variables 
To explain what factors are influencing dune development of the Windwerk project, different 

explanatory variables were extracted from the DTM and DHM. The explanatory variables can be 

divided in dune characteristics (height, size etc.) or terrain characteristics (position, elevation etc.). 

A manual variable selection was done based on the correlation coefficients between the variables. Sets 

of variables (like minimum, maximum and mean elevation) which are highly correlated (mutual 

Figure 10 30-year average wind rose of weather 

station of Ameland (NL) - KNMI  
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correlation higher than 0.60) were removed and only one remaining uncorrelated variable was used 

to study dune development. The following explanatory variables were selected for this study: 

 

Variables which describe the terrain characteristics 

Mean elevation:  The mean elevation of every field was taken and added as variable. The mean 

elevation varies between 2 and 4 m+NAP and is correlated with the distance to the sea. Dunes at a 

higher elevation on the beach are possibly better protected against floods and sediment transport 

might be different at different elevation levels.   

 

Roughness: Many different algorithms can be used for calculating terrain roughness from a DEM 

(Cooley, 2015). For this study, the surface roughness was calculated as the mean deviation of the 

terrains’ surface. The roughness of a terrain may influence dune development. Terrain roughness has 

a square root relation with the sediment transport rate because it influences shear stress by wind 

(Reim, 2013) and areas with limited terrain roughness can develop longitudinal dunes (Gabler, 

Petersen, & Trapasso, 2006).  

 

Position on the beach: The position on the beach may have an effect on the erosion and sedimentation 

rate of dunes. Depending on the wind direction, dunes may catch a lot of wind or sediment or are 

sheltered by other dune field. Because the experimental design consists of squared fields, three 

different directions were taken into account. In order to quantify the position on the beach in an 

explanatory variable, three different position codes were added to each field: 1) distance to sea, 2) 

distance to edges, and 3) diagonal distance (Figure 11). 

 

 
Figure 11 Position index codes with 1) distance to sea, 2) distance to edges, and 3) diagonal distance 

 

Variables which describe the dune characteristics 

Maximum dune height: The maximum dune height of every field extracted from the dune height 

model. Dune height might explain dune development since higher dunes are more resilient to erosion 

by waves and storm surge effects (Sigren et al., 2014).  

 

Standard deviation of DHM: In addition to the terrain roughness, the standard deviation of the dune 

height model is taken as explanatory variable. This variable describes the variance of the height of 

individual dunes within a field. A high standard deviation can indicate a large amount of individual 

dunes, while a low standard deviation indicates a more uniform dune area.  

 

Sheltering: Depending on the wind direction and the position of the field within Windwerk, some fields 

are sheltered behind other fields. This may affect the sediment rate and erosion resistance of a field. 

For each field the number of direct surrounding fields is calculated and added as explanatory variable. 
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Initial amount of planted subplots: Each field within Windwerk is unique in its spatial distribution and 

has a varying amount of subplots. The amount of subplots within a field is varying between 7 and 20. 

As can be observed from the design layout (Figure 3), fields in the centre of the Windwerk extent 

contain a higher amount of subplots than fields towards the edges. The amount of subplots can 

contribute to sheltering effects of dunes within a field. Additionally, dunes within a field with a high 

subplot density may also merge together when dunes are developing which make them more resilient.  

 

 

2.4.4 Statistical analysis 
The average overall dune development (absolute and relative) was studied over a full year (May 2016 

– May 2017) and also seasonal changes between summer (May 2016 – August 2016) and winter 

(November 2016 – May 2017) are compared. For these three periods relations were studied between 

dune development and different explanatory variables by performing a multiple linear regression 

analyses in R (version R-3.3.2). 

 

Changes in dune volume and dune area are both indicators for dune development. Since dune volume 

changes show a larger variation over time, dune volume was chosen as indicator of dune development. 

To study the relations irrespective of the initial amount of planted dune plots and dune size of a field, 

dune volume was corrected by its initial dune volume which resulted in a relative dune volume change 

in m3/m3/week. The relative dune change was used as depended response variable for which the 

independent explanatory/predictor variables are compared. 

 

For each period (summer, winter and full year) the initial conditions at the start of that period were 

used for the explanatory variables. For the multiple linear regression analyses in R the statistical 

function “lm()” was used, which is a standard function in R for fitting a linear model. All models were 

performed by first using a full model and a secondly a selection of explanatory variables. The model 

selection was used in to exclude irrelevant variables which make it easier to interpret the model. For 

the model selection, the regression subset selection function (regsubsets() from ‘leaps’ package) in R 

was used. This function returns the adjusted R-square, Mallows's Cp, and Bayesian information 

criterion (BIC) for a 1 to 6 predictor model. Were a high adjusted adjusted R-square and a low BIC and 

Cp is preferred. Based on these values a best subset of predictors was chosen and then analysed in the 

multiple regression analysis.  

 

Based on the statistical analysis, possible explanations and relationships were analysed for embryo 

dune development in the Windwerk experiment. For the most important variables, scatterplots were 

used to study if a one-to-one linear relation exists between dune development and the explanatory 

variable. 
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3 Results 
In this chapter the results of this study are presented and described. Section 3.1 shows the results and 

products from the applied method to create a digital dune model from UAV imagery. In section 3.2 the 

embryo dune development of the Windwerk experiment is described which will give an insight in the 

dune development over time and underlying drivers which have an impact on the development.  

3.1 Quantifying embryo dunes from UAV imagery 
The data processing workflow as described by Van Puijenbroek and Nolet was applied in this study, 

but needed additional steps in to create a reliable terrain model. First, optimization was needed in the 

workflow of van Puijenbroek to create a digital surface model in Agisoft Photoscan. Calibrating the 

imagery for lens distortion by using the camera optimization tool in Agisoft was necessary after the 

surface models showed a doming effect associated with large GCP errors.  

 

Also, the ENDVI imagery which was created in the pre-processing did not clearly distinguish marram 

grass from soil/sand. Therefore, removing vegetated elevation pixels based on ENDVI values was not 

accurate enough to remove all vegetation. A more detailed description of this effect is described in 

paragraph 3.1.2. 

 

3.1.1 DSM from structure from motion 
Although all datasets were processed equally, still inconstancies exist in the created surface models. 

Looking at the average GCP errors of Table 1, the models of May 2016 and November 2016 show 

relative large errors. This is also visible in the cross-sections of Appendix D, where elevation anomalies 

can be observed compared with the previous and following cross-sections. Further optimization of the 

DSM’s and minimizing the errors in Agisoft was not possible. 

 

All six DSM’s created in Agisoft Photoscan were exported with a pixel resolution of 0.05m (Appendix 

C). Looking at the DSM’s, all 32 fields are clearly visible as higher elevated areas containing small dunes 

(Figure 12). 

18-05-2016 

16-08-2016 

N 

25 0 50 75 100 m 

Figure 12 Digital surface model created by structure-from-motion. Left) DSM of May 18 2016. Right) close-up 

comparison of selected field at different moments, showing temporal differences and sand shadow effect of dunes.  
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The dune field on the right of Figure 12 show temporal differences of sand deposition behind vegetated 

areas/embryo dunes. In between the dunes the surface is smooth and flat but on the lee side of objects 

(vegetated plots, dunes and straw bales) sand will accrete due to sheltering. Depending on the height 

and density of the object or vegetation and the main wind direction, deposition will take place on the 

lee side. This sand ‘shadow’ effect is visible in all digital surface models and the direction of this is very 

variable. All raw digital surface models are presented in Appendix C.  

 

Since the downwind sand shadow effect is very variable in space and time, this cannot be not directly 

related to long-term dune development. However, over time the centre elevation of the dunes will 

increase and the overall dune patches are getting larger. Figure 13 shows two cross-sections of a dune 

field of May 2016 and November 2016. Biggest differences in elevation can be found in the areas in 

between the individual dunes, which indicates that the dune field is growing. Sand will accumulate in 

the areas in between the dunes which will cluster different dunes and one large dune system will grow. 

 

 
Figure 13 Cross sections of dune field (field number 23 – Appendix F) of May 2016 (orange) and November 2016 

(blue) showing elevation differences especially in between the individual dunes. 

 

 

Artefacts 

The cross-sections of Appendix D showed anomalies in the elevation of the beach planes of June 2016 

and November 2016. Besides this error, some artefacts can be found when looking at the DSM of 

November 11, 2016. Figure 14 shows some pit holes at the north-side of dunes. This is the result of 

extensive shadows behind the dunes because the data on this date was obtained in the early morning 

while the sun was still low. Because of the dark shadows behind the dunes, Agisoft had difficulties with 

matching pixels.  
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The resulting point cloud in Agisoft showed only a few 

scattered low-lying points in these areas. When creating 

a DSM in Agisoft, these areas are interpolated and result 

in these artefacts. Adjusting the quality settings in Agisoft 

did not improve the result, suggesting the source of the 

error cannot be solved within the software of Agisoft 

Photoscan. The visible artefacts were manually masked 

by drawing polygons around these areas, and later 

interpolated to create a digital terrain model. 

 

 

 

 

 

3.1.2 DTM creation from DSM 
The vegetated areas of the DSM’s were masked and interpolated to create the final DTM’s.  Spline 

interpolation was used in order to create a smooth natural surface representing the terrain underneath 

the vegetation. The contribution of vegetated areas (with unknown terrain elevation) to the total dune 

area of each dataset ranged between 29.95 percent (May 2016) to 11.51 percent (May 2017). Figure 

15 shows a cross-section of a dune from two datasets (June 2016 and November 2016), showing 

differences between the DSM and DTM. Looking at both cross-sections, a much larger difference 

between the DSM and DTM is visible for the dataset of November 2016. The difference between the 

DSM and DTM of June 2016 is relatively small (±0.10m), which is probably due to the low vegetation 

density in the early stage of Windwerk. Since Agisoft Photoscan already uses a depth filter when 

creating a point cloud, the effect of vegetation with a low density on the resulting DSM is already 

relatively small. 

 

Figure 14 DSM from November 11 (2016) 

showing artefacts behind caused by shadow 

areas behind dunes 

Figure 15 Left) ENDVI image of dune compared in time; Right) Cross-sections of the same dune on different 

moments showing differences between DSM and DTM 

2m 
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The left images of Figure 15 show the ENDVI imagery of June 2016 and November 2016. From these 

images can be concluded that the vegetation has developed between June and November, and that 

this had a significant effect on the resulting DSM.  

 

Reference measurements 

Creating the DTM by interpolating removed elevation points from the DSM, could lead to structural 

over- or underestimating of the exact terrain underneath the vegetation since information within 

vegetated dunes is lost. End of October 2017 a total of 300 height measurements were taken of the 

dunes within Windwerk. Since there is no available UAV dataset of that same moment, these 

measurements were compared with the latest available dataset (June 2017). Comparing the measured 

elevation of October 2017 with the created DTM from June 2017 resulted in an average elevation 

difference +0.24 meter with a standard deviation of 0.30 meter.  

 

Figure 16 shows all sample points which are coloured by the elevation difference between the RTK 

measurements of October 2017 and the latest DTM (June 2017). Positive and negative elevation 

differences are mostly spatially clustered which might indicate that some dunes eroded and other 

dunes accreted. Because of the time gap of four months between the two datasets, some changes in 

elevation are plausible and therefore no further conclusions can be drawn on the accuracy of the 

derived DTM’s. 

 

 

  

Figure 16 Elevation differences between DTM of June 2017 and RTK height measurements acquired 

on October, 27th  2017. 

25 0 50 75 100 m 

N 



 
20 

3.1.3 Creating dune height model 
Because of some georeferencing issues as described in 3.1.1 and visible anomalies of the cross-sections 

of Appendix D, the reconstructed digital terrain models could be slightly warped and not accurately 

represent the true absolute elevation. When extracting the dune height model by removing the beach 

base plane from the DTM, these anomalies are removed and only the elevation of the dunes are 

derived. Figure 17 shows the differences between the DTM (left) and the DHM (middle) over the full 

width of the study area.  

 

From the digital terrain model a beach base plane was calculated which resulted in a smooth surface 

model. This model was then subtracted from the DTM which resulted in the final dune height model 

(DHM). Figure 18 shows the resulting DHM (black) of May 2016 on top of the base plane (see Appendix 

E for all DHM’s). From the DHM’s, all 32 fields and individual dunes within Windwerk are clearly visible. 

From these models the dune development is measured, analysed over time and related to different 

aspects and characteristics.  

 

 
Figure 18 Dune model of May 2016 visualized (in black) on top of the beach base plane 

  

Figure 17 Cross-section showing differences between DTM and DHM. Left figure showing a cross section of the 

deformed digital terrain model [m+NAP] of May 2016. The middle figure shows a cross section of the derived dune 

height model representing the absolute dune height [m]. 

N 
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3.2 Dune development 

3.2.1 Weather conditions 
Because morphological processes are driven by the effects of wind and water, it is important to know 

what the weather conditions were between the UAV acquisition campaigns. Appendix A shows an 

overview of the daily maximum wind speed, sea water level, and wave height prior to all data 

acquisition campaigns (April 2016 – July 2017). This paragraph gives a brief description of the weather 

conditions in between the different data acquisition campaigns. 

 

May 2016 – June 2016 

Around the first two data acquisition campaigns (May-June 2016) weather conditions were quite calm 

with no remarkable high wind speeds or water levels.  

 

June 2016 – August 2016 – November 2016 

Between June, August and November 2016 some events with wind speeds around 12m/s were 

recorded. It is expected that the wide beach of Terschelling shows a sedimentation effect during 

storms instead of erosion (Wang, 2014). The sea water level was still 0.5m below the minimum 

elevation of the Windwerk field and thus was not flooded or eroded by the sea.  

 

November 2016 – May 2017 

Between November 2016 and May 2017 a large time gap exists in which a lot of high wind speeds (> 

16 m/s) and high water levels were recorded. In January 2017 a storm took place which coincides with 

extreme water levels of above +2 mNAP. This means that in combination with the high wave height 

the Windwerk field was completely flooded. The effect of floods on embryo dunes is not known but it 

is expected that most dunes will erode during this extreme event. After this storm event, quite some 

days were recorded with relatively high wind speeds which would imply a high sediment transport rate 

and thus a high embryo dune development.  

 
May 2017 – June 2017 
The conditions between the last two campaigns were stable with no remarkable values. It is expected 

that only small changes in embryo dune development can be found. 

 

3.2.2 Changes in (embryo)dunes over time 
Visible development 

Short-term differences between different DHM’s are mainly 

expressed by the different directions of the dune shadows, as can 

be seen in Figure 19. Dependent on the recent prevailing wind 

direction these shadows rapidly develop and change over time 

(<1 month).  

 

Small differences can be found in the first four datasets (May 

2016 – November 2016), which are mainly visible in the direction 

and length of the sand shadows. Between November 2016 and 

May 2017 big changes can be observed between the DHM’s 

(Appendix E). Because of the storms, the prolonged time interval, 

and high sea level of January 2017, big changes were expected. In January 2017 Windwerk was 

completely flooded which could have a big effect on the erosion and sedimentation of embryo dunes 

Figure 19 Dune changes between May 

2016 (red) and August 2016 (blue) 



 
22 

within Windwerk. The DHM’s of May and June 2017 both show a similar transverse dune pattern in- 

and outside the Windwerk field. Transverse dunes are linear dunes which generally grow under strong 

wind conditions with a predominant wind direction (D. W. T. Jackson, Cooper, & Green, 2014). This 

effect seems to partially overrule the internal processes within the Windwerk field. However, still the 

individual fields are visible and the transverse dunes tend to develop around the originally created 

dune fields.  

 

Looking at the DTM cross-sections of Appendix D, development in the dune height and dune size can 

be found. The cross-sections show that dune patches are getting less spiky over time, which is the 

result of clustering of small dunes, as shown in Figure 13. Also notable are differences between the 

cross-sections of 2016 and 2017. When the Windwerk area was completely flooded during the winter, 

it is expected the dunes eroded. Still, all dune fields are visible in the cross-sections of 2017. When 

looking at the edges of the study area/cross-sections, a decrease of the elevation can be found for the 

DTM’s of 2017, while the base elevation within the study area is stable. This means that erosion 

happened around the edges of the experimental area (and possibly along the whole beach), while the 

beach plane within Windwerk is stable. 

 

Overall absolute development 

All DHM’s were clipped in 50 by 50 meter fields to study the dune development of the individual fields 

with different characteristics (see Appendix F for the field layout). Figure 20 show the overall 

development (size and volume) of all fields over time. From the boxplots can be observed that the 

overall mean dune area and dune volume increase over time. Also the variation in minimum and 

maximum values and the interquartile range is decreasing over time.  

 

However, the DHM of June 2016 is diverging from the other datasets in both dune area and dune 

volume. While a relative short time-interval exists between the dataset of May 2016 and June 2016, 

still a significant decrease can be observed. Looking at the meteorological conditions during that time, 

no explanation for the erosion can be found. It is notable that the variation of dune volume of all fields 

on June 2016 is very low while the dune area shows a bigger variation.  

 

 
Figure 20 Boxplots of dune area (left) and dune volume (right) over time. The horizontal middle line represents 

the first quartile (mean). The coloured boxed represent the interquartile range (IQR) which is the range between 

the 25th and 75th percentiles. The whiskers show the minimum and maximum values. 



 
23 

 

Relative volume changes 

To get an insight on the relative embryo dune 

development of each individual field irrespective of 

the time interval between datasets and initial dune 

volume, the changes in dune volume were 

corrected. The boxplot of Figure 21 shows the 

relative dune volume change (m3/m3/week) of 

individual fields over time. From this figure can be 

concluded that volume changes between May - June 

2016 are all decreasing except two outliers. June - 

August 2016 show the biggest increase in relative 

dune volume and has also the largest range of 

variation, some fields are strongly growing while 

others are eroding.  

 

The relative volume changes between May – June of 

2016 and 2017 are both (mostly) negative and lower 

than the other observations. However, in May – June 

2017 some fields are still increasing in volume. The 

weather conditions between the datasets were both 

fairly calm with no special events.     

 

Spatial variation of dune development 

Figure 22 show bar graphs of the total dune volume (left) and the relative dune volume changes (right) 

over time. On the left figure some clear spatial patterns can be found. The fields on the north side of 

Windwerk contained the largest dune volume in 2017. This is mainly caused by the transverse dunes 

which were mainly prevailing seawards. Furthermore, it is visible that some fields on the edges of 

Windwerk (west-east) didn’t show any significant changes/development over time. These dunes and 

its vegetation were probably suffering from the direct influence of the wind. Vegetation within some 

of these fields also disappeared completely over time. 

 

 
Figure 22 Left: Bar graphs of total dune volume changes [m3] per individual field. Right: Bar graphs of relative 

dune volume changes [m3/m3/week] 

 

 

Figure 21 Boxplot of relative dune volume changes 

(m3/m3/week). The coloured boxed represent the 

interquartile range (IQR) which is the range 

between the 25th and 75th percentiles. The 

whiskers show the minimum and maximum values 

of max 1.5 x IQR. The points represent the outliers. 

 

● 
● 

● 
● 

● 

● 

● 

● 

N N 



 
24 

From the right figure can be observed that the relative dune changes of June – August 2016 is positive 

for most fields. Dune development of fields in the west is relatively high, while fields in the east are 

decreasing in volume. The opposite pattern is visible when looking at the changes between August 

2016 and May 2017. Fields in the north-east of Windwerk show an overall higher increase in dune 

volume than other fields. 

 

 

3.2.3 Statistical analyses 
Dune development of all fields was related to various explanatory factors in order to get an insight of 

key factors which are influencing dune development. To discover relations with dune volume changes 

irrespective of the amount of dunes and the time-interval in-between the datasets, the relative dune 

volume change was used as response variable and indicator of dune development.  

 

Relations with dune development were studied for three different periods; 1) spring-autumn, 2) winter 

and 3) full year. Because of the significant transverse dune effect which appeared on the datasets of 

2017, relations were studied first for dune development between spring and autumn (May 2016 - 

November 2016) to explore relations to dune development under “normal” conditions (without the 

transverse dune effect). Also development during winter (November 2016 – May 2017) and 

development during a full year (May 2016 – May 2017) were studied to see if similarities can be found.  

 

Table 2 Multiple regression analysis for relative dune volume changes [m3/m3/week]. The predictor values were 

taken from every first dataset of the studied period.  

Significance levels: *** (p < 0.001), ** (p < 0.01), * (p < 0.05), . (p < 0.1) 

 
 

Table 2 shows the results of the multiple regression analysis for the three time periods. For every 

period a full model and a model selection was carried out. The periods’ development was compared 

with the explanatory factor values of the first (initial) dataset of that period. 

 

Spring-autumn development 

For the first period (spring – autumn) the amount of subplots was the most important explanatory 

factor (predictor) for relative dune volume changes. This field characteristic indicates that a higher 

amount of initial planted marram grass subplots will also increase the overall growth rate of the 

embryo dunes within a field. Also sheltering by other fields was an important predictor for the dune 

development of this period.  
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Looking at the dune characteristics, the most important predictor is dune area. Noted should be that 

the dune area and amount of subplots are partly correlated in this stage since the dune area is mainly 

influenced by the planted subplots. The diagonal distance (North-West direction) is the most 

important direction factor for this period. When looking at the dune height models of this period, this 

can be confirmed by the orientation of the dune shadows which are varying in south to east direction.  

 

The scatterplots of Figure 23 show the relative dune volume changes against some explanatory 

variables. The three scatterplots all show a positive relation to the relative dune volume changes, 

although the linear correlations are relatively weak. For the dune area at the start of the period (May 

2016) a negative relation was found. Fields with a smaller initial dune area, relatively develop faster 

than fields with larger dune areas.   

 

 
 

Winter development 

The first dataset after the winter period (May 2017) showed the predominant transverse dune effect 

within and outside of the experiment field. The terrain roughness and the mean elevation of a field 

were the most important factors during the winter period. For the mean elevation a negative relation 

was found. Fields with a higher elevation were not affected as much by the transverse dunes, and thus 

increased less in volume compared with fields towards the sea (Figure 24). 

 

 The terrain roughness has a positive relation to relative dune volume changes. The maximum dune 

height was the most important dune characteristic. However, no direct one-to-one relation was found 

when comparing the dune height to the relative dune volume change in a scatterplot.  

 

Figure 23 Scatterplots of response variable to predictor variables of the period spring-autumn 2016, showing 

positive one-to-one relations 

Figure 24 Scatterplot of response variable of the winter period to explanatory variables of November 2016 
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Distance to the edges of Windwerk was the most important direction variable. The orientation of the 

transverse dunes of 10-05-2017 was also in the same direction. The scatterplot of the “distance to 

edge” variable shows a relatively big variation in relative dune volume changes in fields towards the 

edges (index code 1, Figure 11), and a small variation for fields in the middle of Windwerk (index code 

3, Figure 11). Fields in the middle of Windwerk were all growing at about the same rate. Fields on the 

edges however might develop relatively fast, but can also erode.  

 

Full year development 

The full year dune development does contain the same predominant transverse dune effect of the 

winter period. However, the results of the multiple regression analyses of the full year show a more 

similar result with the relations found for the spring-autumn period rather than the winter period.  

The most important explanatory factor for the full year dune development is the amount of subplots 

within a field. The left scatterplot of Figure 25 shows a positive relation between the amount of 

subplots and the relative dune volume changes. This means that the relative dune volume 

development will be higher within fields with a higher amount of planted subplots/vegetation. The 

most important dune characteristic is the dune area. This suggests that fields with large dune areas 

develop faster on the long term than fields with a lower dune area.  

 

The most important spatial direction factor was the distance to the edges of Windwerk. This 

corresponds to the most dominant direction factor of the winter period and might be affected by the 

transverse dunes.  

 

No linear relations were found when comparing other independent variables from the start of 

Windwerk (May 2016) to the development over a year (Figure 25, middle and right scatterplot) 

   

Figure 25 Scatterplot of response variable of the full-year development to explanatory variables of May 2016, 

showing a weak positive relation for the amount of subplots (left) and no linear relations to other variables. 
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4 Discussion 

4.1 Creation of the DSM by SfM 
Using high-resolution UAV imagery and structure-from-motion techniques, it has been demonstrated 

that a detailed surface model can be created to monitor dune development over time. Structure from 

motion techniques to create a digital surface model could rival or exceed the accuracy of laser 

technologies such as LIDAR (Peterson et al., 2015). However, looking at the georeferencing errors of 

Table 1 and the cross-sections of Appendix D, inconsistencies exist in the created DMS’s. This resulted 

in vertical elevation deviations which were visible on the datasets of June 2016 and November 2016. 

Although no proof was found, a possible explanation for the large georeferencing errors as described 

in section 2.3.2 could be that Agisoft Photoscan had problems with referencing the elevated markers 

which were located on fixed poles of about +1.5 m above the surface (Figure 7). Only a low amount of 

tie-points was found for the elevated markers. Possibly a higher accuracy setting for aligning the 

imagery (creating tie-points) may improve the results. No comparable literature and/or studies was 

found where ground control points were located on elevated poles and therefor this cannot be 

compared or confirmed by other sources. All studies and literature which used and described UAV 

photogrammetry used ground control points and markers which were placed directly on the surface. 

Despite the vertical error of the DSM’s, the impact of these errors on this study are expected to be 

small since only the dunes will be extracted from the surface. Any deformations of the beach surface 

will herby be negligible. 

 

Photogrammetry (structure-from-motion) is a proven methodology and exists for quite some time 

already (Rosenberg, 1955). While software like Agisoft Photoscan makes it rather simple to reconstruct 

a three-dimensional model from RGB imagery, complex mathematical functions are used to compute 

these models which can be tuned by many different settings and parameters. The used settings for 

this study (as described in section 2.3.2 and Appendix B) were based on similar studies of (Nolet et al., 

2017) and (van Puijenbroek et al., 2017). However, the impact and sensitivity of all individual settings 

and parameters have not been studied in detail and also no relevant literature was found which 

describes the different settings (except the Agisoft user manual (Agisoft LLC, 2016)) and/or its effects. 

Many studies have been published which used Agisoft Photoscan to reconstruct a digital terrain model 

from high resolution UAV imagery, but often little is described on the specific settings which were 

used. 

4.2 Creation of the digital terrain models 
A weakness of structure-from-motion is that no digital terrain model can be created when dense 

vegetation is present. The digital surface models created in Agisoft Photoscan include vegetation 

(marram grass) which needed to be removed in order to create a digital terrain model. Figure 15 shows 

differences between the DSM and DTM of two different datasets. The cross section of May 2016 shows 

relatively little differences between the DSM and DTM. Directly after the Windwerk experiment was 

established (May 2016) the marram grass plots contained a low vegetation density. Later the 

vegetation expanded as can be seen from the ENDVI values of Figure 15. The contribution of vegetation 

in the two first datasets was probably too low to be captured by photogrammetry, and thus these 

models might already be close to a DTM. However, the exact contribution of low density marram grass 

to the created digital surface model is not known. It is expected that unnecessary filtering the datasets 

from the early stage of Windwerk will not have a big impact on the results of this study since only small 

changes are present. 
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Vegetation was masked from the DSM based on the ENDVI values of the corresponding orthomosaic. 

Because the manufacturer of the used sensor recommended the ENDVI vegetation indices and 

because this indices was also used in the study of (van Puijenbroek et al. 2017), the ENDVI was used 

for this study. As Equation 1 shows, the NIR, green and blue channels are used to calculate the 

vegetation indices. Compared to the more common NDVI, the red channel is replaced by the green 

and blue channel. In the comparable study of (van Puijenbroek et al., 2017), k-mean clustering was 

used to differentiate vegetated pixels from sand pixels. However, in this study this was not possible 

due to high ENDVI values from the bare earth (sand). This might by caused by organic matter (e.g. 

algae’s or sediment) on the beach, which was visible as brown areas on the RGB imagery. Besides, the 

reflectance values of the green, blue and NIR spectrum from dry (yellow) sand and yellow vegetation 

are possibly not very distinguishable from each other. The use of a different vegetation index (such as 

greenness identification based indices (Yang et al., 2015)), or by integrating the red channel would 

possibly make marram grass better distinguishable in this case.  

 

Because not all vegetation could be removed by the ENDVI masking layer, a second masking layer was 

used to mask all vegetated subplots by original design, as illustrated in Figure 9. This method was 

possible since this experiment contained very discrete vegetated patches (plots) and the vegetation 

was not expanding much within one year. However, by doing this it is possible that non-vegetated 

elevation pixels will be removed from the DSM and information got lost. The effect of this to the final 

volume balance is expected to be minimal and negligible. 

 

The masked DSM was interpolated using Spline interpolation in order to create a smooth result which 

would represent the smooth surface of dunes. The accuracy of this surface estimation is not known. 

The used spline interpolation approach could overestimate the true surface. The reference 

measurements as described in section 3.1.2 show an average difference of +0.24m between the latest 

dataset (June 2017) and the RTK GNSS measurements of October 2017. However, of the time gap in-

between these datasets no conclusions can be drawn about the accuracy of the used interpolation 

method. Another comparable study (Taddia et al., 2016) used GNSS measurements to help interpolate 

the unknown terrain underneath vegetation. For every dune an accurate measurement was taken of 

the highest terrain elevation of the dune.  This would improve the DTM accuracy but would need many 

manual measurements, which is not suitable for the scale of this study. 

4.3 Creation of dune height model 
Figure 17 shows a cross section of the DTM and the resulting dune height model. This method was very 

suitable for this study because some surface models showed unlikely deformations due to 

georeferencing issues (section 2.3.2). The created beach base plane followed large scale deformations 

and warping effects whereby the georeferencing issues did not affect the subtracted dune height 

model. However, it could be possible that the entire beach plane of Windwerk will trap sand and raise 

as result of the planted vegetation. Because of the slope-based method, only the dunes above the 

beach base plane area studied, and not the development of the beach plane itself. Alternatively, if all 

elevation models are accurately referenced, base plane differences can be monitored as well to get a 

better overview of the total sedimentation rates.  

 

4.4 Dune development over time 
Looking at the boxplots of Figure 20, the absolute dune development of all fields is visualised in time. 

As expected an overall growing pattern can be found, except for June 2016. The dunes of June 2016 
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are smaller in size and volume compared with the first dataset of May 2016. Looking at the weather 

conditions between May and June 2016 (Appendix A), no extreme conditions were found which would 

explain the overall eroding trend. Since the dunes during the early stage of Windwerk (month after 

vegetation was planted) mainly consist of temporary shadow dunes as is visible from Figure 19, it is 

possible that a change in wind direction caused an overall eroding effect. When looking at the relative 

volume changes Figure 21, which are corrected for the time in-between the datasets and the initial 

volume of the dunes (m3/m3/week), June 2016 shows the largest variation. This might indicate that 

that early stage embryo dunes are very unstable and can change rapidly (both erosion and 

sedimentation).  

 

Figure 20 and Figure 22 both show a big increase in dune area, volume and volume changes in May 

and June 2017. When looking at the DSM’s of these periods large overruling dune patterns can be 

observed which also exists outside the experimental field. These (transverse) dunes have a large 

impact on the total dune volume of all fields, which is visible in the results. It should be taken into 

account that this dune effect might not be directly related to dune development as result of the 

Windwerk experiment/vegetation, because this effect was present on the entire beach around 

Windwerk. 

 

Because of the large and irregular time gaps between the datasets (Figure 5) and the overall growing 

pattern in dune size and volume, it is hard to draw conclusions about seasonal differences in dune 

development. The study of (Montreuil et al., 2013) concluded that the development of embryo dunes 

is seasonal, with erosion during autumn and winter and dune growth in summer. This was also the 

case in this study, where the complete study area flooded during winter. However, as mentioned by 

(Wang, 2014), the beach of Terschelling is less prone to erosion than other beaches of neighbouring 

islands Texel, Ameland and Vlieland because of the wide beach (>200m). 

 

Differences can be found between the key drivers influencing dune development during winter and 

summer (Table 2). During winter the dune height and elevation were the most important factors when 

explaining dune development. Whereas during summer mainly the amount of planted subplots and 

dune area seems to be important. The development over a full year seems to be mainly explained by 

summer factors. The results of the comparable study of Van Puijenbroek et al., (2017) on the 

neighbouring island Texel, shows a similar result, where embryo dune development was mainly 

explained by the amount of vegetation and sheltering. Also a group of student from the Wageningen 

University did field measurements of Windwerk during the summer of 2016 (Bruls et al., 2016). They 

discovered that the dune height and vitality of the vegetation was mainly related to the plot size (4m2 

are higher than 1m2 plots). Although the scale of their study is different (subplots versus dune fields), 

this means that dune size is in both cases related to the amount of vegetation.   

 

The explanatory variables used in this study are all derived from the elevation models created in Agisoft 

Photoscan. Possibly other (external) variables such as meteorological data (precipitation, average wind 

speed, and average wind direction) or vegetation data (height, vitality, density) could be added to the 

regression model which might show other causal insights in dune development. 

4.5 Broader implications 
An important disadvantage of UAV monitoring is that calm weather is necessary in order to carry out 

a UAV flight campaign. Since coastal areas tend to be very windy, planning UAV flight campaigns is very 

hard. Because of the temporality of embryo dunes (Montreuil et al., 2013), regularly monitoring would 
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be preferred in this study to evaluate embryonic changes. However, as Figure 5 shows the time gaps 

between the data campaigns are very irregular. Especially during winter, when the most extreme 

weather conditions can be found and dunes change quickly, planning a UAV flight can be difficult. 

Although most dune fields increased in size after the winter of 2016 (Figure 20 and Figure 22), the 

complete study area flooded during a storm in January 2017 (Appendix A) which should have caused a 

lot erosion. This however was not visible in the next dataset of May 2017 due to the large time gap.  

 

Monitoring more often and after storm events would possibly show more insights in the temporal 

response and erosion resistance of embryo dunes development. More prolonged monitoring would 

be necessary to study seasonal patterns and long-term development of embryo dunes into larger 

(fore)dunes. 

 

Experimental setup 

The experimental design of Windwerk consists of 32 unique fields with the highest density of subplots 

per field in the middle of the field, and less subplots towards the edges (Figure 3). Since the most 

important explanatory field characteristic of Table 2 is the amount of subplots and second the amount 

of sheltering by other fields, this might a combination of different variables as result of the chosen 

experimental design. To study the individual impact of different variables, it would be better to include 

duplicates of fields with a different spatial position within the Windwerk field. 
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5 Conclusions and recommendations 
The results of this study have shown that UAV-acquired high resolution imagery can be used to 

accurately monitor embryo dunes over time. This provided new insights in the development of embryo 

dunes and main drivers influencing this development. From a method and process point of view 

different conclusions can be drawn. 

 

Method 

Structure from motion techniques can be very suitable for accurately reconstructing a three-

dimensional surface model when full control of all software settings and parameters is used right for 

the specific application. This study applied roughly the same methodology with the exact same 

equipment as used in (van Puijenbroek et al., 2017) to study embryonic dune development along the 

Dutch coast. Main improvements were found in adding a lens correction step to calibrate the camera 

and correct for lens distortions. The resulting DSM’s provide a highly detailed model of the beach’s 

surface which can be used to accurately detect and monitor embryo dunes. However, this study 

showed that even when the same methodology, with equal settings and variables is applied to six 

equivalent datasets, a consistent vertical georeferencing accuracy cannot be guaranteed. This might 

be the result of the elevated georeferencing markers which were located on fixed poles ± 1.5 meter 

above the surface. However, by applying the beach plane correction step still good estimates of 

embryo dune development can be made since it adapts to any deformations of the digital models 

caused by the vertical georeferencing issues.  

 

Morphological development 

The development of the embryo dunes of Windwerk show an overall growing pattern over time where 

no significant seasonal differences can be found when looking at dune growth or erosion. Short-term 

dynamics are mainly expressed by the (changing) sand shadows behind dunes, whereas long-term 

development is expressed by accumulation of sand in between individual neighbouring dunes. 

 

When looking at key drivers influencing the dune development of Windwerk, differences were found 

between summer and winter development. Summer development was mainly determined by the 

amount of planted grass plots and sheltering by other fields, whereas winter development was 

influenced by the beach elevation and terrain roughness. Most important directional factor was the 

distance to the edges of the experimental field (west-east) and diagonal distance, which can be 

explained by the predominant wind direction.  

 

Recommendations based on this study are to further investigate the accuracy of the reconstructed 

digital models (DSM, DTM and DHM) by acquiring accurate RTK measurements of dune elevation 

within vegetation at the same day of a UAV flight. Also, to study seasonal patterns and long-term 

embryo dune development (of Windwerk), it is recommended to continue monitoring the dune 

development of Windwerk using UAV-based systems. 
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Appendix A - Weather conditions around campaigns 
Hoorn (Terschelling) and buoy nearby. From KNMI daily maximum data. The numbers in the graphs 

represent the UAV acquisition campaigns; (1) May 2016, (2) June 2016, (3) August 2016, (4) November 

2016, (5) May 2017, (6) June 2017. 
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Appendix B - Used settings in Agisoft Photoscan Pro 1.4 
The following Agisoft Photoscan workflow and its settings were applied to all six datasets of this study 

containing ENDVI imagery.  

 

Step 1: Align Photos 

 Accuracy: Medium 

 Generic preselection checked 

 Key point limit: 40000 (default) 

 Tie point limit: 0 (no limit) 

 Adaptive camera model fitting checked 

Step 2: Add coordinates of ground control points to Agisoft 

A text file containing all exact coordinates of the referencing points (referencing poles and beach poles) 

was used to reference all six models. These coordinates were accurately measured using an RTK (base 

+ rover) system.  

 Add the GCP file to Agisoft using the “import” option within the Reference pane 

 Set the coordinate system within the reference setting to Amersfoort / RD New (EPSG:28992) 

 Find a photo containing a ground control point 

 Open the photo by double clicking, zoom in to the middle of the control point, right-click the 

centre location and select “Place Marker” to select the corresponding marker/control point 

 Right-click the marker and select “Filter by Marker”. Agisoft will find matching images and 

will estimate the GCP marker. Adjust (if necessary) all estimated markers for all matching 

images. The blue flag will now change to green 

 Repeat the steps above for the next GCP’s 

 Click update  

Step 3: (Camera) calibration 

 Go to “Camera calibration” within the Tools-tab 

 Camera type: Frame 

 For the first dataset: Go to the “Adjusted” tab and export the camera parameters which were 

calculated by Agisoft  

 For all other datasets: Go to the “Adjusted” tab and import the Agisoft Camera Calibration 

file (*.xml). This is done to handle all datasets equally and use the same camera parameters. 

This can only be done if the same sensor setup is used. 

 Go to “Optimize Camera Alignment” and select all checkboxes. This will optimize for camera 

distortion and improve the result  

Step 4: Check the errors of the markers 

In the reference pane, check the total error in meters for all markers. If the error is relatively high (e.g. 

>0.3m for this study), double check if all markers are placed correctly. Redo the allighnment with higher 

accuracy settings or alternatively uncheck the marker to decrease the overall error. 

 

Step 5: Optimize Alignment 

 Use default settings 
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Step 6: Batch process Agisoft steps 

The following Agisfot steps were batch processed because they can be quite time consuming (1-2 

processing days). To do so, click the “Workflow” tab and select “Batch Process…”. Add a new job for 

the following processing steps: 

 

i. Build Dense Cloud 

 Quality: Medium 

 Depth filtering: Aggressive 

 Reuse depth maps: No 

 Calculate point colors: Yes 

ii. Build Mesh 

 Surface type: Height field 

 Source data: Dense cloud 

 Face count: Custom 

 Custom face count: 99999999999 

 Interpolation: Enabled (default) 

 Point classes: All 

 Calculate vertex colors: Yes 

iii. Build texture 

 Mapping mode: Adaptive orthophoto 

 Blending mode: Mosaic 

 Texture size: 4096 

 Texture count: 1 

 Hole filling: Yes 

iv. Build DEM 

 Projection: Amersfoort / RD New 

 Source data: Dense cloud 

 Interpolation: Enabled 

 Point classes: All 

 Resolution: 0.05 m 

 Total size: automatically calculated (do not change) 

v. Build orthomosaic 

 Projection: Amersfoort / RD New 

 Surface: DEM 

 Blending mode: Average 

 Pixel size: 0.1 m 

vi. Export DEM 

 … 

vii. Export Orthophoto 

 …  
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Appendix C - Digital Surface Models 
Digital surface models which were created in Agisoft Photoscan Pro: 
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Appendix D - Cross sections DSM 
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Appendix E – Dune height models 
 

N 

N 

May 2016 

June 2016 



 
44 

. 

 
. 

 

N 

N 

August 2016 

November 2016 



 
45 

d

.

  

N 

N 

May 2017 

June 2017 



 
46 

Appendix F – Overview individual studied fields  
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Appendix G – Used SAGA GIS tools and software settings  
Interpolation of vegetation: 

 
 

Slope-based filter for DHM extraction:  
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Interpolating beach base plane: 
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