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ABSTRACT 

With the internet becoming available to the wide public, social media platforms have become an 

important part of people’s everyday life worldwide. This has drawn interest in the academic world, 

using the possibility to extract and analyse people’s  opinions from social media. This research 

investigates whether data from social media can be used to determine citizen perception. A case 

study is carried out to find the citizen perception of nature, to assess cultural ecosystem services in 

the Pike-San Isabel National Forest, Colorado USA. The results are compared with the results from 

a study in the same area, using survey data to determine the social value of the park, in order to 

find whether the proposed method can replace the use of surveys. A large dataset has been created 

by harvesting data from different social media platforms. Relevant data from this dataset was 

selected using a Naive Bayes classification combined with Expectation Maximization. A sentiment 

analysis has been applied to extract the citizen perception from the messages. This data has been 

extrapolated towards social value maps using the Social Values for Ecosystem Services (SolVES) tool. 

After which a hotspot analysis was performed to identify hotspots with a high social value in the  

area. When these results were compared to the results from the previous study using surveys, it 

could be concluded that social media data can be used as a complement to this data to increase 

the value of knowledge about cultural ecosystem services. 

Keywords: Cultural ecosystem services, Expectation Maximization, Hotspot analysis, Naive Bayes, 

Sentiment analysis, Social media, SolVES 
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1 INTRODUCTION 

1.1 SOCIAL MEDIA 

The internet was first developed for military use in 1969, but from the 80’s onwards it became more 

widely used by the non-military world as well. By 1992, there were many internet services available, 

of which the World Wide Web gained the most attention, and eventually grew to be the biggest 

and most widely used internet service (Marson, 1997). By the upcoming of the internet during the 

21st century, the term Web 2.0 was mentioned by O'Reilly (2005). Web 2.0 offered many new 

possibilities for users on the internet, examples being: websites could be used as platforms, instead 

of only being standalone and static, it became possible to cross  link between websites, and data 

driven web applications got the opportunity of being developed, since database systems evolved. 

These developments resulted in the evolution of social media (Kaplan and Haenlein, 2010). Social 

media platforms can be described as a group of applications that allow the exchange of user 

generated content and is based on Web 2.0 technologies (Khan et al., 2016).  

Social media gives users the opportunity to share and discuss their personal experiences easily 

online. In the research of Samuel Fosso et al. (2016) it was concluded that 74 per cent of online 

adults in the USA are active on social media. Since people easily share their personal opinions on 

social media, the marketing world has developed a great interest in this content: i.e. online 

commercials could be targeted at a specific person. The large amount of opinion data available on 

social media cannot only be used for marketing purposes, but also for academic research (Khan et 

al., 2016). Researchers have been collecting, monitoring, analysing, summarising, and visualising 

data from social media to extract patterns and intelligence (Samuel Fosso et al., 2016).  

One sort of information that can be extracted from social media data is the citizen perception 

regarding a certain topic. Existing social media analysis methods are able to extract topics from text 

data (Nie et al., 2013), after which opinion mining or sentiment analysis can be applied to find the 

citizen perception regarding these topics (Sobkowicz et al., 2012). A next step would be to 

extrapolate this information to a larger scale, by finding spatial patterns in this data (Wood et al., 

2013). An interesting field to apply this approach to is by assessing the natural environment, by 

selecting messages regarding e.g. nature.  

1.2 CULTURAL ECOSYSTEM SERVICES 

As the human society we are dependent on the services provided to us by nature, which are 

referred to as ecosystem services. Ecosystems are known for their provision of supporting services 

(underlying natural processes), provisioning services (delivering of goods), regulating services 

(regulation of natural processes in the benefits of people), and cultural services (beneficial services 

for social well-being). Lately a decrease of almost two thirds of these services provided by nature is 

found worldwide (Millennium Ecosystem Assessment, 2005). Therefore more research is performed 
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to provide a quantification of ecosystem goods and services, in order to improve decision making 

in these areas (Ruhl et al., 2013). 

The most widely used way to quantify ecosystem services is by creating biophysical models, which 

are developed based on hydrological, soil, climate, topographical, remote-sensed, and land-cover 

data (Martínez-Harms and Balvanera, 2012). The only ecosystem service difficult to quantify using 

biophysical models are the cultural services, which cannot be directly deduced from any of the 

sources of biophysical data (Martínez-Harms and Balvanera, 2012). Historically this has limited the 

influence of cultural services on decision making (Daniel et al., 2012). Nowadays cultural services 

are being mapped often through Public Participatory Geographic Information Systems (PPGIS) 

approaches, which are based on i.e. surveys of the publics values and attitudes towards ecosystem 

services (Sherrouse et al., 2011). PPGIS, or in other words social values mapping, can influence 

decision making by offering a means to quantify the cultural services, or social value, of an 

ecosystem (Brown, 2012). 

An example of such a study is the research from Bagstad et al. (2016), who tried to find the 

relationship between the results from a social values mapping study and corresponding 

biophysically modelled ecosystem services. The research area that was used for this study is the 

Pike-San Isabel (PSI) National Forest in Colorado, USA. The social value of the area was  determined 

by performing a survey among residents living close by the PSI.  Bagstad et al. (2016) found that 

social values mapping is not able to replace biophysical modelling, since the relationship was found 

to be very limited. However, they concluded that social values mapping can work as a complement 

to biophysical models instead, increasing the value of ecosystem services maps by indicating areas 

of synergy or conflict.  

1.3 PROBLEM DESCRIPTION 

Studies to analyse the cultural ecosystem services are survey-based, which means that the 

respondents answered pre-produced questions. However, as mentioned in the discussion of the 

paper from Bagstad et al. (2016), responses tend to be influenced by the wording and presentation 

of questions (Schwarz, 1999). Which might, in its turn, influence the results of a study, making them 

less valuable. Besides, the execution of a survey takes a substantial amount of time and could be 

accompanied by high costs, even though the effective response rate can be low: i.e. 19 per cent for 

the survey from Bagstad et al. (2016). To alleviate the bias introduced by pre-produced questions 

and reduce the costs and time, this thesis will explore the value of using data retrieved from various 

social media platforms to determine citizen perception. In this way data is voluntarily delivered by 

social media users, instead of surveys being executed.  

A method using social media data to gain insight in the citizen perception does not yet exist, but 

this information can be obtained by combining various social media analytic methods, which will 

transform social media data into social value maps. Text analysis methods are required to find 

relevant messages within the large collection of social media data (Samuel Fosso et al., 2016). With 

a data mining method this data can be transformed into information regarding the citizen 

perception (Woo et al., 2015). By using the geographic information available in the social media 
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data, spatial patterns can be recognised and related to the information retrieved through data 

mining (Wood et al., 2013). Combining these methods into one research, instead of only using a 

single analysis method, increases the value of knowledge retrieved from the social media data 

(Samuel Fosso et al., 2016).  

The term citizen perception, which is used in this study, describes the opinion of citizens regarding 

a certain topic (Choudri et al., 2017). When this term applies to an area, it can be described as the 

social value of this area. The social value can be seen as the emotional and psychological value 

people experience in an area (Yoo et al., 2014). As this value can be positive of negative it can also 

be seen as the sentiment of a person towards the given topic (Reuter and Spielhofer, 2017).  

1.4 RESEARCH OBJECTIVE AND QUESTIONS 

The main objective of this research is to analyse the citizen perception of nature using social media, 

by developing and demonstrating a method to assess cultural ecosystem services by identifying the 

sentiment of messages. In order to validate the results a case study will be executed covering the 

same area as the research from Bagstad et al. (2016): the Pike-San Isabel National Forest in the 

state of Colorado, USA.  

Based on this objective the research questions are defined as follows: 

1. Which social media platforms can be used for citizen perception analysis? 

2. What is the best way to store the collected social media data? 

3. How can information about citizen perception be retrieved from social media messages? 

4. How do the results from the social media analysis compare to the results from Bagstad et 

al. (2016)? 
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1.5 STUDY AREA 

The area used for this research is the Pike-San Isabel National Forest (PSI). This national park is 

located in the state of Colorado, USA. In Figure 1.1 the study area of the PSI is shown. The PSI covers 

a mountainous area of around 950 000 ha (Donnegan et al., 2001; Taylor et al., 1984).  

Since the appearance of settlers in the region of the PSI forest, fires have been taking place, 

damaging over 75 per cent of the total area (Donnegan et al., 2001). The most recent large scale 

forest fire affecting the PSI is the Hayman Fire (Thompson et al., 2016). Being active from June 8 

until July 18, 2002, it burned an area of 52 600 ha (Wang and Zhang, 2017). These forest fire could 

have a negative influence on the citizen perception of the area. 

Figure 1.1: Study area of the Pike-San Isabel National Forest 
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1.6 FRAMEWORK 

The main process in this research is extraction of data from a large dataset. The process of turning 

data into information can be described by Knowledge Discovery in Databases (KDD), which 

emphasizes that knowledge is the end product of data-driven analysis. According to the KDD 

principles (Fayyad et al., 1996), a data-driven research can be performed by following some 

predesigned steps. These steps are not necessarily performed once, as multiple iterations can be 

made to optimise the results. The process of this research follows the same principle components 

as found in the KDD methodology, but the specific steps are adapted to fit the research.  

The goal of this research is to determine the usefulness of social media data for analysing citizen 

perception and propose a method to perform this analysis. The proposed method will be tested to 

determine the citizen perception of nature, by performing a case study based on the research of 

Bagstad et al. (2016).  

The KDD steps adapted for this research are shown in Figure 1.2. The dataset in the first step 

corresponds to the large amount of social media data available on the web on multiple social media 

platforms. In the data harvesting step potentially relevant data will be collected, resulting in a 

smaller dataset which can be used for further processing. With data selection a subset of this data 

is taken, based on the available information in the metadata. After classification the final subset is 

left, this dataset will contain all relevant and useful data. Next, a data mining method needs to be 

chosen to extract patterns from the dataset. Finally, the creation of maps using the extracted 

patterns will visualise the patterns, which will reveal knowledge about the citizen perception on 

social media. 

Figure 1.2: Steps performed during Knowledge Discovery in Databases (adapted from Fayyad et al. (1996)) 
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1.7 READING GUIDE 

The process in this thesis follows the steps described in Chapter 1.6, the chapters in this report 

follow this structure as well. An exact overview of the chosen steps is given in Chapter 3.1, these 

choices are made based on the information given in Chapter 2. Chapter 2.1 gives an overview of 

methods used to assess cultural ecosystem services.  

For the data harvesting step various social media platforms are compared in Chapter 2.2, the 

methods performed to harvest data from these platforms are given in Chapter 3.2, in Chapter 4.1 

some resulting numbers are given, and in Chapter 5.1 the used methods and obtained results of 

the data harvesting are discussed. To find a suitable database to store the collected data, different 

types of databases are compared in Chapter 2.3. How the data is stored in the chosen database is 

explained in Chapter 3.3.  

An overview of various social media analytics is given in Chapter 2.4. How one of these methods 

can be used to filter the collected dataset to only keep the relevant data for this study is discussed 

in Chapter 2.4.1. In Chapter 3.4 the method used to perform the chosen classification is explained 

and the results are given in Chapter 4.2. A discussion about the chosen method and resulting 

classification is given in Chapter 5.2. Chapter 2.4.2 gives some examples of studies using social 

media data to determine citizen perception. The data mining method used in this thesis is explained 

in Chapter 3.5, the results are given in Chapter 4.3, and these are discussed in Chapter 5.3.  

Chapter 2.5 shows how point data regarding citizen perception can be extrapolated to create 

overall citizen perception maps. How this method has been applied for this thesis research is 

explained in Chapter 3.6, the resulting maps are shown in Chapter 4.4, and the used method is 

discussed in Chapter 5.4. The method to validate these results is given in Chapter 3.7, of which the 

results are available in Chapter 4.5, and a discussion about these results in Chapter 5.5. 

In Chapter 6 of this report an overall conclusion is given and the research questions from Chapter 

1.4 are answered. Chapter 7 gives recommendations on how to improve the current research, and 

some ideas for further research.  
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2 RELATED WORK 

The purpose of the case study in this research is to determine the citizen perception of nature, to 

assess cultural ecosystem services. Therefore, some previously performed researches that assess 

cultural ecosystem services are discussed in Chapter 2.1. For the data harvesting step it is important 

to know which social media platforms could be used for perception analysis. In Chapter 2.2 various 

social media platforms are discussed, to find suitable platforms. For the classification step a variety 

of classification methods are discussed in Chapter 2.3. To determine the data mining method, an 

overview of social media analyses is given in Chapter 2.4. Chapter 2.4.2 describes how some of 

these methods were already used for citizen perception analyses. In the mapping stage data has to 

be converted from point data to raster data, a method to do this is discussed in Chapter 2.5.  

2.1 CULTURAL ECOSYSTEM SERVICES 

In the Millennium Ecosystem Assessment (2005) is stated: “Everyone in the world depends on 

nature and ecosystem services to provide the conditions for a decent, healthy, and secure life.” 

Following this assessment various researches have been performed to quantify these ecosystem 

services, of which generally used methods to assess cultural ecosystem services are explored below.   

Daily et al. (2009) proposed a framework that considers a number of services simultaneously,  and 

use this framework on a case study in Hawaii. In Figure 2.1 this framework is visualised, focussing 

on cultural ecosystem services in the bottom two ovals (Services and Values). They created the tool 

InVEST to perform integrated valuation of ecosystem services. In a part of their research they 

compared cultural ecosystem services to the economic value of ecosystem services. In economic 

valuation methods, the impact of changes in the ecosystem services is given in monetary terms 

(Daily et al., 2000). In some cases, the cultural value of areas can be used in addition to monetary 

values to increase the quality of evaluation of land-management decisions. They concluded that 

institutions should be developed to monitor the social values of ecosystem services.  

Figure 2.1: The framework proposed by Daily et al. (2009) 
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In their research Daniel et al. (2012) highlighted the importance of cultural ecosystem services as 

they are mostly left out of ecosystem services frameworks, which is mainly caused by their difficult 

integration. They provided examples of socioecological methods that could be adapted to improve 

the evaluation of cultural ecosystem services and focused on adapting methods proposed by Kumar 

(2012), who already indicated that his methods are limited in the fields of valuation and linking with 

other ecosystem services. Daniel et al. (2012) were able to improve the methods, however, they 

still indicated that a lot of progress needs to be made to fully integrate cultural ecosystem services 

into the broader framework. 

Bagstad et al. (2016) performed a survey to assess the value of cultural ecosystem services in the 

PSI. This survey consisted of two parts: in the first part respondents answered questions about their 

opinion of the forest management in the area, in the second part they were asked to allocate a 

hypothetical 100 dollars to twelve value types and to mark locations in the PSI they found 

corresponding to these value types. Based on the collected survey data social value maps were 

generated using the Social Values for Ecosystem Services (SolVES) 2.0 tool. In this tool , the points 

marked by the respondents were related to six environmental data layers to determine the 

relationship between the value types and environmental conditions. This resulted in raster layers 

covering the whole PSI giving a value between 1 and 10 for each social value type, 1 indicating a 

low influence of the social value and 10 a high. For identifying hotspots and coldspots in these 

created raster layers the Getis-Ord Gi* statistic was used, to find local spatial autocorrelation 

between ecosystem services and social values. Regions of overlap between these hot- and coldspots 

related to the social values, and hot- and coldspots in biophysically modelled ecosystem services, 

could also be determined using this tool. Afterwards a regression analysis was performed to 

quantify the relationship between social values and ecosystem services. 

2.2 TECHNICAL OVERVIEW OF SOCIAL MEDIA  

Most social media platforms offer an API (Application Programming Interface) to developers, APIs 

allow a user to programmatically access software components, without accessing the component 

itself directly (De Souza et al., 2004). In principle, when a software component needs another 

component to work, changes made to the needed component can have influence on the 

collaboration between the two. However, by using an API for the needed component, instead of 

using it directly, changes to this component will not influence the collaboration (des Rivieres, 2004).  

The two most popular social media platforms are Twitter and Facebook (Lago Vázquez, 2017). 

Twitter is a social media website on which users are able to share their opinions in real-time, and it 

is used by businesses as well to spread news all around the world (Palomino et al., 2016). Data from 

Twitter can be used to: spread information to a wide audience, track the real-time spreading of 

news or events, or, retrieve views from the general public about a certain topic. Twitter is a very 

suitable platform for research, since users share their ideas openly for the public to see (Palomino 

et al., 2016). From all academic articles using social media data, 60 per cent uses Twitter as the 

main deliverer of data (Lago Vázquez, 2017).  
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Lago Vázquez (2017) states that the second most used social media platform in academic research 

is Facebook (29 per cent). In December 2015 there were around 1.59 billion monthly active users 

on Facebook, 70 per cent of these users are active on a daily basis. Facebook is the most widely 

used social media platform at the moment, and its users are a good representation of the general 

population. As opposed to Twitter, data on Facebook is not openly available. On Facebook , users 

can choose to keep their messages private (Palomino et al., 2016). Facebook data can be harvested 

only when the user’s profile is connected to the profile to harvest from. With the Public Feed API it 

is possible to harvest real-time posts from all Facebook users, however, this API is not freely 

accessible (Facebook, 2017).  

A comparable platform to Facebook is Google+, this platform is owned by Google, and allows users 

to share information in the same way as on Facebook. A user ’s Google+ account is linked to its 

account for all Google products, like Gmail, Maps, Hangouts and YouTube (Miller, 2014). This 

combination of all Google products can be seen as the main reason for Google to enter the social 

media market, since it reveals personal information about a user (Landeweerd et al., 2013). When 

messages are uploaded publically, it is possible to retrieve them for free using the Google API 

(Google, 2017). The content of Google+ has been used in academic research, for example to 

determine the use of Google+ for sharing breaking news (Osborne and Dredze, 2014). 

Facebook, Twitter, and Google+ are all examples of Social Networks, but there are more types of 

social media platforms, for example: Social News Aggregators. The difference between Social 

Networks and Social News Aggregators is mainly in the identity of users. On Social Networks the 

identity of a user is of great importance, since messages are shared to connections. Whereas on 

Social News Aggregators the identity of a user is of no importance for the content of the message 

or the reach (Glenski et al., 2017). One widely used Social News Aggregator is Reddit, this platform 

is open for anyone over the age of 13 (Reddit Inc., 2017). The content of Reddit is widespread, 

ranging from cute puppy pictures to breaking news, divided over numerous subreddits. Everything 

posted on Reddit is open for harvesting through the Reddit API (Reddit Inc., 2017). Reddit has been 

of interest in the academic world, for studies regarding the content of posted messages (Suran and 

Kilgo, 2017; Cole et al., 2017). 

Another form of social media platforms are Image Publishing Sites, one of these platforms is Flickr. 

Flickr can be seen as a place to both store and share personal images. Images uploaded to Flickr 

can either be shared with personal connections of the user, or with the wide public (Angus and 

Thelwall, 2010). Flickr images can be retrieved from the web through the title, description, and tags 

given to it by the posting user (Angus and Thelwall, 2010). Since a large amount of the images on 

Flickr are geotagged, Flickr is commonly used in academic researches, using the locations of pictures 

as reference (Wood et al., 2013; Zheng et al., 2010).  

A comparable platform to Flickr is Instagram, it has been available on the internet since October 

2010, and can be called the most popular image capturing and sharing application. Compared to 

other platforms, such as Twitter, the use of Instagram data in academic researches is relatively 

sparse (Hu et al., 2014). It is possible for developers to use the Instagram API to develop their own 

applications (Instagram, 2017). The terms of service from the Instagram API are more restrictive 
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compared to other platforms. It is only possible to use the Instagram API for marketing and 

advertising. Other use cases, such as harvesting data or monitoring user activities are not allowed 

(BrightPlanet, 2017). Instagram has been used in academic research, for example to identify 

differences in social media usage between different cultures (Sheldon et al., 2017). 

A very different kind of social media platform is Foursquare. This type of platform is called a 

Location-based Social Network. It is used by users to check in at locations, such as restaurants and 

museums, to write tips and share comments and photos about these locations (Li et al., 2018). All 

this information can be retrieved through the Foursquare API (Foursquare, 2016). Since all data on 

Foursquare is related to a location, researches have been performed using this geospatial 

information (Mueller et al., 2017; Arampatzis and Kalamatianos, 2017; Huguenin et al., 2017). These 

researches mainly use data from Foursquare to find relationships between locations and the type 

of people checking-in at these locations.  

Another location-based social media platform is Strava, on this platform users upload information 

about cycling rides, walks, runs, and hikes across the world (Sun et al., 2017). All information 

uploaded to Strava can be accessed through the Strava Metro service. Information on Strava is only 

quantitative and not qualitative, since users are only able to upload routes and not give any 

information about their personal experiences (Strava, 2017). Examples of data from this service 

being used in researches are: to find relationships between environmental factors and cycling 

behaviour (Griffin and Jiao, 2015), to map cycling activities (Jestico et al., 2016), or to assess air 

pollution in cities (Sun et al., 2017).  

2.3 DATABASE 

To be able to store the collected social media data a unified geodatabase is required. In comparable 

researches various types of databases have been used. Chen et al. (2016) stored collected, 

georeferenced Tweets in an ArcSDE-based geodatabase, by creating a geo-tagged Tweet layer. This 

database was based on a Microsoft SQL Server database management system, with the geo-tagged 

Tweet layer as a feature class. This database was created for storing real-time Tweets and updates 

continuously as new Tweets were harvested. The Microsoft SQL Server database is a relational 

database. Relational databases store their information in tables, in which attributes can be related 

to attributes in other tables based on a common property (Varga et al., 2016).  Another example of 

a relational geodatabase is the PostgreSQL database, with the PostGIS extension. This database was 

used by Gazaz et al. (2016) to store geo-tagged Tweets. They only stored a selection of attributes 

of the collected Tweets, removing all information that was not useful for their research. PostgreSQL 

is an open-source database, with many features, including spatial operations added by the PostGIS 

extension.  

A different approach to storing social media data is to use a graph database. Graph databases store 

their attributes in the form of nodes, and declare relations between them as edges. A node is the 

main element in a graph database, information about this element is stored in its properties. To 

create sets of the same type of nodes, labels are used, which describe the type of node. It is possible 

to create directional relationships between nodes by adding edges, one node can have multiple 



[11] 
 

edges (Neo4j Inc., 2017). An example of a graph database is the Neo4j Platform, which was used by 

Palomino et al. (2016). The Neo4j Platform is open-source and it is possible to add a spatial 

extension to it. In Table 2.1 some of the differences between a relational database and a graph 

database are given. 

Table 2.1: Differences between Relational Databases and Graph Databases (Neo4j Inc., 2017) 

 Relational Databases Graph Databases 

Data Storage Fixed storage; pre-defined tables 

with rows and columns 

Graph storage structure with index-

free nodes 

Data Modelling Model is translated from a logical 

model to a physical one 

No mismatch between logical and 

physical model 

Query Performance Processing performance suffers 

with number of JOINs 

Near zero latency and real-time 

performance 

Query Language SQL Cypher 

Since all data in graph databases is stored in nodes and relationships can be easily found through 

edges, queries on these relationships perform relatively fast. Relational databases first require a 

JOIN to be executed before relating properties can be matched, while in graph databases, in 

contrast, the relational information is stored in the properties of a node and can be directly 

accessed through the node itself. In studies using social media data, relationships between nodes 

are an important factor and queries should perform as fast as possible, especially when the volume 

of the data and the velocity of data collection increase. 

2.4 SOCIAL MEDIA ANALYSIS 

According to Samuel Fosso et al. (2016), there are eight different types of social media analytics, 

which are given in Table 2.2.  

Table 2.2: Types of social media analytics (Samuel Fosso et al., 2016) 

Type of Social Media Analytics Purpose 

Topic Modelling Detecting themes 

Opinion Mining Extracting views, beliefs, and judgements 

Sentiment Analysis Extracting emotions (positive/negative) 

Social Network Analysis Analysing the network of relations 

Trend Analysis Predicting market trends 

Popularity Prediction Forecasting future demands of products 

Customer Engagement Determining the success of online activities 

Visual Analytics Visualising relationships 

Some of these methods are mainly used in the marketing world: trend analysis, popularity 

prediction, and customer engagement, while the other methods are used in academic research as 

well (Goodchild and Glennon, 2010; Lago Vázquez, 2017; Palomino et al., 2016). Some examples of 

usage of these methods in academic research are briefly discussed below. 
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Topic Modelling 

In the process of topic modelling a graph is created in which similarities between different 

documents are used to connect the corresponding information. By finding dense subgraphs in this 

constructed graph, topics can be extracted (Nie et al., 2013). This method of social media analysis 

can be used to, for example, assign topics to groups (Nie et al., 2013), or find messages related to 

a certain topic (Karami et al., 2018). 

Opinion Mining 

With the development of Web 2.0, the internet has become the place for people to share their 

opinion. It is interesting for governments and researchers to extract the general opinion of the 

public from social media. For this, opinion mining is used (Tian et al., 2018). Two approaches exist 

to detect the opinion in text messages: Natural Language Processing (NLP) and Semantic Web 

approaches (SW). Sobkowicz et al. (2012) proposed a method to combine the strength of both 

approaches. By creating a knowledgebase containing online opinions, they are able to process data 

using an NLP engine based on machine learning techniques. This engine detects which part of the 

data corresponds to an opinion, and on which topic.  

Sentiment Analysis 

A method close to opinion mining is sentiment analysis, but instead of finding an opinion in 

messages the emotion is extracted to determine the polarity (Sobkowicz et al., 2012). Sentiment 

analysis has been widely used to analyse social media data and a large variety of methods has been 

created. In most sentiment analysis methods, a lexicon is used, in which words and their 

corresponding sentiment are stored. All words in a sentence are compared to this lexicon to 

determine a sentiment for the complete sentence. The main difference between methods is in the 

lexicon used; e.g. some are based on machine learning, while others include emoticons in their 

lexicon (Gonçalves et al., 2013).  

Social Network Analysis 

Lago Vázquez (2017) compared a sample of articles about social media analysis published between 

2010 and 2015 to analyse the methods used. In half of the studies in her sample, quantitative 

methods were used; using statistics to build their conclusions. She found that in most studies social 

media data is collected and analysed manually, since there is not yet a unified technique. One of 

the more recent developments in social sciences is SNA (Social Networks Analysis), which uses 

relationships between users to identify social structures. Joy (2010) described two tools (Netvizz 

and Gephi) which can be used to apply SNA to Twitter and Facebook. 

Visual Analytics 

Visual analytics of social media uses visualization techniques to find relationships between dat a 

(Wu et al., 2016). There is a wide variety of visual analytics methods, Chen et al. (2017) summarized 

them into six categories. Visual monitoring (1) gives a quick overview of the information, and is the 

basis for further identification of patterns. With feature extraction (2) a feature (any attribute 
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belonging to the data) is used as a characteristic to analyse the data. Event detection (3) can take 

place using four attributes; topic, time, people, and location, in order to identify groups of these 

attributes. Anomaly detection (4) depends on a normal pattern, outliers of this pattern can be used 

to find abnormal trajectories. Using historical data, it is possible to do a predictive analysis (5), as 

long as temporal patterns can be recognised. The last visual analytics method is situation awareness 

(6), which combines multiple of the previous methods to help the user in decision making. All these 

methods use a variety of visualization methods to solve complex social media data problems.  

2.4.1 Classification of Messages 

Data harvested from social media can be divided into many categories, of which not all are relevant 

for every research. Topic modelling can be used to create a selection of only the relevant categories. 

Various articles have been published about topic modelling or classification methods, either 

supervised, semi-supervised, or unsupervised. The first two being able to categorize text data into 

given categories, thus being relevant for this research, while unsupervised classification is mainly 

used for clustering knowledge (Xu et al., 2017).  

One of the most widely used methods for text classification is the Naive Bayes classifier. Jiang et al. 

(2013) demonstrated and compared the performance of various forms of this supervised classifier. 

The standard Naive Bayes classifier is based on the assumption that all words in a document are 

independent of each other. Naive Bayes classification makes use of the multivariate Bernoulli 

model, in which the probability of each word contained in a document to belong to a certain class 

is multiplied to obtain the overall probability of the document belonging to that class. This method 

does not take into account the number of times a word appears in the document, to overcome this 

the Multinomial model (MNB) was proposed by Jiang et al. (2013). This model uses the same 

approach, but does use the frequency of a word as parameter. One shortcoming of this model is 

the fact that the number of training documents for each class influences the probabilities; a class 

with few training data automatically has lighter weights assigned. Another form of Naive Bayes is 

Complement Naive Bayes (CNB), which uses complement classes while classifying documents to 

balance for the amount of training documents. Combining MNB with CNB forms the one-versus-all-

but-one (OVA) classifier, this ensemble classifier is based on the assumption that each document 

may belong to multiple classes (Rennie et al., 2003). 

Classification accuracy can be further improved by using, next to labelled data (supervised 

classification), a large amount of unlabelled data (semi-supervised classification). Nigam et al. 

(2000) proposed an algorithm based on the combination of Expectation Maximization (EM) and a 

Naive Bayes classifier. First a standard Naive Bayes model is created with the labelled training data, 

using this classifier the probabilities of the document belonging to each class are determined.  Next, 

a new Naive Bayes model is made using the labelled training data and the weighted class labels of 

the unlabelled documents. These last two steps are iterated until a stable model is created. This 

method significantly improves classification, compared to single Naive Bayes, when a small amount 

of labelled data is available. 
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Xu et al. (2017) introduced a semi-supervised framework using Convolutional Neural Networks 

(CNNs). This method integrates embedded small text regions from unlabelled data into a supervised 

CNN. First, they determined relevant categories and created concepts around these category 

names. Next, based on the similarity between these concepts and a selected set of unlabelled 

documents, the documents were labelled into these categories. From these newly labelled 

documents only the documents with the highest probability values were selected as training data. 

Subsequently two classifiers were built using two semi-supervised methods: Transductive Support 

Vector Machine (TSVM), and SVM based on Deterministic Annealing (DA). TSVM classifies data by 

building a hyperplane classifier, resulting in the margin between two classes to be maximal. SVM 

based on DA uses the same principle, however it is able to overcome local minimum issues present 

in TSVM (Sindhwani et al., 2006). SVM methods are only able to analyse data in numbers, therefore 

each document should be converted to a vector of numbers (Tripathy et al., 2016). 

2.4.2 Social Media Analysis on Citizen Perception 

As shown in the previous section there are many methods to analyse social media data, some of 

these have already been used to analyse citizen perception. One of the fields in which social media 

data is already used, is disaster management. By making use of  real-time information the impact of 

a disaster on the citizens can be determined and management can be adjusted to this information. 

Chen et al. (2016) proposed a system using real-time harvested Twitter data to support mass 

evacuation and resource allocation. The novelty of their research was creating the possibility to 

store harvested data, to make it possible for different applications to access the data. However, the 

data they collect is not analysed automatically, the system is able to visualise the data, but analysing 

is still performed manually. 

Woo et al. (2015), on the other hand, used Twitter data to determine how the public mood changed 

after a human-made disaster, in their case the 2014 Sewol ferry disaster in South Korea. By using 

natural-language processing and text-mining technologies, they were able to investigate the 

emotional reactions of citizens to the disaster. For this they used certain keywords related to 

disasters, combined with a topic based sentiment analysis. The authors proof that social media data 

can be used as an information source regarding public health and to monitor the public’s emotions. 

Understanding the public opinion on social media regarding a certain topic, is a very useful 

approach to characterise issues. Karami et al. (2018) analysed the characteristics of the public’s 

opinion on diabetes, diet, exercise, and obesity. They collected data from Twitter and were able to 

discover topics within these data using a modelling approach to fuzzy cluster semantically related 

words. Afterwards they revealed thoughts, feelings, personality, and motivations regarding each 

topic from the collected texts. They found that Twitter data can be used to analyse public health 

issues, since a correlation is found between their results and known census data. However, since 

they do not use the geographical location of the messages, they are not able to find spatial 

relationships between these public health issues. They mention this as  a good way to improve their 

analysis.  
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Not only the content of social media messages can be useful for research, but, for example, the 

locations and amount of data can be used as well. Wood et al. (2013) used geotagged photographs 

from Flickr to estimate visitation rates at recreational sites. They found a correlation between the 

amount of geotagged Flickr photographs and the amount of visitors to the area, making Flickr a 

good source to estimate visitation rates. An extra advantage they show of using Flickr data is the 

ability to determine the origin of visitors. Since the country of origin was available of all Flickr users 

posting photographs. A positive correlation was found within this data as well. 

2.5 CITIZEN PERCEPTION MAPS 

The Social Values for Ecosystem Services (SolVES) tool is developed to incorporate spatial social 

value measures into ecosystem service assessments (Sherrouse and Semmens, 2015). It is able to 

quantify and map social ecosystem services across a study area, by relating available point data to 

characteristics of the underlying physical environment. The tool quantifies the social value of social 

ecosystem services on a 10-point value index, assigning values between 1 and 10 to the study area. 

These values are created using inserted point data, concerning the citizen perception of the area. 

In principle this point data is collected through surveys, but data collected in a different ma nner 

could be used as well. The locations and values of the points are then correlated to the underlying 

environment, such as land cover or the average distance to water, to create one output raster 

describing the social value of the area. This process is visualised in Figure 2.2. 

  

Figure 2.2: A simplified view of the proces performed by the SolVES tool  
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Since the tool is integrated with the MaxEnt maximum entropy software, it is able to offer statistical 

models describing the relationship between the environmental factors and the assigned values 

(Sherrouse and Semmens, 2015). The MaxEnt maximum entropy modelling software was originally 

developed to model the geographic distribution of species, by finding the probability distribution 

which has maximum entropy based on environmental factors (Phillips et al., 2017). The maximum 

entropy distribution was first mentioned by Jaynes (1957), according to him the most important 

property of the maximum entropy distribution is that mathematically no possibility is ignored. Or 

in other words: it assigns a positive probability to every situation, unless it is absolutely excluded 

by the given information. 

The expression for entropy, as found in statistical mechanics, is given in Equation ( 2.1 ):  

𝐻(𝑝1⋯𝑝𝑛)  =  −𝐾∑ 𝑝𝑖 ln 𝑝𝑖 ,
𝑖

 ( 2.1 ) 

in which K is a positive constant, set equal to 1. This expression needs to be maximised, in order to 

find the probability distribution with maximum entropy. One property of a probability distribution 

is the fact that each probability is between 0 and 1 and the sum of all probabilities is equal to 1: 

∑𝑝𝑖 = 1. ( 2.2 ) 

This is the first constraint used in maximum entropy, the second constraint is based on the fact that 

in principle entropy has its maximum value when all probabilities are equal. However, this resul t 

cannot be reached when additional information is available, since the result should meet this 

information as well. Therefore, it is assumed that the expected value for a quantity is known ( �̃�), 

resulting in Equation ( 2.3 ) (Massachusetts Institute of Technology, 2016): 

�̌�  =  ∑𝑝𝑖𝑓(𝑥𝑖)

𝑛

𝑖=1

. ( 2.3 ) 

By introducing Lagrangian multipliers λ and µ, which indicate the functions are proportional to each 

other, Equation ( 2.1 ) can be maximised to the constrains of Equations ( 2.2 ) and ( 2.3 ) giving: 

𝑝𝑖 = 𝑒
−𝜆−𝜇𝑓(𝑥𝑖). ( 2.4 ) 

The constants λ and µ can be determined by substituting into Equations ( 2.2 ) and ( 2.3 ): 

�̌�  =  − 
𝛿

𝛿𝜇
ln 𝑍(𝜇), ( 2.5 ) 

𝜆 =  ln 𝑍(𝜇). ( 2.6 ) 
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In Equations ( 2.5 ) and ( 2.6 ) the partition function (𝑍(𝜇)) is: 

𝑍(𝜇) =  ∑ 𝑒−𝜇𝑓(𝑥𝑖)
𝑖

. ( 2.7 ) 

To generalise these equations to any number of known quantities (�̌�), giving the averages: 

𝐹�̌�  =  ∑ 𝑝𝑖𝑓𝑟(𝑥𝑖)
𝑖

, ( 2.8 ) 

the partition function from Equation ( 2.7 ) will become: 

𝑍(𝜆1,⋯ , 𝜆𝑚) =  ∑ 𝑒𝑥𝑝{−[𝜆1𝑓1(𝑥1) +⋯+ 𝜆𝑚𝑓𝑚(𝑥𝑚)]}
𝑖

. ( 2.9 ) 

Using this equation for the partition function, the maximum entropy probability distribution 

becomes: 

𝑝𝑖 = 𝑒𝑥𝑝{−[𝜆0 + 𝜆1𝑓1(𝑥1) + ⋯+ 𝜆𝑚𝑓𝑚(𝑥𝑚)]}. ( 2.10 ) 

Therefore, the entropy of this distribution will be (Jaynes, 1957): 

𝑆𝑚𝑎𝑥 = 𝜆0 + 𝜆1𝐹1̌ +⋯+ 𝜆𝑚𝐹�̌�. ( 2.11 ) 

The SolVES model uses maximum entropy to find the best possible probability distribution, while 

satisfying constraints represented by the environmental variables. In the MaxEnt output of the 

SolVES model the assigned probability values (between 0 and 1) represent the relative intensity 

assigned by survey respondents to a chosen social value type. Combining these results with the 

kernel density method used by SolVES itself, more complete maps of the study area can be retrieved 

(Sherrouse and Semmens, 2015).  

The process inside the SolVES model can be described by the following steps (Sherrouse and 

Semmens, 2015): 

1. Using the inserted points and values assigned to these points, the model calculates a kernel 

density surface and average nearest neighbour statistics 

2. The model identifies the most highly valued location, by comparing the kernel density 

surface, and assigns its value to the maximum value parameter 

3. Using this maximum value, the model normalizes the kernel density surface to produce a 

kernel density-based value-index surface 

4. By making use of the provided environmental data layers, MaxEnt produces a map output 

based on the relations between these layers and the provided points. It also generates a 

statistical model describing the relationship 

5. Using all previous results, a final social value map is created 
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3 METHODOLOGY 

The following chapter describes the methods used during this research for collecting, storing, 

filtering, analysing and visualising the social media data. In Figure 3.1 an overview is shown of the 

steps performed and the corresponding sections of this chapter.  

The first four steps in this research are performed in the Python language. This language is chosen 

as the APIs used for social media data collection are readily available as Python libraries. The final 

steps of creating the citizen perception maps and validating the results are performed in ArcMap, 

since it offers the required tools. 

The first research question has been answered in Chapter 3.1, indicating which social media 

platforms are suitable. In Chapter 3.2 it is elaborated for these social media platforms how and 

which types of data can be collected. For each platform a large amount of data will be collected, 

which requires storage in a geo-database. In Chapter 3.3 various databases are compared to find 

the best suitable database to store the collected data, answering research question 2. 

Since a lot of data will be collected and not all data is relevant for this research, categorisation of 

the data is necessary. The method to filter the collected data is described in Chapter 3.4, this section 

contains three chapters, each describing the categorization of a different part  of the data.  

The methods described in Chapters 3.5 and 3.6 can be used to answer research question 3. Chapter 

3.5 describes the analysis performed on the data. The results of this analysis are transformed into 

citizen perception maps, which is described in Chapter 3.6. 

The final research question can be answered by the methods described in Chapter 3.7: the step of 

creating hot- and coldspot maps and validating these results by comparing them to the maps 

created by Bagstad et al. (2016). 

Figure 3.1: Flowchart of the methodology 
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3.1 CHOSEN METHODS 

The conclusions from the researches described in this section were used to propose the best 

suitable methods to fit the framework from Chapter 1.6. An adapted version of this framework is 

shown in Figure 3.2, all chosen methods are visualised. 

For the harvesting of data a selection was made of suitable social media platforms. This selection 

was based on whether both the content and the availability of the data are sufficient (Table 3.1). In 

the case of Strava, the content of the data is not sufficient for this research, as the data is not 

qualitative and does not provide information about the citizen perception. Data from Facebook and 

Instagram could be relevant for this research, however, this content is not openly available and 

therefore not usable. All the collected data is stored in a Neo4j database, as relevant queries 

perform better in graph databases and performance will not deteriorate when the data size 

increases.  

Table 3.1: Suitability of analysed platforms. 

Social Media Platform Content Availability Suitable 

Twitter Useful Available Yes 

Facebook Useful Unavailable No 

Google+ Useful Available Yes 

Reddit Useful Available Yes 

Flickr Useful Available Yes 

Instagram Useful Unavailable No 

Foursquare Useful Available Yes 

Strava Not useful Available No 

Figure 3.2: Framework of chosen methods 
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In the data selection step three sets were created containing a certain part of the data based on 

the available metadata: (1) a set with all messages which are posted inside the PSI bounding box, 

(2) a set with all messages mentioning certain highlights in the PSI, and (3) all messa ges not 

belonging to either of the two. Messages belonging to set 1 could also belong to set 2. The first  set 

was used for further processing. By classifying the messages, only relevant messages from this set 

remained. For classification it was chosen to use the same method as proposed by Nigam et al. 

(2000): the Naive Bayes method combined with Expectation Maximization. This method was chosen 

over single Naive Bayes, since a large amount of unclassified data was available and EM has proven 

to increase the classification result in this case. 

The next step to analyse the data is data mining, in this step information is retrieved from the 

dataset. It is chosen to perform a sentiment analysis on the data, since these results are most 

comparable to the results from the survey used by Bagstad et al. (2016) and will give a good 

overview of how visitors experience the park.  

In the final step of creating social value maps the tool used by Bagstad et al. (2016) was used: 

SolVES. Followed by a hotspot analysis using the Getis-Ord Gi* statistic, to create hot- and coldspot 

maps for validation. Using these tools makes the comparison of the results to Bagstad et al. (2016) 

more reliable, since only the source of the input data is different.  

3.2 DATA COLLECTION 

When using the APIs of all chosen social media platforms, the created application should be 

authenticated in order to gain access to the social media data, the method to perform this is 

elaborated in Chapter 3.2.1. In Chapters 3.2.2 through 3.2.6 it is described how data has been 

collected for each platform in alphabetic order. The syntax for all described methods is given in 

Appendix B: Code Snippets. 

3.2.1 OAuth 

For making use of the different APIs an account is needed, with a corresponding username and 

password. The simplest way to authenticate an application would be by using this username and 

password. However, when a user agrees to share these credentials, he automatically gives another 

person full access to his account. To overcome this security problem OAuth has been developed 

(OAuth, 2017). OAuth allows sites to give users access to their content without sharing their private 

credentials. Instead of asking the user for their credentials and using them to log into the preferred 

website, OAuth asks the user to give permission to the application by asking them to log in to the 

website themselves and authorizing the application. In that way the user can specify which content 

the application will be able to access and which should remain private (Bihis, 2015). In Figure 3.3 

an overview is given of this difference. All platforms used in this research require authentication 

through OAuth.  
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3.2.2 Flickr 

In 2013 more than 6 million Flickr users had shared over 6 billion photographs on the website. From 

these images around 197 million were assigned coordinates (Wood et al., 2013). Since 2013 this 

number has been increasing with up to 2 million photos per day (Figure 3.4).  

The developers of Flickr have made it possible for people to freely experiment with their data. This 

data and all functionalities that run Flickr can be accessed using the Flickr API (Flickr, 2016). The 

Flickr API has a large number of search methods to find all sorts of data and metadata, in other 

words: data can be harvested using the Flickr API.  

Figure 3.4: Graph showing number of photos uploaded to Flickr since 2004 (Michel, 2017) 

Figure 3.3: Overview of process OAuth (adapted from Bihis (2015)) 
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With the large number of geotagged photographs available finding relevant photos by location is 

the first logical method to apply. The method used for searching photos based on location is 

flickr.photo.search. This method returns a list of photos based on the entered parameters. These 

parameters are: (1) bbox: a bounding box in which the API will search for photos, (2) per_page: the 

number of photos to return per page, with a maximum of 500, (3) extras: extra information to be 

retrieved with the photos, and (4) max_upload_date: only photos uploaded before this data are 

returned, this variable can be used to search for more than 500 photos.  

Besides searching by location another interesting search method for finding data on Flickr is by 

using search queries. This search uses one different parameter than the previous search. Instead of 

searching using a bounding box the text parameter is used, which is a search term to find relevant 

photos. The used queries can be found in Table  A, Appendix A: Lists of Used Queries.  

The third and final search method used is a follow-up of the previous two. The previous methods 

are able to collect most of the relevant data. However, sometimes photos about the park are not 

found by either of the previously described methods. Therefore, during collection of relevant 

photos, a list is created containing the user id of all users uploading those photos. Since these users 

once uploaded a picture inside or about the park it can be expected that they have done it more 

often. This will increase the chance of finding more relevant photos.  For finding photos from a user 

the method flickr.people.getPhotos can be used, which uses the id of a user to find al photos posted 

by this user. 

The Flickr API, however, has some limitations to prevent abuse. The main limitation is the rate limit. 

The maximum number of requests per hour is 3600 for each key, which is a unique identifier of 

each API user. There is no method available to check whether this rate limit is exceeded. Therefore 

a function is written to automatically save the program from exceeding this limit. 

3.2.3 Foursquare 

Since the development of Foursquare, over 10 billion check-ins have taken place. These check-ins 

are made by the more than 50 million visitors per month, together being responsible for around 9 

million check-ins per day (Foursquare, 2017). The Foursquare API makes it possible for users to 

harvest information about venues from Foursquare. Resources can be accessed through a unique 

URL for each venue, aspects from these venues can be accessed by adding them to the URL 

(Foursquare, 2016).  

Instead of using these URLs directly, endpoints are developed to access resources more easily, 

which call the URLs through previously defined functions. The most interesting endpoint for this 

resource is the venue search. The Search Venues method returns venues near the inserted location, 

depending on the intent used. There are four parameters involved in this search: (1) ll: the latitude 

and longitude around which to search, (2) radius: search radius around the given coordinate, (3) 

limit: the number of venues to return per search, and (4) intent: selected search method, browse 

returns all venues within in the given area.  
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By performing some tests with the radius parameter, the radius which returned the most venues 

was 5000 meter. Since this will not cover the whole park in once, the method is used multiple times 

in a row, each time increasing the latitude and longitude. This way overlapping search circles, like 

in Figure 3.5, are created, covering the whole area.  

The Search Venues method only returns the users name and id, while more information about the 

users is preferred. For this the method Find users can be used. This method will find all information 

available about a user, which can be found using its name. Besides users checking in to the venue, 

relevant users are: users giving tips about the venue and users uploading photos from the venue.  

The Foursquare API also has some limitations set for its use, in the form of rate limits. These rate 

limits are set for each top-level endpoint group separately. This means that once a user has 

exceeded the rate limit for one endpoint group, it is still possible to continue sending requests to 

another endpoint group. For the venues endpoint group a user is allowed to make up to 5000 

requests per hour, for all other groups this is only 500. The Foursquare API has a variable indicating 

the current remaining rate (X-RateLimit-Remaining), which can be used to prevent an application 

from exceeding the rate limit (Foursquare, 2016).  

3.2.4 Google+ 

Google makes it possible for users to create applications using their API, for this research the API 

was used for harvesting data from Google+. Google+ is a social networking site, enabling users to 

connect to other users worldwide. Since the development of the platform in 2011 the platform has 

had usage peaks of up to 540 million active users monthly (McGee, 2013). Google+ has been trying 

to compete with the social media platform Facebook, but it has not been able to reach the same 

Figure 3.5: Example of circles used for searching 
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level of usage and importance (Miller, 2014). Google Sign-In is used to allow a user to connect to 

an application, this service makes it possible for users to use their own Google account to log into 

an application (Google, 2017). The user is asked to refresh its credentials every hour. 

Users post activities on their Google+ feed, these activities can be retrieved through the Google+ 

API. Google+ does not assign locations to these activities, therefore it is not possible to search based 

on a location. The only possible relevant search is a search based on queries, returning all activities 

containing these search words. Activities can be retrieved by HTTP requests, which will return the 

result in a JSON data format. To perform these requests in Python the google-api-python-client is 

used, which converts the HTTP requests into Python functions (Google, 2017).  

The first step to retrieve activities is to create an activity resource, making communication possible 

with the API. One of the methods combined to this activity resource is the search method: 

activity_resource.search. This method requires three input parameters: (1) query: a query to find 

relevant activities for, (2) maxResults: the number of activities to return per request, the maximum 

allowed value is 20, and (3) pageToken: the page to return the activities from, this token can be 

used to move through pages each containing twenty activities.  

The search method only returns the id of the user posting the activity, to retrieve more information 

about this user the people_resource.get method can be used. This function finds all available 

information based on the given user id.  

The number of API calls the application is allowed to make is restricted by a usage courtesy quota, 

which is set to 10,000 for the used application. Once this quota is exceeded an exception is thrown, 

which will set the program to sleep for a random amount of time.  

3.2.5 Reddit 

The Reddit API can be accessed by anyone who registers an application, which is free of charge as 

long as the application is not used commercially. For using the Reddit API with Python, the Python 

Reddit API Wrapper (PRAW) can be used. Three types of applications are supported by PRAW, the 

relevant one for this research is the Script Application. To use a Script Application, only four 

parameters are needed: client_id, client_secret, password, and username. The client_id and 

client_secret are obtained by registering the application, while the password and username 

correspond to the ones used to register the application (Reddit Inc., 2017; Boe, 2017). 

With the endpoints delivered by the Reddit API it is not possible to search the whole of Reddit at 

once, instead it is only possible to search in subreddits. Therefore, at first all relevant subreddits 

are selected using the endpoint Reddit.subreddits.search, this method returns a list of subreddits, 

which can be used to search in. Parameters used in this method are: (1) query: search term to find 

subreddits for, the used list of queries is given in Table  B, Appendix A: Lists of Used Queries, (2) 

after: the name of the last found subreddit, this parameter determines where to start searching, 

(3) limit: the number of subreddits to return per search, the maximum allowed value is 100, and (4) 

show: indicates what should be returned, when set to all every found subreddit will be returned, 

independent of internal filters. 
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Once all relevant subreddits are found, it is possible to search for posts inside these subreddits. The 

query list in Table  A in Appendix A: Lists of Used Queries, is used to find posts, by executing the 

Reddit.[subreddit_name].search method. The parameters in this method are: (1) query: 

corresponds to the queries in the given query list, and (2) sort: determines the order in which posts 

are returned, when set to comments they are ordered based on the number of comments. These 

comments could also be useful for this research, therefore they are harvested as well, using the 

Reddit.[submission].comments method. 

The rate limit set by the Reddit API is thirty requests per minute. To determine whether this rate 

limit is exceeded, the Reddit.auth.limits variable can be used. This variable exists of a dictionary 

containing three parameters of which two can be used to make sure this rate limit is not exceeded. 

The remaining parameter stores the number of request that are remaining for the current 

credentials, this parameter will reset every minute. The reset_timestamp gives a Unix timestamp 

for the moment the rate limit will be reset by the API (Boe, 2017).  

3.2.6 Twitter 

The Twitter API platform makes it possible for users to programmatically harvest Tweets from their 

website. Three options are available to collect historical Tweets: The Search API, The 30-Day Search 

API, and the Full-Archive Search API. As the names of the last two imply the 30-Day Search API is 

able to return Tweets posted up to 30 days ago, while the Full-Archive Search API will return all 

historical Tweets. These two options are only available in the Enterprise edition of the API and 

therefore only accessible for premium operators. The Search API is  freely available for all developers 

and will return Tweets posted up to 7 days ago (Twitter Inc., 2017).  

The method used to collect all Tweets is GET search/tweets. The parameters used in this search are: 

(1) geocode: a latitude, longitude, and radius, which determine the search area, (2) count: the 

number of Tweets to return per request, the maximum allowed value is 100, and (3) max_id: Tweets 

posted before the Tweet with this id will be returned, this parameter can be used to return more 

than 100 Tweets. Since the maximum radius that can be used by the method is only 5 kilometres, 

the same strategy as with the Foursquare search (Figure 3.5) has been applied.  

The GET search/tweets method could also be used to find Tweets using queries, instead of locations. 

The parameter for this search is q, which represents a search query of up to 500 characters to find 

relevant Tweets. For this research the previously defined query list in Appendix A: Lists of Used 

Queries (Table  A) is used.  

Unfortunately, the previous two methods only return Tweets posted up to 7 days before harvesting, 

however there is a free method that is able to harvest Tweets from longer ago. It is possible to 

retrieve the timeline of a selected user, by using method GET statuses/user_timeline. This method 

is able to harvest up to 3,200 Tweets from a user’s timeline, regardless of the time they were 

posted. During collection of Tweets based either on location or a query, a list is created of all users 

posting these Tweets, which is used to retrieve all their timelines. A lot of these Tweets will be 

irrelevant for this research, but it can be assumed that someone that once posted something inside 
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or about the PSI will do this again or has done this before. The parameters used for this search are 

comparable to the previous parameters, but instead of a query or location a user_id is requested.  

A special feature about Twitter, compared to the other platforms, is that it is possible for Google+ 

and Foursquare users to add their Twitter account to their Google+ or Foursquare account. This 

makes it possible to retrieve a larger set of users to retrieve timelines from.  

The Twitter API is bound to a rate limit, which is defined per method. The GET search/tweets 

method has a rate limit of 180 requests per 15 minutes, while the GET statuses/user_timeline 

method has a limit of up to 900 requests per 15 minutes. The remaining rates at a certain moment 

can be retrieved from the Twitter API, since it is an attribute of the API instance. A method is built 

into the application to check these values frequently and to pause the program when the rate limits 

are almost reached (Twitter Inc., 2017).  

3.3 DATABASE 

The Cypher query language is developed especially for the Neo4j Platform, this language is intuitive 

and human-readable. When you have knowledge about SQL it is easy to learn the Cypher language 

as it is inspired by SQL. The spatial extension for Neo4j has its own version of queries, to , for 

example, create spatial nodes, import a shapefile, or select all nodes inside a defined bounding box 

(Neo4j Inc., 2017).  

Each social media message was stored as a node, with the platform as label. All properties of the 

message were stored in these nodes, while separate nodes have been created for the users, storing 

the properties of the user. For the geocoded messages, a spatial node is created storing the 

coordinates of the message. During creation of the nodes they were immediately connected by 

edges. The structure of the graph database makes it easy to display relationships between different 

messages; for example, when a message is posted by a user that is already in the database, the new 

node will be linked to this user, instead of creating a new one.  The same goes for messages posted 

on the same location.  

In Figure 3.6 an example is given of some Tweets stored in the Neo4j database. The given Tweets 

are connected by their coordinate node. Each Tweet has a user connected to it, this is the user that 

posted the Tweet. When one user has posted more Tweets, the user’s node has a relationship with 

all corresponding Tweet nodes. Some other platforms (e.g. Reddit, Flickr) can have more complex 

relationships, since on these platforms users can perform different actions, like commenting on a 

post. 
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3.4 CLASSIFICATION OF MESSAGES 

Not all found social media data are relevant for this research, therefore it is classified as either 

relevant or not. At first the retrieved data can be divided into three categories, based on their 

metadata. These categories are:  

1. Data inside a bounding box around the PSI 

2. Data containing words out of a certain set of search words 

3. All remaining data 

The categories are visualised in Figure 3.7, it can be seen that category 1 and 2 overlap, as there is 

a part of the data that is inside the bounding box and containing a search word.  

Figure 3.6: Example of Tweets stored in Neo4j database 

Figure 3.7: Division of categories 
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Each data set required a different method to analyse whether the data is relevant for this research. 

Data that can be used is data containing a relevant location and the content of the message should 

be about the PSI or nature.  

The data in the first category, inside the bounding box, satisfied the first constraint: it has a relevant 

location. This dataset had to be filtered in order to remove all messages having a content other 

than about the PSI or nature. In Chapter 3.4.1 is explained how this data is retrieved from the 

database and how the dataset is filtered to only select the relevant messages. The data in the 

second category satisfied the second constraint: is has a relevant content. A part of this dataset has 

already been processed in the classification of category 1. The remaining part of this dataset, being 

relevant but not containing a location, can be processed to find the corresponding location. In 

Chapter 3.4.2 it is discussed how data from this category is retrieved from the database and further 

processing steps are discussed. Chapter 3.4.3 describes the third category, which contains all data 

not being assigned to one of the other two classes.4 

3.4.1 Data inside bounding box 

When the found social media data contained a location, this location has been stored as a 

Coordinates node in the database. Using the spatial extension of Neo4j it is possible to select data 

based on these coordinates. Within the spatial.bbox function the user can define a bounding box, 

the function will return all Coordinates nodes inside this bounding box. From these nodes related 

nodes can be found, in this case these nodes can be social media nodes from Twitter, Flickr, or 

Foursquare. In Code snippet 3.1 the Cypher query is shown which will retrieve all data from Twitter 

inside the bounding box around the PSI. 

CALL spatial.bbox('geom',{lon:-106.6965,lat:37.3341},  

{lon:-104.9881, lat:39.6353}) 

YIELD node 

MATCH (node)-[:BELONGS_TO]-(tw) 

WHERE ‘Tweet’ IN LABELS(tw) 

RETURN tw; 

Code snippet 3.1: Cypher query to find all Twitter nodes inside the bounding box 

The collected data was assumed to all be posted inside or close by the PSI. As not all data placed 

inside or close by the park is relevant for this research the collected data set has been filtered. For 

this the machine learning Naive Bayes classification is used, combined with Expectation 

Maximization to increase accuracy. Naive Bayes is able to divide texts between different classes, in 

this case two classes are used: one containing all messages regarding nature and/or the PSI, and 

one containing all non-relevant messages. 

Naive Bayes classification used a training set of data to create a Bag Of Words for each class 

containing all words present in the training data and their occurrence count. Using these Bags Of 

Words the unlabelled data could be classified, calculating the chance of the text belonging to each 

class. The Naive Bayes classifier is trained by estimating the probability parameters (𝜃) of the 

generative model, written as 𝜃. The most probable value of 𝜃 can be calculated using the maximum 

a posteriori estimate: arg𝑚𝑎𝑥𝜃 𝑃(𝜃|𝑋, 𝑌). From all labelled training data it is assumed that they 
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were created using one mixture component for each class. The probability of a word 𝑤𝑡 occurring 

in document 𝑥𝑖 belonging to class 𝑦𝑖  can be given by equation ( 3.1 ): 

𝜃𝑤𝑡|𝑐𝑗  ≡ 𝑃(𝑤𝑡|𝑐𝑗; 𝜃) =  
1 + ∑ 𝛿𝑖𝑗𝑥𝑖𝑡𝑥𝑖∈𝑋

|𝑋| + ∑ ∑ 𝛿𝑖𝑗𝑥𝑖𝑠𝑥𝑖∈𝑋
|𝑋|
𝑠=1

, 
 
( 3.1 ) 

in which 𝛿𝑖𝑗  is 1, when 𝑦𝑖 = 𝑐𝑗 and 0 when another class is selected. |𝑋| corresponds to the total 

vocabulary size.  

The overall class probability of class 𝑐𝑗 can be estimated using equation ( 3.2 ): 

𝜃𝑐𝑗  ≡ 𝑃(𝑐𝑗|𝜃) =  
1 + ∑ 𝛿𝑖𝑗

|𝑋|
𝑖=1

𝑀 + |𝑋|
, 

 

( 3.2 ) 

where 𝑀 corresponds to the total number of classes. 

Using labelled training documents it is possible to determine the mixture components that would 

have created the documents, by turning the generative model backwards. This will result in an 

equation to calculate the probability that a certain mixture component generated a given 

document: 

𝑃(𝑦𝑖 = 𝑐𝑗|𝑥𝑖; 𝜃) =  
𝑃(𝑐𝑗|𝜃)𝑃(𝑥𝑖|𝑐𝑗; 𝜃)

𝑃(𝑥𝑖|𝜃)
                     

=  
𝑃(𝑐𝑗|𝜃)∏ 𝑃(𝑤𝑡|𝑐𝑗; 𝜃)𝑤𝑡∈𝑋

𝑥𝑖𝑡

∑ 𝑃(𝑐𝑘|𝜃)∏ 𝑃(𝑤𝑡|𝑐𝑘; 𝜃)𝑤𝑡∈𝑋
𝑀
𝑘=1

𝑥𝑖𝑡
. 

 

 

( 3.3 ) 

 

In the case of a simple Naive Bayes classification the class with the highest class probability, 

𝑎𝑟𝑔 𝑚𝑎𝑥𝑗 𝑃(𝑦𝑖 = 𝑐𝑗|𝑥𝑖; 𝜃, will be selected as the true class (Nigam et al., 2006). 

The accuracy of this method can be questioned, especially when a small amount of training data is 

used. A method to increase this accuracy is Expectation Maximization (EM). EM can be seen as an 

advanced version of the Naive Bayes method. Instead of only classifying the unlabelled data using 

the training data set, once classified unlabelled data is used to further classify the unlabelled data. 

This method is especially useful when only a small amount of labelled data is available, which is the 

case in this study. Equation ( 3.4 ) shows the EM method: 

𝑙(𝜃|𝑋, 𝑌) = log(𝑃(𝜃)) + ∑ 𝑙𝑜𝑔

𝑥𝑖∈𝑋𝑢

∑ 𝑃(𝑐𝑗
𝑗∈[𝑀]

|𝜃)𝑃(𝑥𝑖|𝑐𝑗; 𝜃)

+ ∑ log (𝑃(𝑦𝑖 = 𝑐𝑗|𝜃)𝑃(𝑥𝑖|𝑦𝑖 = 𝑐𝑗; 𝜃))

𝑥𝑖∈𝑋𝑙

, 

 

( 3.4 ) 

 

 

this equation gives an iterative process, resulting in finding a local maximum probability.  

In this study EM has been applied using two classes: (1) Nature: containing messages about nature 

or the PSI, the training set is created using the nature search words given in Table  C, Appendix A: 

Lists of Used Queries, and (2) None: containing messages definitely not about nature or the PSI, the 
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training set is created using the non-nature search words given in Table  D, Appendix A: Lists of 

Used Queries. All messages not belonging to one of the two training sets have been used as the 

Unlabelled dataset in EM. 

The process can be explained by the following steps (Nigam et al., 2006): 

1. A Naive Bayes classifier is created using a small set of labelled training data 

2. The remaining unlabelled data is classified using this classifier  

3. Instead of assigning the most probable class to the text, the probability of the text 

belonging to each class is assigned 

4. A new Naive Bayes classifier is created using the labelled and unlabelled data, using 

the estimated class probabilities as real class labels 

5. These steps are repeated, until a stable classifier and set of labels is created 

Once a stable classifier is created all data belonging to the Nature class is selected for further 

processing, leaving out all non-relevant social media messages. 

3.4.2 Data containing search words 

Using cypher it is possible to select data in the database based on a certain search term. For this 

the attribute should be selected in which the search term should be found. For Flickr for example 

this attribute is the title of the post (Code snippet 3.2).  

MATCH (flickr:Flickr) 

WHERE lower(flickr.title) 

CONTAINS lower(‘san isabel’) 

RETURN flickr; 

Code snippet 3.2: Cypher query to find Flickr photos using a search term 

It can be assumed that all data containing the selected search terms is relevant data for the analysis. 

However, not every message had a location assigned, which is required for further processing. First 

the part of the data that had a location assigned was selected. The next step was to determine 

whether this location was close enough to the PSI to be useful. All data inside the bounding box, 

thus falling in both category 1 and 2, is selected to be relevant for further processing. Messages 

containing coordinates outside the bounding box were not used any further.  

The remaining part of this data does not have a location assigned, making it unusable for this 

research. However, since this data is collected based on search terms, which are most often certain 

highlights inside the park, it could still be possible to determine a location based on the content of 

the message. Several methods exist for retrieving a location from a text (e.g. Gazaz et al., 2016; 

Fatkulin et al., 2018; Inkpen et al., 2017). These methods, however, are outside the scope of this 

research, and will therefore not be used.  

3.4.3 Remaining data 

The remaining data do not contain any of the search words, and do not have a location assigned 

close by or inside the PSI. For determining the citizen perception of the PSI this data was considered 

as not relevant. Therefore it is chosen to not further use this data in the analysis.  
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3.5 SENTIMENT ANALYSIS 

To perform the sentiment analysis it was chosen to use the SentiStrength software, developed by 

Thelwall (2017). SentiStrength uses a large lexicon for classifying sentiment, this lexicon contains 

information obtained from the Linguistic Inquiry and Word Count (LIWC) program (Pennebaker et 

al., 2003) and the General Inquirer list of sentiment terms (Stone et al., 1966). During the testing 

phase of the development this set has been expanded. The basic sentiment detection of 

SentiStrength returns both a positive and a negative score for the inserted text. The positi ve score 

ranges between 1 and 5; 1 indicating no positive sentiment and 5 indicating a highly positive 

sentiment. The same accounts for the negative sentiment; returning a score in the range of -1 to  

-5. This same score for positive and negative sentiment is assigned to each word in the lexicon, 

originally based on a corpus of 2600 comments on the social networking site MySpace (Thelwall, 

2013).  

Normally, SentiStrength only gives a positive and a negative score for the inserted text, however it 

is possible to select some other options; trinary, binary, and scale. The trinary option will return, 

next to the positive and negative score, a standardised classification score. This standardised score 

gives a value between -1 and 1, to indicate whether a text is positive, negative, or neutral. It does 

not distinguish between different levels of positivity or negativity. The binary option is comparable 

to the trinary one, but instead of returning a value of 0 for a neutral text it will always assign a 

positive or negative sentiment to the text. The scale option sums the positive and negative 

sentiment score to end up with one score to indicate the overall sentiment. This value can therefore 

be between -4 and 4 (Thelwall, 2017).  

The algorithm used in the SentiStrength software has been designed for short texts, which is useful 

for most of the collected social media data, as can be seen in Figure 3.8. However, Flickr, Google+, 

and Reddit do have some longer texts than the other platforms, which might not be classified as 

short texts. To account for these texts the Java version of SentiStrength has a special mode for 

binary and trinary classification on longer texts (Thelwall, 2017). SentiStrength is especially useful 

for analysing social media data because of its linguistic rules; it corrects for misspellings and takes 

the sentiment indicated by emoticons into account (Pfitzner et al., 2012).  

SentiStrength classifies a string based on the scores assigned to words in the lexicon. Each word 

inside the string, which is also present in the lexicon is assigned the corresponding score. The 

positive and negative sentiment scores of the string itself are determined by the word with the 

strongest corresponding sentiment. For example the string: “The view was beautiful, but 

unfortunately it was raining badly.”, is classified as follows: “The view was beautiful [3], but 

unfortunately [-2] it was raining badly [-2].”, resulting in a positive classification of 3 and a negative 

classification of -2. The program also takes into account booster words, these are words that 

strengthen the sentiment of the immediate following sentiment word; e.g. really, very (Thelwall, 

2013). When a booster word is used, the sentiment of the corresponding word is increased or 

decreased by 1. 
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A part of the data (7.1 per cent) consisted of long texts, in which only binary and trinary 

classification is allowed (Thelwall, 2017). Therefore it was chosen to use trinary classification, which 

was preferred over binary, since some texts do not have a sentiment at all and should be classified 

neutral. After performing the sentiment analysis on the text, the retrieved analysis was stored as 

attribute of the corresponding node in the database.  

3.6 CITIZEN PERCEPTION MAPS  

The sentiments retrieved through the sentiment analysis were used to create overall cit izen 

perception maps of the PSI. For this the SolVES tool was used, which is developed by the USGS 

Geosciences and Environmental Change Science Centre, and can be incorporated into ArcMap. In 

this research Version 3.0 (SolVES 3.0) has been used.  

The previously created dataset is used as input for the SolVES model, using the locations of the 

relevant messages and their assigned sentiments. SolVES uses an attitude range (corresponding to 

sentiment) between 1 and 5, 1 indicating a strong positive and 5 a strong negative sentiment. The 

first step was therefore to normalize the collected sentiments to this scale. The sentiments we re 

normalised using the functions from Equation ( 3.5 ): 

𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 =  

{
 
 

 
 
1 𝑖𝑓 𝑝𝑜𝑠 ≥ 𝑎𝑏𝑠(𝑛𝑒𝑔) ∗ 2 𝑎𝑛𝑑 𝑝𝑜𝑠 > 2
2 𝑖𝑓 𝑝𝑜𝑠 > 𝑎𝑏𝑠(𝑛𝑒𝑔)
3 𝑖𝑓 𝑝𝑜𝑠 + 𝑛𝑒𝑔 = 0
4 𝑖𝑓 𝑎𝑏𝑠(𝑛𝑒𝑔) > 𝑝𝑜𝑠

5 𝑖𝑓 𝑎𝑏𝑠(𝑛𝑒𝑔) ≥ 𝑝𝑜𝑠 ∗ 2 𝑎𝑛𝑑 𝑛𝑒𝑔 <  −2

  

 
 

( 3.5 ) 
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It was chosen to perform the normalisation this way, to make sure only really strong positive or 

negative messages were assigned a sentiment of respectively 1 or 5, all other positive or negative 

messages were assigned a sentiment of 2 or 4.  

After conversion the sentiment data had to be inserted into the corresponding tables in the SolVES 

model. The points themselves were stored in a feature class, which was linked to an attitude table 

through the id. Other inputs for the SolVES model were environmental raster layers, to which the 

user wanted to correlate the social value points. Six of these layers were used, which are described 

in Table 3.2. The final input was the boundary of the study area, the model extrapolated to this 

area. The environmental layers and bounding box of the PSICC were available on the website of the 

USGS (US Geological Survey, 2017). 

Table 3.2: Description of used environmental layers 

Environmental Raster Layer Description 

DTR Distance to the closest road 

DTW Distance to the closest water body 

ELEV Elevation of the area 

LANDFORM Classification of landforms 

LULC Classification of land cover 

SLOPE Slope of the area 

Within the MaxEnt software, which is included in the SolVES tool, all input data points are correlated 

to the environmental layers. By applying Equation ( 2.3 ) to each point, the probabilities for the 

environmental values is determined. MaxEnt optimises these probabilities for each environmental 

layer, after which the results are combined into a single output raster. The MaxEnt software also 

calculates the relative influence of each environmental layer on the output. Jack-knife statistics 

visualise this influence, by showing the regularized training gain when only one environmental layer 

is selected, and when every layer except that layer is selected. The regularized training gain 

represents the performance of the model compare to a uniform distribution (Gormley et al., 2011). 

It can help the user to optimise their model by removing environmental layers that have a negative 

influence on the results, which are layers for which the training gain improves when that layer is 

removed. 

To determine whether the output model of the MaxEnt software is useful a Receiver Operating 

Characteristic (ROC) curve is created. This curve shows the relationship between the false positive 

rate of the predicted class membership (x-axis) and the true positive rate (y-axis). The area under 

this curve (AUC) gives the usefulness of the created model, a value below 0.5 indicates that the 

model performs worse than a random model. Once a value is higher than 0.7, the model can be 

seen as useful.  

To test the performance of the SolVES tool with different inputs, five scenarios were created. The 

difference between these scenarios were either in the environmental layers used, or in the points 

used as reference data. 
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3.7 VALIDATION 

To identify hotspots and coldspots in these social value maps the Getis -Ord Gi* statistic was used, 

it determines which locations in an image are statistically significant hotspots and coldspots. It 

calculates a p-value (probability) and z-score (standard deviation) for each location in the image. 

These values are determined by calculating the local sum for a location and its nearest neighbours, 

which is then compared proportionally to the sum of all features. If the difference between the 

local sum and the expected local sum are too large to be the result of random change (i.e. the 

highest and lowest 5 percent), the z-score will be significant. A positive z-score relates to a local 

hotspot, and a negative z-score to a local coldspot (Environmental Systems Research Institute, 

2016).  

The Getis-Ord Gi* tool, which is incorporated in ArcMap, requires a feature class as input, however 

the created social value maps are raster layers. Therefore they are first converted to polygon 

feature classes using the Raster to Polygon tool. The Conceptualization of Spatial Relationships 

parameter in the Hot Spot Analysis tool was set to a fixed distance band, which ensures that all 

features have at least one neighbour, which were determined by their Euclidian Distance. The result 

of this tool is a map indicating areas of hot- and coldspots, classified by their confidence level 

(Environmental Systems Research Institute, 2016). 

To compare the results from this research to the results from Bagstad et al. (2016), the created hot- 

and coldspot maps were used to find areas of synergy. The created maps were each overlaid by the 

map from Bagstad et al. (2016) and areas where both maps indicated a hotspot were assigned a 

value of 1 (red), areas where only the newly created map indicated a hotspot a value of 2 (yellow), 

areas where only the map from Bagstad et al. (2016) indicated a hotspot a value of 3 (green), and 

areas where neither of the maps showed a hotspot were given a value of 4 (blue).  

A measurement of agreement was calculated using the Kappa Statistic in the Map Comparison Kit 

3 (Geonamica, 2011). The Kappa Statistic value is calculated by equation ( 3.6 ): 

𝜅 =  
𝑝0 − 𝑝𝑒
1 − 𝑝𝑒

, 
 
( 3.6 ) 

in which 𝑝0 corresponds to the number of pixels in which both maps are classified the same, divided 

by the total number of pixels, and 𝑝𝑒  is the agreement expected by chance. In other words, the 

Kappa value corresponds to the proportion of agreement between two rasters after removing any 

chance agreement (Flight and Julious, 2015). The scale from Altman (2006) was used to determine 

the goodness of the value: <0.20 represents poor, 0.21-0.40 represents fair, 0.41-0.60 represents 

moderate, 0.61-0.80 represents good, and 0.81-1.00 represents very good. 
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4 RESULTS AND VALIDATION 

During this research various intermediate results have been collected, alongside the final results. 

In this chapter all these results are elaborated. In Chapter 4.1 facts and numbers about the collected 

data are given; in Chapter 4.2 the outcome of the classification is shown; in Chapter 4.3 the 

sentiment analysis is discussed; in Chapter 4.4 the created perception maps are shown. Validation 

of the maps is done in Chapter 4.5.  

4.1 COLLECTED DATA 

During a period of 5 weeks (June–July 2017) data has been collected extensively. Later in the 

research this dataset has been expanded with more recent data, by on-and-off collecting of data. 

Figure 4.1 shows the division of the used messages over the years.  

In Table 4.1 the total number of collected messages per social media platform is given, including 

the number of users connected to these messages. Users can be connected either by posting the 

message itself, or commenting on the message, depending on the actions allowed by the social 

media platform. In the table can be seen that most messages are collected from Twitter, followed 

by Flickr, Reddit, Foursquare and the least from Google+. On Twitter and Flickr more messages are 

posted than the number of users connected to them. While on Foursquare, Reddit and Google+  

more users are connected to the messages than the number of messages itself.  

Table 4.1: Number of collected messages and users per social media platform 

 Flickr Foursquare Google+ Reddit Twitter 

# of messages 8,726 735 68 890 1,709,838 

# of users 1,728 1313 89 1,015 131,014 
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Figure 4.1: Number of collected messages per year 
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4.2 CLASSIFICATION OF MESSAGES 

After division of the retrieved data into the three subsets, defined in Chapter 3.4, relevant data 

could be selected. Since the geocoding of messages is outside of the scope of this research, only 

data with coordinates inside the bounding box around the PSI was used. Data from Twitter, Flickr, 

and Foursquare contained spatial information, and could therefore be retrieved from the database 

using a bounding box. The number of collected messages per platform inside the bounding box 

around the PSI can be seen in the bottom Total row in Table 4.2. Using these messages two training 

sets were created: Nature and None, and the remaining data was used as Unlabelled data. 

Table 4.2: Number of messages used for classification, for each class and platform 

 Twitter Flickr Foursquare Total 

Nature 706 291 18 1,015 

None 2,250 8 6 2,264 

Unlabelled 6,904 1,986 397 9,287 

Total 9,860 2,285 421 12,566 

The results after the Naive Bayes and Expectation Maximization classification are visible in Table 

4.3, all messages were significantly classified after 70 iterations. A total of 4,694 social media 

messages could be used for further processing, this correspond to around 37 per cent of the total 

messages posted inside the park.  

Table 4.3: Number of messages assigned to each class per social media platform 

To determine whether the messages classified as Nature are indeed relevant, a manual inspection 

was done of 50 messages. The queries used to create the training sets where adapted based on the 

findings during this inspection, after which the classification was performed again. This process has 

been repeated until none of the 50 manually checked messages were assigned wrongfully.  Figure 

4.2 shows two of the Twitter messages assigned to the Nature class during the last iteration. 

 Twitter Flickr Foursquare Total 

Nature 3,173 1,308 213 4,694 

None 6,687 977 208 7,872 

Total 9,860 2,285 421 12,566 

Figure 4.2: Examples of Twitter messages assigned to the nature class 
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4.3 SENTIMENT ANALYSIS 

The sentiment analysis has been applied to all Twitter and Flickr messages that were classified as 

Nature in the previous step. The classified Foursquare messages were not included for further 

classification, since these messages are only descriptive and do not contain a sentiment.  

The SentiStrength tool assigned a positive, negative, and trinary (-1, 0 or 1) score to the messages. 

Table 4.4 gives the assigned sentiments for some example Twitter and Flickr messages. In this table 

the first sentiment value corresponds to the positive sentiment found in the text, the second value 

corresponds to the negative value, and the third value gives the trinary classification.  

Table 4.4: Sentiment assigned by SentiStrength to example messages 

Twitter Sentiment 

“The view is breathtaking...............literally because it’s hard to breathe up here”  [4,0,1] 

“Went for a 9-mile run on the Ring in the Peak trail after 8 hours of trail work on the 

Ring the Peak trail. Good day!”  

[4,0,1] 

Flickr Sentiment 

“A late spring snow storm clears as the sun sets. Maloit  Park near Minturn, Colorado. 

We’re used to these spring snowstorms, but this one dropped a little more than usual 

and hung around a little longer than usual. Still made for a pretty scene!”  

[4,-4,-1] 

“The view from John’s place – just amazing”  [2,-1,1] 

To gain insight in the division of the Flickr and Twitter messages over the different sentiment 

classes, the histogram in Figure 4.3 has been constructed, in this histogram all positive and negative 

scores are merged: (‘-‘, 4 & 5), (‘+/- ‘, 3), (‘+’, 1 & 2). This shows that 60 per cent of the messages is 

assigned a neutral sentiment, and that the rest of the messages are overall more positive than 

negative.  

Figure 4.3: Division of assigned sentiments 
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To see the difference between sentiments on different social media platforms, the sentiment 

analysis has also been applied to texts from Google+ and Reddit. In Figure 4.4 histograms are shown 

of the division of sentiments in Flickr, Google+, Reddit, and Twitter messages. Reddit and Twitter 

show a larger number of positive messages, while on the other hand messages  on Google+ seem 

more negative and messages from Flickr are distributed evenly over the positive and negative 

sentiments.  

Using the available information about the users posting the messages, other comparisons on this 

information could be made. For example the comparison in Figure 4.5, where the sentiments of 

messages posted by residents of Colorado are compared to the sentiments of people with a 

different origin. In general it can be seen that residents from Colorado show a more positive 

sentiment towards the park than people from a different origin.  

Figure 4.4: Division of assigned sentiments per platform 
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Figure 4.5: Division of sentiments for residents of Colorado and other locations  
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4.4 CITIZEN PERCEPTION MAPS 

After the sentiments have been determined for each message and these values have been 

normalised to the required input for the SolVES tool, a map showing the messages and their 

corresponding sentiments could be formed (Figure 4.6). Already some clusters of positive or 

negative points are visible. 

The different scenarios described in this section, used (a subset of) these points as reference data 

for their analysis. These scenarios are shown in Table 4.5. 

Table 4.5: Overview of used scenarios 

Scenario Name Environmental layers used Point data used 

1 Total All All 

2 Optimal Optimal All 

3 Positive Optimal Positive and Neutral 

4 Negative Optimal Negative and Neutral 

5 No Neutral Optimal Positive and Negative 

Figure 4.6: Spatial distribution of sentiments 
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The first scenario used all points and all environmental layers as input. In Figure 4.7 the social value 

map created using this scenario is shown. The assigned values are normalised to a 1-10 scale. The 

corresponding jack-knife is given in Figure 4.8. Both a visual and common sense comparison were 

done to find the best suitable environmental layers. 

In the jack-knife it can be seen that all environmental layers do influence the outcome. Of all layers 

the elevation has the biggest influence, which is emphasised by the fact that the training gain is 

already higher than 0.7 when only this variable is used. Based on the jack-knife no environmental 

layers have to be removed to increase the training gain. However, when looking at the map it can 

be seen that the values show a linear pattern throughout the park, especially in the North-Eastern 

part. These patterns correspond to the walkable roads in the park, and therefore to the DTR 

(Distance To Roads) layer. The used locations are based on social media data and social media users 

are generally using these roads, therefore this relationship seems logical, but it is not desired. The 

DTR layer was removed for further processing to minimise this influence, even though the layer 

shows a positive influence in the jack-knife.  

Figure 4.7: Resulting social value map from scenario 1 
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The second scenario used the results from scenario 1 to retrieve the optimal results  by removing 

the DTR layer. Figure 4.10-A gives the resulting social value map for this scenario. Compared to the 

map in Figure 4.7 the values seem more spread, instead of following the narrow linear structures.  

The graph from Figure 4.9 shows the Receiver Operating Characteristic (ROC) curve and 

corresponding Area Under Curve (AUC) statistics for scenario 2. The ROC curve shows the 

relationship between the true positive ratio (y-axis) and the false positive ratio (x-axis), the closer 

the curve is to the upper left corner, the better the model fit. Two values for AUC were calculated 

for two different sets: the training data was used to create the model and the test data was used 

to test the performance of the model. As expected, the AUC of the training set is larger than the 

AUC of the test set, because this data has been used to create the model itself. The AUC of the test 

set gives an indication of the suitability of the model to be used for other areas as well. Both AUC 

values are higher than 0.7: 0.826 for the training data and 0.801 for the test data.  

 

Figure 4.8: Jack-knife of scenario 1 

Figure 4.9: Receiver Operating Characteristic (ROC) curve for scenario 2 
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B A 

C D 

Figure 4.10: Resulting social value maps for scenarios 2-5. A: Scenario 2, B: Scenario 3, C: Scenario 4, D: Scenario 5.  
The calculated social values normalised to a 1-10 scale for each image separately, therefore the images cannot be directly 
compared.  
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The third scenario only used positive and neutral points from the sentiment data. This resulted in 

the map shown in Figure 4.10-B. By only selecting these points and leaving the negative ones out, 

the AUCs increased: for the training data to 0.833 and for the test data to 0.8194. In this map the 

blue colours correspond to areas where messages were neutral, as in the input data the neutral 

messages had the lowest values. The red colour corresponds to the most positive messages, which 

seem to be most present in the north-western part of the PSI. 

The fourth scenario used, in contrast to the positive scenario, only the negative and neutral points. 

Using only these points, the map from Figure 4.10-C was created. In this map the red colours 

correspond to a neutral sentiment, as these messages had the highest values. The blue colours 

indicate areas with the most negative messages, which seem to be on the eastern side of the PSI. 

Since the largest part of the data is assigned a neutral sentiment (Figure 4.3) and this data does not 

give any information about the citizen perception, the fifth scenario was created in which these 

data points are left out. The results from this scenario are visualised in Figure 4.10-D. By leaving the 

neutral points out the AUCs increased: for the training set to 0.8928 and for the test set to 0.8378. 

This scenario shows a more extreme result, as the neutral messages were left out only the positive 

and negative messages influenced the outcome. In this map a distinction can be made between 

very positively rated and very negatively rated areas.  

4.5 VALIDATION 

Using the created social value maps, hot- and coldspot maps were constructed for all scenarios. To 

validate these results the maps have been compared to hotspot maps from the social value maps 

created by Bagstad et al. (2016), as explained in Chapter 2.1. The comparison map is given in Figure 

4.11, the yellow colour indicates that there is a hotspot in the map from Bagstad et al. (2016), but 

not in the map from scenario 1. The same counts for the green colour, but the other way around. 

A similar comparison between the maps from scenarios 2-5 and the map from Bagstad et al. (2016) 

is visible in Figure 4.12. In Table 4.6 confusion matrices are given describing all comparison maps, 

it can be seen that the highest overlap in hotspots is found using scenario 4  (4.6 per cent), while 

the highest overlap in total is found using scenario 3 (87.8 per cent).  

Table 4.6: Confusion matrices of hot- and coldspots for scenario 1-5 and the social value maps created by Bagstad et al. 
(2016) 

 

Maps from 

Bagstad et al. 

(2016) ↓ 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 

High Low High Low High Low High Low High Low 

Social 

value 

maps  

High 3.2% 7.8% 2.9% 8.1% 2.8% 8.2% 4.6% 6.4% 1.6% 9.4% 

Low 13.5% 75.5% 4.3% 84.7% 4.0% 85.0% 8.6% 80.4% 7.3% 81.7% 
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Table 4.7: Calculated Kappa Statistics 

The calculated Kappa Statistics for all scenarios are given in Table 

4.7. The highest value is reached by scenario 4, which also had the 

highest overlap in hotspots. Scenario 1 and 5 have the lowest Kappa 

Statistic value, indicating a poor fit between the two maps, while 

the fit of the other three scenarios can be seen as fair. 

Scenario Kappa Statistic 

1 0.112 

2 0.257 

3 0.256 

4 0.295 

5 0.072 

Figure 4.11: Comparison between the social value map from Bagstad et al. (2016) and scenario 1 
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Figure 4.12: Maps showing overlapping hotspot areas between the different scenarios and the social value map from 
Bagstad et al. (2016). (A) scenario 1, (B) scenario 2, (C) scenario 3, (D) scenario 4 

D C 

A B 
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To determine whether the combination of social media data and survey data could increase the 

knowledge about cultural ecosystem services the created hotspot map from scenario 1 has been 

combined with the social value hotspot map from Bagstad et al. (2016). In this map the highest 

value from each map has been kept as true, this resulted in the hotspot map from Figure 4.13. As 

the highest of two values on one location is chosen, more hotspots exist than coldspots. The red 

areas in this map correspond to social value hotspots according to the social media analysis, the 

survey based analysis, or both. 

 

Figure 4.13: Combined hotspot map of scenario 1 and the social value map from Bagstad et al. (2016) 
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In the study from Bagstad et al. (2016), their social value hotspot map was compared to a hotspot 

map created using a biophysical model, in order to see whether social values could explain the value 

of ecosystem services. To determine the added value of using social media data in the analysis of 

social values, the newly created combined hotspot map has been compared to the same biophysical 

hotspot map. The map showing this comparison is given in Figure 4.14, in this map yellow indicates 

a hotspot in the hotspot map created using the biophysical model from Bagstad et al. (2016) and 

green indicates a hotspot in the combined social value hotspot map from Figure 4.12. 

Figure 4.14: Comparison between the hotspot map from Figure 4.13 and the map created using a 
biophysical model 
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The Kappa Statistic value corresponding to this comparison is 0.552, which indicates a moderate 

equality between the two maps. Two other Kappa variables are the Kappa Histo, which refers to 

the similarity of quantity, and the Kappa Location, which refers to the similarity of location  (Visser 

and De Nijs, 2006). These values are respectively 0.552 and 1, the Kappa Location indicates that the 

categories are spatially equally distributed over the map. The Kappa Histo, on the other hand, tells 

that the correspondence between the histograms of the two maps is a little more than 50 per cent. 

The overlap between the hotspots is 2.8% of the area of the PSI.  

In Table 4.8 the confusion matrix of this comparison is shown, it shows that the overlap between 

the social value map and the biophysical map is 61.8 per cent. As the confusion matrix shows 16.9 

per cent of the area is seen as a hotspot in the biophysically modelled map, which corresponds to 

the eastern side of the PSI as seen in the comparison map. Hotspots in the social valu e map are 

more present on the western side of the PSI, indicated by the green colour on the map, these 

hotspots account for 21.3 per cent of the area.  

Table 4.8: Confusion matrix of combined social value map and  
biophysically modelled map 

 

 

Social value map 

High Low 

Biophysical map High 2.8% 16.9% 

Low 21.3% 59.0% 
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5 DISCUSSION 

This study tried to find the added value of using social media data to determine the citizen 

perception of nature. A process to extract this information from the large amount of available data 

on social media platforms has been proposed, in this chapter the steps taken are discussed.   

5.1 SOCIAL MEDIA  

Data has been collected from Flickr, Foursquare, Google+, Reddit, and Twitter in order to be used 

to determine the citizen perception of the Pike-San Isabel National Forest (PSI). The total amount 

of collected messages has been given in Table 4.1. The largest amount of data has been harvested 

from Twitter: 99 per cent, of which only 0.6 per cent was useful for classification, as these messages 

had a posting location in the given bounding box. The number of collected messages, the number 

of messages used for Naive Bayes and EM classification, and the number of messages used for the 

sentiment analysis are given in Table 5.1. This table shows that only messages from Flickr and 

Twitter have been used to create the final result, even though it was concluded from the literature 

study that all chosen platforms could be useful for this research. Also, the part of the data from 

Flickr and Twitter that was useful is rather small.  

Table 5.1: Number of messages used for each processing step 

Platform Collected Classification Sentiment Analysis 

Flickr 8,726 2,285 (26.2%) 1,308 (15.0%) 

Foursquare 735 421 (57.3%) 0 (0.0%) 

Google+ 68 0 (0.0%) 0 (0.0%) 

Reddit 890 0 (0.0%) 0 (0.0%) 

Twitter 1,709,838 9,860 (0.6%) 3,173 (0.2%) 

During the classification step it was chosen to not use the data from Google+ and Reddit. As argued 

before, this data can be relevant for the citizen perception of the area (Miller, 2014; Reddit Inc., 

2017), however, it does not contain any spatial information (Google, 2017; Reddit Inc., 2017). 

Therefore, when sampling on a bounding box, no data from Google+ or Reddit was returned. To 

overcome this limitation, a method could be developed to geocode messages, using highlights 

mentioned in the texts, and assign the found locations to the corresponding messages  (Fatkulin et 

al., 2018; Gazaz et al., 2016; Inkpen et al., 2017). This method of extracting a location from text 

data could also be used to increase the number of usable Flickr and Twitter messages.  

Table 5.1 also shows that Foursquare messages have been used for classification, but were left out 

of the further analysis. This is due to the fact that, even though users are able to give information 

in the form of text about venues (Li et al., 2018), hardly any of this text data was available for the 

selected venues. Data from Foursquare could therefore not be used for the sentiment analysis, but 

the data could be very useful for other types of social media analytics, such as finding relationships 

between locations and the type of people checking-in or liking these locations (Arampatzis and 

Kalamatianos, 2017; Huguenin et al., 2017; Mueller et al., 2017). Besides, some users have linked 
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their Twitter account to their Foursquare account, making it possible to find relationships between 

locations these people visit and their Twitter posts (Foursquare, 2016).  

As seen in Chapter 2, there are other suitable social media platforms for citizen perception analysis. 

However, most of them have a restricted API, which can only be used when enough funding is 

available (Facebook, 2017; Kaplan and Haenlein, 2010; BrightPlanet, 2017; Instagram, 2017). These 

platforms were not used in this research, since it intends to develop a method to map citizen 

perception using openly available data sources.  

Another question that arises is whether the collected data gives a sufficient overview of the opinion 

of the general public, as a bias might exist in the used data. It is questionable whether social media 

users are a good representation of people visiting the PSI. Pew Research Center (2017) has been 

monitoring social media usage of American adults. They have seen a rise in usage over to past years 

towards 69 per cent of American adults using a form of social media, which corresponds to 74 per 

cent of the online adults in the USA (Samuel Fosso et al., 2016). With the growth in social media 

usage, the social media user base has increased its representation of the general public, which can 

be seen in Figure 5.1. Even though the percentages of social media users between different age 

groups are not equal, still every age group of American adults in represented on social media.  

Besides the general bias on social media data, the dataset used for this research might also be 

biased. Since data has only been harvested for five consecutive weeks, this probably does not give 

a good overview of the general opinion. To test whether this bias is indeed present a longer 

harvesting time is needed. When the method is executed multiple times, using different subsets of 

the harvested data, differences between the created maps can be compared. If the differences are 

not significant it can be concluded that an unbiased sample has been used and the time of 

harvesting does not influence the outcome (Toepke, 2017). 

5.2 CLASSIFICATION OF MESSAGES 

During the classification step three categories of data were distinguished: (1) data inside a bounding 

box around the PSI, (2) data containing search words about the PSI, and (3) all remaining data . The 

third category, which contained all remaining data, was not used further, since this category existed 

of non-relevant data without coordinates, or with a location outside the defined bounding box. The 

Figure 5.1: Percentage of social media users among American adults. Left: by age group, Right: by community type (Pew 
Research Center, 2017) 
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second created category contained messages without spatial information, but with a relevant 

content. These messages were not used further as well, but by using the method discussed before 

(Chapter 5.1) these messages could be geocoded, creating the possibility to use them for spatial 

analysis. All messages not used during the current study could be used in further research, by, for 

example, performing a network analysis to find the spatial reach of messages (Lago Vázquez, 2017). 

The category of messages that was used to perform the classification, contained messages with a 

known location inside the given bounding box. The method used to classify these messages was 

Naive Bayes, combined with Expectation Maximization. For the purpose of this research this 

method was determined to have the best performance (Nigam et al., 2000). However, there are 

several ways in which this method could be improved, which will be discussed below. 

In this research it was chosen to divide the messages between two subsets: one with messages 

regarding nature and one with all other messages. The Bag Of Words, created by the Naive Bayes 

classifier, for the nature class consisted of words like: view, hiking, forest, which are all clearly words 

regarding nature. The Bag Of Words of the second class, on the other hand, had a large variety in 

words, since there was no single identifier for this class. This makes it difficult f or the classifier to 

find a distinct meaning for this class and messages are never 100 per cent certain assigned to it 

(Jiang et al., 2013; Rennie et al., 2003). To increase classification accuracy the number of used 

classes should be increased, which can be achieved by substituting the non-nature class into various 

subclasses, depending on the content of the messages. To determine these subclasses a sample 

should be taken from the dataset in order to visually find reoccurring topics. The increased number 

of classes will make it more certain for a message to belong to its assigned class, also decreasing 

the chance of wrongly assigning messages to the nature class (Rennie et al., 2003). 

Another way of improving classification is by not only looking at the text of a message, but also to 

corresponding images. Advanced methods exist which can identify the context of a photograph, 

either by making use of the metadata of the used camera, or by looking at the content of the image 

itself (Yang and Ro, 2006). Amornpashara et al. (2015) developed a method which is able to identify 

landscapes on Flickr photos. They used three identifiers for photos taken from landscapes: (1) using 

tags regarding landscapes, (2) using the metadata from the images, since most photographers use 

different camera settings for photographing landscapes, and (3) using face detection techniques to 

find images containing people, and therefore they classify them as no landscape. Their method is 

able to classify images with landscapes quite accurately and could therefore be used in this study 

to increase the number of relevant social media messages which could be used for the sentiment 

analysis. 

5.3 SENTIMENT ANALYSIS 

The sentiment analysis was performed using the SentiStrength software, with the standard data 

provided with this tool. To statistically test the performance of the SentiStrength two methods 

could be used. The first of these methods requires a sample of human classified texts, which can be 

compared to the classification of SentiStrength for the same texts (Thelwall et al., 2010). Another 

method would be to apply a 10-fold cross-validation procedure, which uses 9/10 of the given data 
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to train the term weights, and uses the other 1/10 to assess the accuracy. This is repeated ten 

times, until every part of the dataset is used to assess the accuracy (Thelwall, 2017).  

In Figure 4.3 it can be seen that the largest part of the collected messages (60 per cent) was assigned 

a neutral sentiment. These texts either have no sentiment at all (40 per cent of these messages), or 

are equally positive as negative (60 per cent of these messages). That such a large amount of the 

messages does not have a sentiment at all, can be explained by the fact that not all users use social 

media to share their perception. Some of the posted messages are just informative, and therefore 

do not contain any sentiment, in fact only 26 per cent of messages on social media are regarding a 

person’s opinion (GO-Gulf, 2014). Leaving out the neutral messages it can be seen that from the 

collected messages more have a positive sentiment than a negative sentiment. Which is not only 

the case in this dataset, but this trend can be seen over the general social media content: m ore 

than 70 per cent of the sentiment containing messages posted on social media this sentiment is 

positive (GO-Gulf, 2014).  

This trend of people posting more positive messages than negative messages can also be seen in 

the collected datasets from Reddit and Twitter (Figure 4.4). However, the dataset from Google+ 

shows an opposite trend, having more negative messages than positive ones. There is no 

explanation for this difference, other than the fact that the dataset harvested from Google+ on 

which the sentiment analysis was applied was very small: only 31 messages. Therefore, no hard 

conclusions can be drawn from the observed difference. For Flickr, on the other hand, the dataset 

used for the sentiment analysis had a larger size. In this dataset 70 per cent of the messages was 

neutral, and the amount of messages assigned a positive sentiment was equal to the amount of 

messages assigned a negative sentiment. That such a large amount of the messages was neutral is 

most likely due to the fact that the messages are only titles and descriptions of photos, which in 

many cases are only descriptive of the content of the photo (Angus and Thelwall, 2010). It would 

be interesting to use methods to find sentiment in images, to see if there is a sentiment connected 

to the collected images (Ko et al., 2016) 

Another comparison made using the sentiment of the data, has been visualised in Figure 4.5. This 

figure shows that residents from Colorado are more positive about the PSI on social media than 

people of a different origin. This might be due to the fact that people living close by the area, and 

potentially visiting it a lot, have a higher attachment to the area itself and are therefore more 

positive about it (Anton and Lawrence, 2014).  

There are several ways in which the performance of the sentiment analysis could be perfected. One 

way is by improving the lexicon, which is used for classifying the sentiments. The current ly used 

lexicon contained 2310 words and their corresponding sentiment, classified using text from the 

social network site MySpace (Thelwall, 2013). This lexicon can be adapted manually, by either 

adding new words or changing the current sentiment assigned to a word. In this way the lexicon 

can be adapted to fit the collected dataset. Another way of optimising the lexicon is by using a 

classified text collection. This text collection should contain at least 500 texts from the collected 

dataset, which are manually assigned a positive and a negative sentiment by humans. The 
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SentiStrength tool is able to create a new lexicon using the texts and the assigned sentim ents, this 

lexicon can be used to replace the old one (Thelwall, 2017).  

The texts used for the sentiment analysis were chosen based on their content, in this case all text s 

are regarding nature. However, the used lexicon only consists of general words containing a 

sentiment, while there are certain words that only contain a sentiment when they are regarding 

nature. To adjust for this bias in the sentiment analysis a topic based sentiment analysis could be 

performed, by changing the lexicon and adding these specific words. This could be done manually, 

but SentiStrength also offers the option to find a selection of relevant words for your specific texts 

automatically. These words are found using a dataset with human coded texts, which is compared 

to the classification SentiStrength assigns to it, using the default lexicon (Thelwall, 2017).  

5.4 CITIZEN PERCEPTION MAPS 

The citizen perception maps for this study were created using the SolVES tool, which used the 

MaxEnt software to find a correlation between the inserted points and selected environmental 

layers. The MaxEnt software has proven to be valuable in comparable research, Lee et al. (2018) 

used the MaxEnt software on a dataset containing social media messages on which a sentiment 

analysis was applied. By using the MaxEnt classifier, next to a set of other comparable classifiers, 

to find relationships between sentiments and lexical properties, they found that MaxEnt 

outperformed all other used classifiers. Yoshimura and Hiura (2017) used the MaxEnt software to 

estimate the aesthetic demand of an area using photos uploaded on Flickr. They found that the 

prediction accuracy of MaxEnt does not decrease when the sample size decreases, making it a 

useful tool for mapping ecosystem services using social media data.  

Five different scenarios were created to perform using the SolVES tool, which were used to test the 

performance of the tool on the collected data. The differences between the results from the 

different scenarios are explained below.  

The first scenario contained all environmental layers used by Bagstad et al. (2016) and all collected 

social media points. In this scenario the map shows linear patterns, corresponding to the roads in 

the PSI. In fact, all collected social media points are on locations that are accessible by humans, as 

people are not able to easily access, for example, the high peaks in wilderness areas. This will have 

an influence on the final outcome of this research, because it results in the fact that the messages 

only give information about accessible areas, while the other areas are of importance as well.  

The social value maps of the four other scenarios are given in Figure 4.10, in these maps, however, 

the scales are not numerically comparable. The SolVES tool calculates a kernel density surface for 

the environmental layers, which will always have different values, depending on the relationship 

between the environmental layers and the inserted point data (Sherrouse and Semmens, 2015). In 

the social value maps the ten used categories were created using quantiles to determine the 

borders, this means that every category represents 1/10 th of the data. The maps thus give an 

overview of the division of social values across the park for each scenario and can be used to find 

areas of accordance.  
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The map created by scenario 3 shows low values on the eastern side of the PSI, while in scenario 2 

this area contains higher values. Scenario 3 only contains positive and neutral data, removing the 

influence of negative data. This results in the neutral messages being assigned the lowest values, 

moving the scale of the categories more towards the higher values. In this map positive areas are 

exaggerated and negative areas are smoothened. While in the map from scenar io 4 the positive 

values are removed, resulting in the neutral messages being assigned the highest values. This 

almost completely removes the positive area in the north-eastern part of the PSI, which is visible in 

the map from scenario 2. Indicating that this area was assigned a high value because of the large 

amount of positive messages in this area. This is emphasised by the map from scenario 5, which 

does not contain any neutral messages. In this map the north-eastern area is assigned the highest 

value, corresponding to the large amount of positive messages in this area.  

The training AUCs for all scenarios (Table 4.5) indicate that it is possible to create a reliable model 

using the given information, which means that a correlation exists between the sentiments and 

environmental layers. Besides the training AUCs, the test AUCs also gave an indication that the 

created models are potentially valuable to be transferred onto other areas (Elith et al., 2011).  

5.5 VALIDATION 

To create the hotspot maps for the different scenarios the Getis-Ord Gi* tool in ArcMap was used, 

these maps contained information about the statistics at an 𝛼 = 0.10 and an  𝛼 = 0.05 significance 

level. The study from Bagstad et al. (2016) used the hotspot map with an 𝛼 = 0.05 significance level 

for comparison, therefore this map was used in this research as well. However, other methods to 

create hotspot maps exist, which were evaluated by Bagstad et al. (2017) using the same social 

value and biophysical maps. The other methods proposed were: (1) top and bottom 33% of values, 

(2) top and bottom 10% of values, (3) top and bottom values covering 33% of the park, (4) top and 

bottom values covering 10% of the park. These proposed methods could be used for validation of 

the results from this research as well, in order to improve the validation, as these methods are 

proven to give significant differences in hotspot extent, clustering, and number {Bagstad, 2017 

#213}.  

As discussed before, the created hotspot maps from scenarios 2-5 do not contain the Distance To 

Roads (DTR) layer, this will have an influence on the comparison to the results from Bagstad et al. 

(2016), as the DTR layer was used to create their map. Therefore, only scenario 1 can be directly 

compared to these results, even though the Kappa Statistic (Table 4.7) for this scenario is lower 

than for some other scenarios.  

The Kappa Statistic from scenario 1 indicates that the fit between the social value map created 

using social media data and the social value map creates using survey data is poor (0.112). Based 

on this information, it can be concluded that the value of social media data is differen t from the 

value of survey data and can therefore not work as a replacement. To see if social media data is 

able to increase the knowledge on citizen perception instead, the created hotspot map was 

combined with the social value hotspot map from Bagstad et al. (2016). Next, this map was 

compared to the biophysical hotspot map, using the same comparison methods. The resulting map 
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can be seen in Figure 4.13, which shows that the biophysical model assigns a higher value to the 

eastern side of the PSI, while the social value method gives more value to the western part. The 

Kappa Statistic for this comparison is 0.552, which indicates a moderate equality between the two 

maps. Besides, the overlap between the hotspots on the social value map and the biophysical map 

is 2.8%, which is considerably higher than the overlap found by Bagstad et al. (2016) when only 

using the survey data, which is 1.8%. This indicates that the accuracy of social value maps increases 

by using social media data next to survey data to determine the citizen perception.  

The added value of social media data to survey data can be explained by the content of these two 

data sources. When using surveys to determine the citizen perception of nature, pre-produced 

questions are used, which are asked to the respondents after they have visited the area. The 

moment these surveys are taken has an influence on the answers respondents give, as they might 

not remember every exact detail (Schwarz, 1999). Social media gives users the opportunity to share 

their opinion on the spot, an opinion they might have forgotten a few minutes later. This will result 

in people sharing opinions on social media, which they might not have remembered when 

questioned for a survey. Besides, the respondents answers can be influenced by the way the 

questions are formulated (Schwarz, 1999), while on social media a user is unbiased. The fact that 

social media users share their messages on the spot, results in a spatial difference between the 

locations from social media messages and the locations assigned by survey respondents. In the 

survey, respondents mainly indicated highlights in the PSI, at which they indicated an important 

social value (Bagstad et al., 2016). While the messages on social media were mainly posted from 

points where people could see these highlights, corresponding to viewpoints and roads (Figure 4.6). 

Combining these points will give a better coverage of the entire area and a better coverage of 

people’s opinions. The spread of social media locations can be improved when geocoding of 

messages is applied, as this will lead to highlights in the PSI being indicated, which will correspond 

to locations indicated by survey respondents.   
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6 CONCLUSIONS 

Based on the executed research and its results the following conclusions could be made, answering 

the research questions.  

1. Which social media platforms can be used for citizen perception analysis? 

Flickr and Twitter currently are the most suitable platforms for citizen perception analysis. 

The content of messages posted on these platforms gives relevant information about citizen 

opinions, and a large amount of the data is geotagged, making the information spatially 

relevant as well. The content of Google+ and Reddit messages is relevant for citizen 

perception as well, however there is no spatial information available about these messages, 

therefore it cannot be used directly. Foursquare, on the other hand, has spatially interesting 

information, but it contains no text data that gives information about the citizen perception. 

2. What is the best way to store the collected social media data? 

Within social media data one of the most important information sources are the 

relationships between messages, users, and locations. In relational databases these can be 

stored, however, once these relationships become more advanced, querying will become 

increasingly difficult. A better way of storing this data is therefore by using a graph 

database, in which relationships between different data nodes are easily created, visualised, 

and queried. For this study Neo4j is the best suitable graph database to store the collected 

social media data as it has a spatial extension making it possible to apply spatial queries. 

3. How can information about citizen perception be retrieved from social media 

messages? 

To turn data harvested from social media into information about citizen perception, some 

steps have to be taken. Since citizen perception is concerning a specific topic, the first step 

is to find data regarding this topic. By using Naive Bayes and Expectation Maximization data 

can be found similar to a given training set and corresponding topic. Sentiment analysis can 

give information about the polarity of a message and therefore a person’s feelings towards 

the given topic. This information can be used to create social value maps visualising the 

citizen perception of a certain area regarding the selected topic. The performed case study 

has proven that this method is able to give insight in the citizen perception.  

4. How do the results from the social media analysis compare to the results from 

Bagstad et al. (2016)? 

Based on the found Kappa Statistic (0.112) and visual validation between the created social 

value map and the social value map from Bagstad et al. (2016), it can be concluded that 

social media data cannot work as a direct replacement for survey data. However, the use of 

social media data, together with survey data, has proven to increase the knowledge of 

citizen perception, as the similarities between the combined hotspot map, from the social 
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media data and survey data, and the biophysical hotspot map are significantly: 𝜅 = 0.552. 

This can be substantiated by emphasising the spatial and temporal differences between 

social media data and survey data, which are complementary to each other.  

This study proposed a method to analyse the citizen perception of nature using social media, and 

implemented this method on a case study of the Pike-San Isabel National Forest (PSI). A dataset 

was created which could be used to analyse the citizen perception of nature, by collecting messages 

from various social media platforms and performing a classification on them to create a subset 

containing messages inside the PSI and relevant for nature. Identifying the sentiments of these 

messages gave insight in the social value of these locations, as sentiment was used as a proxy  for 

social value. To gain insight in the overall citizen perception of the PSI, social value hotspot maps 

were created, indicating areas of high or low social value. After comparison of these maps with 

maps created during a previous study from Bagstad et al. (2016), it could be concluded that using 

social media data can increase the knowledge about citizen perception of nature.  
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7 RECOMMENDATIONS 

The method proposed in this research has proven to be valuable, some implementations to further 

improve the results are discussed below.  

Use connections between platforms: One of the strengths of this research is making use of data from 

different social media platforms. An interesting attribute in the data from some of these platforms 

is a link to a user’s accounts on other social media platforms. This attribute is currently only used 

to find more Twitter users by their Foursquare and Google+ accounts, but it could also be used to 

visualise relationships between messages on different platform (Veiga and Eickhoff, 2016).  

Harvest more social media data: A larger dataset will increase the reliability of the results, as the 

influence of single messages decreases. When a larger dataset is available it is also possible to 

perform tests on the bias produced by a small harvesting window. Overall the size of the dataset 

determines the accuracy of the results.  

Geocode messages and use images for classification: As seen in Chapter 5.1 a large part of the 

collected data has not been used to create the final results. To increase this number two methods 

are proposed. The first method is to geocode relevant messages, as a large part of the collected 

data does not contain spatial information. By performing geocoding methods on these messages a 

location could be found, making the messages useful for this research (Fatkulin et al., 2018; Gazaz 

et al., 2016; Inkpen et al., 2017). Another method to increase the number of useful messages is by 

using images in the classification step. Amornpashara et al. (2015) proposed a method to identify 

topics in images, making it possible to select images regarding nature, increasing the size of the 

usable dataset.  

Improve sentiment analysis lexicon: Currently, the default lexicon was used for the sentiment 

analysis, but, since all messages contain data regarding nature, this lexicon could be improved to 

fit the right topic. By creating a lexicon especially for the collected data, the accuracy of the 

sentiment analysis could be improved. Besides, a classified collection of texts could be used to 

automatically improve the lexicon.  

Use images for sentiment analysis: Most collected Flickr messages were assigned a neutral 

sentiment, this was mainly due to the fact that these messages did not contain a lot of text. To 

improve the classification of sentiment for these messages it is possible to use the corresponding 

image as well. Ko et al. (2016) developed a method to identify sentiments in images, which could 

be used to find the sentiments in the available Flickr images. 

Use more environmental layers: The social value maps were created using six environmental layers, 

but there could be more environmental factors which influence the citizen perception. To see the 

influence of other environmental factors these should be used in the SolVES tool as well. The 

corresponding jack-knife will give information about the influence of these layers. In the current 

research only the environmental layers used by Bagstad et al. (2016) were used, to be able to 

directly compare the results. If other environmental layers are being used, these layers should also 
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be used to create new social value maps using the data from their research to be able to validate 

the outcome.  

Use other methods to create hotspot maps: The hotspot maps used for the validation were created 

using the Getis-Ord Gi* statistic with an 𝛼 = 0.05 significance level. To further validate the results 

different hotspot methods could be used, such as the ones proposed by Bagstad et al. (2017) and 

discussed in Chapter 5.5. It could be compared whether different hotspot methods result in a higher 

correlation between biophysical models and social values mapping.  

Perform social network analytics: In the performed research the collected messages have been used 

to determine the citizen perception. A next step would be to use the retrieved results to find spatial 

patterns. This could be done by performing a social network analysis, to see, for example, the reach 

of the messages (Lago Vázquez, 2017).  

Perform method on other area: As it is proven that this method is able to increase the value created 

by survey data regarding citizen perception. Therefore, it is interesting to see how this method 

performs on a different area, to determine whether the method is applicable in other situations as 

well.   
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APPENDIX A: LISTS OF USED QUERIES 

Table  A: List of queries used for query based searches 

Pike-San Isabel National Forest PSICC 

Pike National Forest San-Isabel National Forest 

Pike-San Isabel Holy Cross Wilderness 

Mount Evans Wilderness Mount Massive Wilderness 

Rampart Range Recreation Area Rampart Range 

Picket Wire Canyon Lost Creek Wilderness 

Davenport Campground Buffalo Peaks Wilderness 

Collegiate Peaks Wilderness Greenhorn Mountain Wilderness 

Sangre de Cristo Wilderness Spanish Peaks Wilderness 

Pikes Peak  

Table  B: List of queries used for query based searches on subreddits 

Nature Outdoor 

Forest Camping 

Rocky Mountains Travel 

Hiking Backpacking 

Colorado Earth 

Mountain Fishing 

Pics Wilderness 

CO Trail 

Table  C: List of queries used to define the Nature class 

Pike-San Isabel National Forest PSICC 

Pike National Forest San-Isabel National Forest 

Pike-San Isabel Holy Cross Wilderness 

Mount Evans Wilderness Mount Massive Wilderness 

Rampart Range Recreation Area Rampart Range 

Picket Wire Canyon Lost Creek Wilderness 

Davenport Campground Buffalo Peaks Wilderness 

Collegiate Peaks Wilderness Frontier Range 

Greenhorn Mountain Wilderness Cripple Creek 

Sangre de Cristo Wilderness Spanish Peaks Wilderness 

Pikes Peak View 

Hike  
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Table  D: List of queries used to define the None class 

God Job 

Vacancy Sale 

Birthday Anniversary 

Yelp Party 

Beer Share 

Shea Stadium Wedding 

Liquor Heaven 

Makeup Make up 

Music BOTDF 

Kits  
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APPENDIX B: CODE SNIPPETS 

FLICKR 

1. geophotos = Flickr.flickr.photos.search(bbox = '-106.6965, 37.3341,  
                                                -104.9881, 39.6353',    

2.                                         per_page = 500,    
3.                                         extras = extras,    
4.                                         max_upload_date = max_upload_date)     

Code snippet  A: Using the Flickr API to search based on location 

1. userphotos = Flickr.flickr.photos.search(text = query,    
2.                                          per_page = 500,    
3.                                          extras = extras,    
4.                                          max_upload_date = max_upload_date)    

Code snippet  B: Using the Flickr API to search based on queries 

1. userphotos = Flickr.flickr.people.getPhotos(user_id = user,    
2.                                             per_page = 500,    
3.                                             extras = extras,    
4.                                             max_upload_date = max_upload_date 
5.                                             content_type = 7)    

Code snippet  C: Using the Flickr API to search all photos from the selected user 

1. def rateLimit(self):   
2.     """Check if the set rate limit for the Flickr API  
3.     is exceeded. If so, sleep to fill the 15 minutes  
4.     Input:  
5.         None  
6.     Output:  
7.         None  
8.     """   
9.     elapsed_time = time.time() - self.start_time   
10.     if elapsed_time <= 900:   
11.         sleep_time = 900 - elapsed_time   
12.         print 'Sleeping for %s seconds' % (str(sleep_time))   
13.         time.sleep(sleep_time)   
14.         self.start_time = time.time()   
15.         self.total_count = 0   
16.     elif elapsed_time > 900:   
17.         self.start_time = time.time()   
18.         self.total_count = 0   

Code snippet  D: Function to safe the rate limit from being exceeded 

FOURSQUARE 

1. venues = Foursquare.client.venues.search(params = {   
2.          'll': ll,   
3.          'radius': 5000,   
4.          'limit': 50,   
5.          'intent': 'browse'})   

Code snippet  E: Using the Foursquare API to search based on location 
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1. user_info = Foursquare.client.users.search(params = {   
2.             'name': user_name})  

Code snippet  F: Using the Foursquare API to find more information about a user 

GOOGLE+ 

1. activities = activity_resource.search(query = query,   
2.                                       maxResults = 20,   
3.                                       pageToken = None).execute()   

Code snippet  G: Finding a list of activities using the given query 

1. people = people_resource.get(userId = user_id).execute()   

Code snippet  H: Finding more information about the given user 

REDDIT 

1. subreddits = Reddit.reddit.subreddits.search(query = query,   
2.                                              params = {   
3.                                                       'after': after,   
4.                                                       'limit': 100,   
5.                                                       'show': 'all'})   

Code snippet  I: Finding relevant subreddits using the given query 

1. posts = Reddit.reddit.subreddit(title).search(query = query,   
2.                                               sort = 'comments')   

Code snippet  J: Searching for posts inside a subreddit 

1. comments = Reddit.reddit.submission(id = id).comments   

Code snippet  K: Retrieving all comments for a given post 

TWITTER 

1. search_results = Twitter.twitter.search(geocode = '38.6131,-106.2564,5km',    
2.                                         count = 100,    
3.                                         max_id = max_id)   

Code snippet  L: Harvesting Tweets inside the defined area 

1. query_results = Twitter.twitter.search(q = query,   
2.                                        count = 100,   
3.                                        max_id = max_id)   

Code snippet  M: Request for Tweets based on the given query 

1. user_tweets = Twitter.twitter.get_user_timeline(user_id = user,   
2.                                                 count = 200,   
3.                                                 max_id = max_id)   

Code snippet  N: Return the 3,200 most recent Tweets from the given user 


