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Abstract 
In a recent study from Teuling et al. [Nature Communications, 8 (2017)], it was shown for two 
forests (Les Landes and Sologne) in France that summer cloud cover is increased over the 
forest compared to its surroundings. This study aims to contribute to the elucidation of the 
physical mechanisms responsible for this increase in cloud cover, focusing on surface flux 
partitioning differences. This was done by performing a case study for a heatwave day on which 
enhanced cloud cover over the forest of Les Landes was visible on satellite images (17 July 
2006). Two numerical experiments (large eddy simulations) with a homogeneous forest cover 
were performed, one in which the sensible heat flux was increased with approximately 5% of 
the net radiation and another one in which the same amount of energy was added to the latent 
heat flux. The addition of energy to the sensible heat flux led to a stronger increase in cloud 
cover than the same addition to the latent heat flux. The mean relative humidity at the boundary 
layer top was similar, showing it was not sufficient as indicator for cloud formation in this case. 
Analysis of the (bimodal) relative humidity probability density distribution revealed 
differences in the shape of the distribution, the number of cells close to saturation was slightly 
higher in the run with the enhanced sensible heat flux. An important reason for the differences 
in cloud cover between the experiments was found to be the boundary layer warming associated 
with the stronger sensible heat flux, which decreases the required amount of energy for air 
parcels to reach the lifting condensation level. As forests in the region do have a higher sensible 
heat flux, we highlighted a potential mechanism for enhanced cloud cover, but its importance 
remains to be quantified.  
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1 Introduction 
Forests are of crucial importance regarding climate change by forming large carbon stores, 
approximately 800 billion tons of carbon is stored in forest trees and underlying soils (Brown, 
1998; as cited by Sohngen & Mendelsohn, 2003). Forests are also known to influence climate 
by impacting the water and energy balance of the land surface (Bonan, 2008; Beringer et al., 
2005). A thorough understanding of the interactions between forests and the overlying 
atmosphere is therefore crucial to make accurate climate predictions in the context of climate 
change. This knowledge is also crucial to predict the effects of forest clearance or afforestation. 

Out of the broad range of forest-atmosphere interactions, this thesis study will focus on the 
effect of forests on cloud cover. These effects are still poorly understood (Teuling et al., 2017), 
despite the fact that the presence of clouds has a large influence on the local climate by altering 
the radiation balance. 

Several studies have investigated the relation between the presence of forest and cloud cover 
using satellite observations. Many of these studies focus on the Amazon area (e.g. Durieux et 
al., 2003; Wang et al., 2009; Negri et al., 2004). Durieux et al. (2003) report (for the dry season) 
increased low level cloudiness in the early afternoon, but less convection at night and in the 
early morning for deforested areas compared to forested areas. Wang et al. (2009) found a 
preference for shallow clouds to occur over deforested areas. Negri et al. (2004) found (for the 
dry season) both shallow cumulus cloudiness and deep convection cloudiness to be higher over 
deforested areas compared to dense forest areas. For the lowlands in northern Costa Rica, Nair 
et al. (2003) found suppressed late morning cumulus cloudiness over deforested areas 
compared to forested areas, during the dry season. Gambill & Mecikalski (2011) found for the 
south-eastern United States that in summer convective clouds are more likely to develop over 
forest. Teuling et al. (2017) used satellite observations to investigate the relation between the 
presence of forest and cloud cover for two forest areas in France (Les Landes and Sologne). 
They found clear evidence of an increase in summer cloud cover over forested areas. 

These contrasting results stress the importance of getting a thorough understanding of the 
mechanisms behind cloud formation over forests. Several mechanisms and processes have been 
suggested to determine differences in cloud cover between forest areas and their surroundings, 
they are shortly discussed here and are summarised in Figure 1. 

Surface energy balances are different between forest and grassland (Teuling et al., 2010). 
Forests have a lower albedo than their surroundings (Bonan, 2008), this leads to more energy 
that is available at the earth’s surface (Teuling et al., 2017). This energy can be used for 
evapotranspiration or for warming the atmosphere. The extra energy, together with differences 
in partitioning between evapotranspiration and warming the atmosphere (Teuling et al., 2010) 
leads to differences in the sensible (H) and latent (LE) heat fluxes. This in turn might lead to 
differences in cloud formation (Gentine et al., 2013; Ek & Mahrt, 1994; Ek & Holtslag, 2004; 
Huang & Margulis, 2011). One of the ways in which this might happen is by modifying the 
height of the lifting condensation level and the boundary layer top. The height of the boundary 
layer top also influences the temperature at the top of the boundary layer, which is relevant for 
cloud formation as well (Ek & Mahrt, 1994). 
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Another difference is that forests have a rougher canopy (Mahrt & Ek, 1993), stimulating a 
more efficient exchange of heat and momentum with the atmosphere (Teuling et al., 2017), 
compared to a land cover with a less rough canopy such as grassland. This efficient exchange 
also has the consequence that the same amount of heat transport to the atmosphere can take 
place with a lower surface temperature (Teuling 2017), thereby reducing outgoing longwave 

radiation. This contributes to 
the extra amount of energy 
that is available at the surface. 
Shannak et al. (2011) found 
drag forces over forest that 
were three orders of 
magnitude larger than those 
over grass. The slowing down 
of air masses due to roughness 
also causes frictional 
convergence (Teuling et al., 
2017), i.e. when the leading 
part of an air mass experiences 
more drag from the surface 
than the trailing part of the air 
mass (and is thus slowed down 
more), convergence occurs. 
The mass continuity principle 
requires in these cases that air 
will be lifted (American 

Meteorological Society, 2012). This lifting of air may also be relevant for cloud formation.  

The creation of mesoscale circulations due to heterogeneities in land cover is mentioned in 
several studies (Wang et al., 2009; Teuling et al., 2017; Gambill & Mecikalski, 2011). A 
difference in temperature between a forest and a non- forest area might lead to a convective 
circulation between the two areas (Souza et al., 2000), similar to the formation of a sea breeze.  
Another mechanism involves the emission of volatile organic compounds, which enhances the 
amount of cloud condensation nuclei in the atmosphere (Spracklen et al., 2008). 

Several modelling efforts have been undertaken to predict the effects of forest on regional 
climate, but many studies do not explicitly report effects on cloud cover. Many of these 
simulations were done with coupled land surface & general circulation models (e.g. Shukla et 
al., 1990; Costa & Foley, 2000), which are hydrostatic and do not explicitly solve convection. 
Large eddy simulation (LES) has also been applied to forests (e.g. Eder et al., 2015; Shaw & 
Schumann, 1992; Cassiani et al., 2008), but these studies often do not consider cloud formation. 
Eder et al. (2015) made use of LES to investigate the presence of mesoscale circulations for a 
forest in Israel surrounded by a semi-arid, very sparsely vegetated region. The difference 
between the forest and the surroundings was modelled by a difference in roughness lengths and 
surface fluxes. A simulation without background wind produced a mesoscale circulation. The 
study did not include the effects of this on cloud cover. Garcia-Carreras et al. (2011) and 
Garcia-Carreras & Parker (2011) applied 2D LES to look deeper into the mesoscale circulations 
induced by land cover differences; this was modelled by varying the partitioning between the 

Figure 1: Important processes and mechanisms for cloud formation, which might 
differ between forest and surroundings (size of arrows differs). ABL stands for 
atmospheric boundary layer, BVOC for biogenic volatile organic compound. The 
orange colour relates to radiation, red to transport of heat, purple to moisture and 
blue to wind. Taken from Teuling et al. (2017) 
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surface fluxes. Their results provide insights in the development of mesoscale circulations, 
including the effects on cloudiness (Garcia-Carreras et al., 2011) and on rainfall (Garcia-
Carreras & Parker, 2011). 

From the broad array of involved processes mentioned before, this study focuses on the direct 
effects (not via potentially induced mesoscale circulations) of differences in flux partitioning 
between the sensible and latent heat flux. We performed a case study for a forest in the 
southwest of France (Les Landes). This is a planted maritime pine (Pinus pinaster) forest which 
has an area of thousands of square kilometres. For this forest, Teuling et al. (2017) showed 
enhanced cloud cover over the forest compared to its surroundings in summer. This forest is 
part of the FLUXNET (Baldocchi et al., 2001) sites. Teuling et al. (2010) showed, using 
FLUXNET observations, that for West and Central Europe forests have a higher net radiation 
and sensible heat flux than grassland and cropland. They also showed that these differences 
increase during the initial (non soil moisture limited) stages of a heatwave. We therefore 
performed a case study for a heatwave day on which enhanced cloud cover was visible on 
satellite images, using large eddy simulation. 

This study aims to gain more understanding of how flux partitioning differences influence 
cloud formation. Thereby we contribute to the overall question of why Western European 
forests seem to have enhanced cloud cover. The research questions are set up as follows: 

1) How do changes in flux partitioning alter cloud formation? 
2) To what extent can differences in flux partitioning explain the enhanced cloud cover 

over forest compared to its surroundings? 
The first research question represents the bulk of this research, the second research question 
frames the finding of the first in the context of the overall question of why Western European 
forests seem to have enhanced cloud cover. 
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2 Methodology 
A case study was performed using large eddy simulation (LES) for a day on which enhanced 
cloud cover over forest was visible on satellite images. The case is described in section 2.1, 
thereafter the applied model is described (section 2.2). The model configuration is dealt with 
in section 2.3. Section 2.4 explains the numerical experiments which were performed, some 
frequently used variables in our analysis are explained in section 2.5. 

2.1 Case description 
The selected day was 17 July 2006. On this day, there was a clear difference in cloud cover 
between the forest of Les Landes and the surroundings visible in the satellite images (Figure 
2). Heat wave conditions prevailed in the region by this time (Pascal et al., 2012). The mean 
sea level pressure chart obtained from ERA-Interim data (some information about this dataset  

 
Figure 2: Land use map of the region encompassing the forest of Les Landes (left) and satellite image (Meteosat Second 
Generation channel 12) of 17 July 2006 at 15 LT (right) of the same area. The enhanced cloud cover over the forest is clearly 
visible. The thick black square encompasses a forest area, the thin squares non-forest areas. Figures copied from Teuling et 
al., 2017. 

 
Figure 3: Mean sea level pressure in hPa (left) and geopotential height of the 500 hPa surface in meter with respect to mean 
sea level (right) for 17 July 2006 at 8 LT. The location of the study region is indicated by the red dot. 
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is given in section 2.3; see Dee et al., 2011 for a detailed description) shows weak pressure 
gradients in the study region (Figure 3a). A tongue of high geopotentials is located over a region 
from Marocco towards Britain (Figure 3b). In the morning at 8 LT (local time), a temperature 
inversion is present close to the surface, due to longwave cooling that took place during the 
night. During the day, this inversion was cleared due to strongly positive sensible heat fluxes, 
while temperatures reached more than 30 °C at 14 LT (Figure 4a). Meteorological stations 
around the forest reported temperatures above 36 °C that day, which is not visible in the 
reanalysis data as this data was only available every 6 hours. The specific humidity was highest 
at the surface, a few hundreds of meters higher up a relatively well mixed layer developed 
(Figure 4b). Wind speeds were relatively low throughout the atmosphere (Figure 4c). In the 
morning, the wind was coming from the northeast at the 500 hPa level (± 6km height) , it came 
from northeast or east at the rest of the levels, except close to the surface and around 9 km 
height. At the surface the wind was strongly backed and came from the south. Above 3 km 
height, the wind backed during the day (Figure 4d). 

Based on the profiles of 14 and 20 LT, it seems that advection played only a minor role in 
altering the weather conditions during the day. This can be seen from the relatively small 
changes in temperature and humidity above the boundary layer (Figure 4a, b). This is deemed 
important, as it means that local processes are relatively more important than large scale 
forcings in shaping the weather conditions. This makes this day suitable for the case study. 
Clouds formed preferentially over the forest (Figure 2b), including deep convection starting in 
the afternoon. See supplementary material of Teuling et al. (2017) for a time lapse video of the 
preferential cloud formation. The imposed sensible and latent heat flux from the ERA-Interim 
data are shown in Figure 4e and f respectively1. Both fluxes reach their maximum at 14 LT.  

The fraction of the available energy (net radiation minus soil heat flux) that is partitioned to 
evapotranspiration ranges between 0.57 and 0.86 during the modelled period (see next section), 
with a mean of 0.64. This indicates (according to the ERA-Interim data) that despite the 
prevailing heat wave conditions, still a significant amount of soil moisture was available for 
evapotranspiration.  

2.2 Model description 
The model we used for our simulations is MicroHH. It consists of a computational fluid 
dynamics code, solving the conservation equations of mass, momentum, and energy. It is an 
open source code which allows simulations either using direct numerical simulation or using 
large eddy simulation (a complete description is available in the model reference paper by van 
Heerwaarden et al., 2017). The model has been applied in a few studies before (Gentine et al., 
2015; van Heerwaarden et al., 2014; van Heerwaarden & Mellado, 2016), more specifically in 
atmospheric boundary layer studies. The use of this type of models has several advantages 
compared to the use of observations (adapted from Neggers et al., 2003): Detailed three-
dimensional fields of the thermodynamic variables can be simulated, which is very hard to 
obtain using e.g. aircraft tracks; a very large number of statistics can be produced; and last, the 
user can control all initial and boundary conditions himself, which helps to elucidate the role 
of these conditions.  This model is appropriate for this study, as it allows for explicitly solving 

                                                 
1 The imposed fluxes in the model are kinematic fluxes, to obtain them from ERA-Interim we used the initial air 
density. As the air density varies during the day in the model, this leads to deviations of about 3% between imposed 
fluxes and fluxes in ERA-Interim 
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convection and individual clouds while allowing a domain size large enough to obtain output 
that is statistically valid. 

2.3 Model configuration 
The model run starts at 8 LT (time zone UTC+2) and ends at 21 LT and thus focuses on 
convective daytime conditions. The chosen domain extent is 50 km in the x and y-direction. 
This is rather large knowing that the domain surface is homogeneous, but it is required to obtain 
model output that is statistically valid. The model will be run in 3D large eddy simulation mode, 
given the fact that direct numerical simulation would be too computationally expensive for 
such large model domains. This mode of running the model means that for the finest scales we 
rely on a so called subgrid model that calculates the correct diffusion and dissipation based on 
physical laws. A second order Smagorinsky eddy diffusion scheme was used for the subgrid 
model. For the governing equations, the anelastic approximation was applied. This means that 
the full Navier Stokes equations are simplified, by making some assumptions that result in the 
removal of sound waves, while retaining a height dependent reference density (see Bannon 
[1996] for a derivation). 

The vertical extent of the domain is from the surface to 9.5 km height. Reflection of gravity 
waves at the model top should be prevented. For this purpose, a damping layer was applied 
from 7.2 km height to the top of the model. Although the onset of cloud formation is mainly a 
lower level phenomenon, the model extends well above the boundary layer to prevent clouds 
from entering the damping layer. 

The model has a resolution of 94.7 m in the horizontal direction and 23.3 m in the vertical 
(528*528*408 grid cells). The chosen domain resolution is the result of a trade-off between 
computational speed and accuracy. Similar resolutions have been used in the past to study 
shallow cumulus convection, e.g. Siebesma et al. (2003) used a horizontal grid spacing of 100m 
with a vertical spacing of 40 m, and Brown et al. (2002) employed a horizontal spacing of 
66.7m with a vertical spacing of 40 m. The time step was adjusted by the model according to 
the chosen spatial resolution by setting a maximum tolerable Courant–Friedrichs–Lewy 
number (Courant et al., [1967] for explanation), equal to 1.2 for all runs.  

The initial conditions and surface fluxes for running the model were obtained from the ERA-
Interim dataset (Dee et al., 2011) of the European Centre For Medium-Range Weather 
Forecasts. These data have a horizontal spatial resolution of 0.75°, approximately 80 km 
(ECMWF, n.d.). Vertically, data is available every 25 hPa from 1000 to 750 hPa, and every 50 
hPa from 750 hPa to the top of the model. The temporal resolution of the data is 6 hours (fluxes 
every 3 hours). The employed variables are temperature, specific humidity, wind and 
geopotential. The used grid cell from the ERA-Interim dataset is centred on 44.25° N, 0.75° W. 
The ERA-Interim temperature and specific humidity data compare quite well to the sounding 
of Bordeaux (44.83° N, 0.68° W) at 14 LT (Figure 4, thin black dashed line). The geostrophic 
wind is used as large scale forcing, derived from geopotential gradients between the 
neighbouring grid cells in the ERA-Interim dataset. The initial profiles for the model obtained 
from the ERA-Interim data are shown in Figure 4 (blue solid line with circles). For the 
geostrophic wind, small deviations were applied to the ERA-Interim data to smoothen the 
situation at the surface (Appendix B). Large scale advection is prescribed as a height dependent 
source/sink term, which is constant in time and in the horizontal direction (Appendix B). This 
term was roughly estimated by performing a number of model runs with different large scale 
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source/sink profiles, after which the fit with ERA Interim was compared. Below 2 km height, 
this term was set to zero for both specific humidity and liquid water potential temperature. 

 
Figure 4: ERA-Interim data for 17 July 2006. (a) shows temperature, (b) specific humidity, (c) the  wind speed, (d) the wind 
direction, (e) the sensible heat flux and (f) the latent heat flux. The 8 LT vertical profiles are used for the model initialisation, 
the other profiles show the evolution during the day of the variables in the ERA-Interim data. The modelled period spans from 
8 to 21 LT, so both surface fluxes in the model are always positive. For temperature and specific humidity, the thin black line 
shows the vertical profiles obtained from a sounding at 14 LT. All shown heights are relative to the surface (approximately 
68m above mean sea level) 

The model has no slip (u, v = 0) and no penetration (w = 0) boundary conditions at the bottom 
and no penetration and free slip (∂u/∂z = ∂v/∂z = 0) boundary conditions at the top. The no slip 
boundary condition at the bottom is imposed through a model based on Monin–Obukhov 
similarity theory. The sides have periodic boundary conditions, meaning that what leaves the 
model at one side enters the model at the opposite side. Random noise is superimposed on the 
initial temperature and specific humidity fields to provide perturbations that trigger convection. 
Microphysics schemes were not included in the simulations, to limit the complexity of the 
cloud formation and to reduce computational load. All model runs were performed on the 
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Dutch national supercomputer: the Cartesius cluster of the SURFsara Supercomputing Center 
(www.surfsara.nl). Some more details on the model setup can be found in Appendix C. 

2.4 Numerical experiments 
A reference run was first performed in which the prescribed surface fluxes are equal to those 
from the ERA-Interim data1. Two main experiments were performed afterwards. The first 
experiment is called the Warm run, in this experiment 5% of the net radiation is added to the 
sensible heat flux (H). In the second experiment, the same amount of energy is added to the 
latent heat flux (LE), this experiment is called the Wet run. Net radiation is in this calculation 
approximated as H + LE, meaning that we neglect the soil heat flux. With these experiments, 
we can investigate the sensitivity of cloud formation to the flux partitioning. As our domain is 
homogeneous in the horizontal direction, we only look at direct effects of flux partitioning 
differences. This means we do not include effects of potentially induced mesoscale circulations 
by a spatial alternation of forest and non-forest surfaces. 

One additional experiment was also performed which is only shortly discussed in this study 
(section 3.3). In this experiment the fraction of energy partitioned to the sensible heat flux was 
kept constant during the day at 44%. This fraction is close to the maximum possible partitioning 
to the sensible heat flux during heatwaves according to the data from Teuling et al. (2010). A 
two moment microphysics scheme (Seifert & Beheng, 2001; with the sedimentation scheme 
from Stevens, & Seifert, 2008) was turned on in this simulation. The purpose of this experiment 
was to test the effects of stronger flux partitioning differences between forest and grassland on 
the convection regime (shallow vs deep). 

In our data analysis we sometimes used different realisations of the same run. Those 
realisations are identical to each other besides for random noise. 

2.5 Analysed variables 
2.5.1 Liquid water potential temperature 
Liquid water potential temperature (ߠ௟) is defined by Betts (1973) as:  

“The potential temperature attained by evaporating all the liquid water in an air parcel 

through reversible wet adiabatic descent.” 

In MicroHH it is one of the thermodynamic variables and is calculated as (an approximation 
by Betts, 1973): 

 
௟ߠ = ߠ − ቆ

௩ܮ
ܿ௣
ߠ
ܶቇ ∗  ௟ (1)ݍ

Where ߠ௟ is the liquid water potential temperature, ߠ is the ‘normal’ potential temperature, ݍ௟ 
is liquid water content (kg kg-1), T is absolute temperature (K), ܿ݌ is the specific heat capacity 
of air at constant pressure and ܮ௩ is the latent heat of vaporisation.  

2.5.2 Boundary layer height 
The top of the planetary boundary layer (PBL) is calculated as the minimum value in the 
domain averaged vertical profile of the turbulent buoyancy flux (as in Brown et al., 2002). This 
minimum originates by thermals penetrating in the inversion above the boundary layer, thereby 
transporting warm air downwards. The quantity is easily obtained from the MicroHH output. 

http://www.surfsara.nl/
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The model calculates the wind velocities and the buoyancy flux (and thus PBL height) at the 
top and bottom of each grid cell, while the thermodynamic variables are calculated for the 
middle of each grid cell. Therefore, for the rest of this study, when we talk about 
thermodynamic variables at the boundary layer top, we actually talk about the thermodynamic 
variables located half a grid cell (+ 11.5 m) below the PBL top. 

2.5.3 Condensation inhibition and vertical kinetic energy 
Convective inhibition is often used in studies of thunderstorms (e.g. Thompson et al., 2007; 
Weckwerth, 2000). We slightly adapted the concept for use in our cloud formation study, we 
call the calculated quantity condensation inhibition, denote it as CINLCL (J kg-1), and define it 
as: 

 
ܫܥ ௅ܰ஼௅ = −݃ ∗  න ௩ܶ,௣௔௥௖(ݖ) − ௩ܶ,௘௡௩(ݖ)

௩ܶ,௘௡௩(ݖ) ݖ݀
୐େ୐

୞
 (2) 

where z is the vertical coordinate, g is the gravitational acceleration, ௩ܶ,௣௔௥௖ and ௩ܶ,௘௡௩ are the 
virtual temperatures of the air parcel under consideration and of the environment respectively. 
The integration borders (and minus sign) distinguish this quantity from the commonly used 
convective inhibition (CIN). Usually CIN is calculated up to the level of free convection, we 
only calculate it up to the lifting condensation level (LCL), as we are mainly interested in 
whether clouds form or not. The CINLCL quantifies the required energy (per unit mass) an air 
parcel needs to reach the LCL, starting from a level Z. A negative value means the parcel will 
net gain energy by ascending. Note that the quantity ܫܥ ௅ܰ஼௅ incorporates both information on 
temperature (via ௩ܶ,௣௔௥௖) and moisture (via ௩ܶ,௣௔௥௖ and by the height of the LCL) of an air 
parcel. 

We used this concept combined with the vertical kinetic energy (Ek, in J kg-1) of an air parcel 
to analyse whether air parcels starting from a level Z are able to reach their lifting condensation 
level (and thus produce clouds). When the vertical kinetic energy of an air parcel is larger than 
its CINLCL, the air parcel will be able to reach the LCL. Note that in this we assume that air 
parcels do not mix with their environment and do not experience friction, so that the buoyancy 
force is the only force acting on the parcel. When calculating for every cell (air parcel) in a 
horizontal cross section whether its vertical kinetic energy is larger than the CINLCL, one can 
determine the fraction of cells capable of reaching the LCL. Note that in our vertical kinetic 
energy calculations, all cells with a negative vertical velocity were assigned a value of zero. 
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3 Results and discussion 
3.1 Reference run 
This section describes the general evolution of the state of the lower atmosphere in the 
reference run for the case study of 17 July 2006 and compares the results with the ERA-Interim 
data. 

As a result of a positive sensible heat flux, a mixed layer gradually starts to grow while the 
temperature at the surface is increasing (Figure 5a). By the end of the day, the near-surface 
temperature reached 35 °C. The specific humidity (qt) at the surface is decreasing during the 
day, despite the positive latent heat fluxes (Figure 5b). This can be explained by the entrainment 
of dryer air as the boundary layer grows during the day (van Heerwaarden et al., 2009). The 
boundary layer grows strongly during the day, resulting in heights of more than 2400 m (Figure 
5c). The apparent shrinking of the boundary layer in the evening is a consequence of the applied 
boundary layer top criterion and thus does not have a physical reason. The increasing trend in 
the upper air temperature and the decreasing upper air moisture is a result of the prescribed 

 
Figure 5: Evolution of the liquid water potential temperature (a) and the specific humidity (vapour + liquid) (b). (c) shows the 
evolution of the boundary layer and lifting condensation level heights, (d) shows the cloud cover. The cloud cover takes clouds 
at all heights into account by projecting them on the surface. The vertical height axis in (a), (b) and (c) shows height above the 
model surface. All quantities are for the reference run and are averaged over the horizontal extent of the domain. 

large scale forcings. These forcings represent large scale advection (see Methodology). Clouds 
(cumulus) started to form around 13.30 LT, the cloud cover reached a maximum value of a 
little more than 2% at 18 LT (Figure 5d), whereafter it decreased rapidly due to decreased 
surface fluxes. Around the time of maximum cloud cover, the planetary boundary layer (PBL) 
height is still lower than the lifting condensation level (LCL, calculated based on a surface air 
parcel), but the difference is approximately at its lowest (Figure 5c). As the plots show the areal 
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averaged variables, locally some rising plumes will reach altitudes higher than the LCL, 
explaining the formation of clouds. The convection is shallow, as the top of the highest clouds 
does not surpass 3500 m (not shown). The cloud base increases in height from approximately 
1500 m at the onset of cloud formation to approximately 2400 m at the end of the day (not 
shown). This increase is caused by the warming and drying of the PBL due to the PBL growth 
and surface heating during the day (Figure 5a, b).  

The differences between the model results and the ERA-Interim data (Figure 6) are below 2 K 
and 1.50 g kg-1 throughout the domain for ߠ௟ and qt respectively. Despite this generally 
speaking good match, at the end of the day liquid water potential temperature (ߠ௟) is 
overestimated close to the surface. This may be due to some advection near the surface, or 
because no radiative cooling is present in the model. The root mean square error2 (below 4.5 
km) at 14 and 20 LT for ߠ௟ amounts to 0.7 and 1.0 K respectively. For the specific humidity at 
14 and 20 LT it amounts to 0.8 and 0.5 g kg-1 respectively, quantifying the good match visible 
in Figure 6. When taking the full domain into account, the root mean square error is even lower. 
Note that the model does not show deep convection in the reference run (Figure 6d), although 
it was visible in the satellite image (Figure 2). This discrepancy can be caused by several 
reasons, this is discussed in section 3.3. The next section will investigate the sensitivity of cloud 
formation to the sensible and latent heat fluxes. 

 
Figure 6: Comparison between the model results (red lines) and the ERA-Interim data (black dots) for liquid water potential 
temperature (a, c) and specific humidity (b, d) for two different times. Only the lower part of the domain is shown, as this is 
the part where cloud formation takes place. Specific humidity encompasses both water vapour and liquid water. Heights are 
relative to the model surface (approximately 68m above mean sea level). 

                                                 
2 The root mean square error was calculated by interpolating the model data to the ERA-Interim heights. No 
weighting was applied, meaning that all data points were given equal importance. 
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3.2 Flux partitioning experiments 
In the experiments presented below, the surface fluxes were altered by adding 5% of the sum 
of the latent and sensible heat flux (which together approximate the net radiation) to either the 
sensible or latent heat flux. In the Warm experiment, this amount was added to the sensible 
heat flux, while in Wet it was added to the latent heat flux. 

As expected, both the Warm and Wet runs show an increase in cloud cover compared to the 
reference run due to an extra input of energy (Figure 7a). However, the effect of adding an 
extra amount of energy was clearly larger when the energy was added to the sensible heat flux 
compared to when it was added to the latent heat flux. In Warm, the maximum cloud cover 
amounts to 3.9%, while this is only 2.9% in Wet. Additionally, during the period from 14 LT 
to the end of the simulation period, the mean cloud cover amounts to 2.0% for Warm while it 
was only 1.4% in Wet. The differences are not only visible in the cloud cover, but even more 
in the liquid water path. Differences almost as large as a factor of 2 occur between the runs 
(Figure 7b). The following sections are mainly devoted to the explanation of these results. 

 
Figure 7: Cloud cover (a) and liquid water path (b) for the Warm, Wet and reference (Ref) runs. Cloud cover is calculated by 
projecting all clouds on the surface. Both quantities are averaged over the domain. 

3.2.1 Mean quantities and frequency distributions 
To explain these results, we first look at the difference between the LCL and the PBL height. 
If the LCL is located too far above the PBL top, thermals penetrating the PBL top will not 
reach the lifting condensation level as they would need to travel a long distance through the 
inversion layer. This quantity was used by e.g. Vilà-Guerau de Arellano et al. (2012) as a metric 
and proxy for boundary layer cloud formation. The run with the larger sensible heat flux 
(Warm) has a larger domain mean PBL height (Figure 8a), due to the warmer and more 
vigorous thermals. However, the domain mean lifting condensation level (not shown) is also 
increased due to an increased amount of entrained dry air and a smaller evapotranspiration. 
These effects seem to be largely compensating each other, resulting in small differences in the 
quantity PBL height minus LCL between both runs (Figure 8b). As both the LCL and the height 
reached by the thermals (PBL height) vary horizontally (Wilde et al., 1985), the mean 
difference does not necessarily quantify the full potential for cloud formation.  

Another measure that is often used to quantify the potential for cloud formation is the relative 
humidity (RH) at the PBL top (e.g. Ek & Mahrt, 1994; Ek & Holtslag, 2004; van Heerwaarden 
& Vilà-Guerau de Arellano, 2008; Gentine et al., 2013). The time series of RH at the boundary 
layer top is shown in Figure 8c, it was calculated here as the horizontal mean vapour specific 
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humidity (qv, where subscript v means vapour) at the PBL top divided by the horizontal mean 
saturation specific humidity (qs) at the PBL top. Only during the first hours of cloud formation 
the mean relative humidity seems to be a bit higher in the Warm run, by 17 LT the differences 
are almost zero. During the last simulation hour RH is even lower in Warm compared to Wet. 
Additionally, cloud formation is taking place at extremely low values of RH, even at values 
below 60%. As a comparison, the simple cloud cover parameterisation scheme used by 
Benjamin and Carlson (1986) starts cloud formation only at 75% mean RH. It is also 
remarkable that the cloud cover starts to decrease earlier in the evening compared to the mean 
RH (Figure 7a vs Figure 8c). This quantity can thus not explain the enhanced cloud cover for 
the Warm run in this study. There are three reasons why this might be the case:  

A first source of error is that when calculating the mean RH, the calculated quantity 
mean(qv) / mean(qs) is not necessarily equal to the mean of qv / qs,, especially in the presence of 
a correlation between those quantities. There indeed appears to be a correlation between qv and 
qs at the boundary layer top (Figure 8d). In case of cloudy cells, there is a positive correlation, 
in case of non-cloudy cells there is a negative correlation. We can understand these correlations 
as follows: the saturation specific humidity at a specific height is mainly a function of 
temperature (T), as pressure fluctuations are rather small. A correlation between qt and qs thus 
also means a correlation between qt and T. As the mixed layer is both warming and drying 
during the day (Figure 5a, b), the negative correlation is caused by the entrainment of air from 
above the PBL, with a high ߠ௟ and a low qt. This air mixes with the air that was already present 
in the PBL. The positive correlation for the cloudy cells is caused by the release of latent heat 
of condensation, which increases the temperature. The positive correlation for the cloudy cells 
will barely influence the calculation of the mean RH, as for cloudy cells the RH is always very 
close to 100%. For the non-cloudy cells, the negative correlation will influence the result as 
follows: Very small and very large values of qv lead to even extremer values in RH due to the 
correlation. This will increase the weights of these cells when calculating the mean RH as the 
mean of all RH values. When calculating the mean RH as the mean of qv divided by the mean 
of qs, this effect is not taken into account, potentially leading to errors. A mathematical 
explanation of this error is given in Appendix E. 

Besides the correlation, another reason for differences between the mean of (qv / qs) and the 
quantity mean(qv) / mean(qs) arises when the qs deviations from the mean are not negligible 
compared to the mean qs (Appendix E). Furthermore, we should note that qs is a strongly non-
linear function of temperature. This means that errors might also arise in the calculation of the 
mean qs when calculating it based on the mean temperature. In this study, the error introduced 
by the reasons explained in this and the previous paragraphs seems to be well below 1% 
however.  

A second and (for this study) more important point to consider is that the mean RH does not 
directly provide information on what fraction of the horizontal area that is saturated. In larger 
scale models, this information (subgrid-scale) cannot directly be obtained. One way to deal 
with this is to parameterise the probability density function (pdf) of total specific humidity, 
after which the cloudy fraction can be determined by integrating the saturated part of the pdf 
(Tompkins, 2002). Preferably, variations in qs and the correlation between qs and qt should be 
taken into account as well (Figure 8d). As we are using LES however, we were able to directly 
calculate relative humidity for each cell in a horizontal cross section at the level of the boundary 
layer top. From this we calculated the probability distribution function of RH to check whether 
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there are more cells with high values of relative humidity in the Warm run. What is remarkable 
in these pdf’s is the presence of two peaks (Figure 9a). We postulate that the size and location 
of the peak at high relative humidity is more relevant for cloud formation than the mean of the 

  
Figure 8: Domain mean boundary layer height (a), domain mean boundary layer height minus domain mean LCL (b) for the 
Warm (red) and Wet (blue) runs. In (c) the mean RH time series at the PBL top is shown. (d) Shows a scatterplot of total 
specific humidity (qt) and the saturation specific humidity (qs) for the Warm run at the boundary layer top at 18 LT. The green 
and purple dots are for cloudy (liquid water content > 0) and non-cloudy cells respectively. 

whole distribution. At 18 LT, the approximate peak time of cloud cover, there are more cells 
with high relative humidity in the Warm run (Figure 9a). However, when looking at a longer 
period, it seems that there are still more cells with a higher RH in the Warm run, but the 
differences are smaller between the runs (Figure 9c, d). We also calculated for both runs the 
range of probability densities for each RH bin that were attained during the main period of 
cloud formation (shaded areas in Figure 9d). This range was (just as the peak at high RH) 
shifted to the right for the Warm run. Those differences between the runs will have an impact 
on the cloud formation, but they are unlikely to explain the rather large differences in cloud 
cover between the runs.  

The total and saturated specific humidity distributions also have two peaks (not shown). This 
shows that the pdf’s of these quantities are complex to parameterise (as might be done in large 
scale models), the assumption of a Gaussian qt distribution (as e.g. done by Sommeria & 
Deardorff, 1977) seems to be invalid for the LES data in this case study.  

In case of mixed layer models the probability density functions cannot be obtained explicitly 
and thus the mean RH is often the only information (explicitly) available. The results of this 
study show that the use of the mean PBL top RH based on mixed layer models is insufficient 
as an indicator for cloud formation for this case study.  



18 
  

The third reason is that RH at the PBL top is not necessarily a complete surrogate for cloud 
formation. In this study, the location of the maximum cloud fraction is higher than the boundary 
layer top. This might partly be explained by the horizontal spreading of air parcels, but it is 
also important to realise that cloud formation might still be enhanced even when the RH of air 
parcels of both runs is identical when reaching the PBL top. This might be caused by 
differences in how much resistance air parcels experience in the region between the PBL top 
and the lifting condensation level. Section 3.2.3 will elaborate on this. 

Whether sensible or latent heating favours a higher relative humidity at the PBL top depends 
on atmospheric variables such as the free tropospheric temperature and its lapse rate, the 
relative humidity above the boundary layer (Gentine et al., 2013) and the large scale vertical 
velocity (Ek & Mahrt, 1994). Figure 5 of Gentine et al (2013) shows (depending on 
atmospheric variables) whether an increased partitioning to the latent or to the sensible heat 
flux would enhance the RH at the PBL top. From our model data (Wet run) around solar noon 
(free tropospheric RH estimated as 50%, free tropospheric pot. temp. = 29 °C, fraction of 
energy partitioned to LE = 0.59, pot. temp. lapse rate = 2.8 K km-1) we can roughly estimate 
that in this figure, our case would be located in the negative sensitivity region (sensitivity of 
RH at PBL top to an increase in the fraction of energy partitioned to LE). This means that the 
mean RH at the PBL top should be higher in the Warm compared to the Wet experiment. This 
is not wat we observe in our model simulations (we observe similar RH), although we do see 
a higher cloud cover in the Warm run. We should however mention that there is a very large 
uncertainty in estimating the parameters based on the LES data. The available energy is also 
slightly larger in our data (+ 11%) compared to the value used for constructing figure 5 in 
Gentine et al. (2013). Furthermore, the applied fraction of energy varies during the day in our 
simulations, while it is constant in Gentine et al. (2013).  

3.2.2 Rising air plumes 
A feature that deserves more explanation is the presence of two peaks in the RH distribution at 
the PBL top. It turned out that the two different types of air parcels could easily be separated 
on the basis of buoyancy (Figure 9b, d). The cells with the highest relative humidity are the 
least buoyant cells. At first sight this may seem like a surprising result, as wet plumes 
originating at the surface become buoyant and rise towards the PBL top. Once they arrive near 
the PBL top however, they will become colder than their environment due to the presence of 
an inversion in ߠ௟, explaining their lower buoyancy compared to the environmental air at the 
same level (Couvreux et al., 2010; Lenschow & Stephens, 1980). This explains why two 
different types of air parcels can be found at the PBL top.  

When separating between plumes and non-plumes, it is clear that most of the somewhat thicker 
clouds form above the rising plumes (Figure 10a). The plumes also seem to contain stronger 
vertical velocities than the non-plumes (Figure 10b). When separating the plumes on the basis 
of specific humidity, this is more clearly visible (Appendix D, Figure D1). The plumes also 
contain negative vertical velocities, this can be explained by the fact that some of the air parcels 
belonging to the plumes who end up in the inversion layer (and are negatively buoyant) will 
eventually return towards the PBL (Lenschow & Stephens, 1980). Another reason for the 
presence of negative vertical velocities is the presence of small scale turbulence within the 
plumes (Williams and Hacker, 1992). To get more insight into the physical processes, we also 
made scatterplots of the thermodynamic variables at the PBL top. There is a clear negative 
correlation between qt and ߠ௟ (Figure 10c), caused by entrainment of air, as was explained in 
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section 3.2.1. This negative correlation was also found during the BOMEX measurement 
campaign (fig. 1 of Neggers et al., 2002). Furthermore, it seems that strongly positive vertical 
velocities only occur for a narrow range of qt and ߠ௟ values (Figure 10c, d). This narrow range 
can be explained by the fact that only air parcels which are heated at the surface can attain 
sufficient buoyancy to acquire high vertical velocities. The mean value of qt and ߠ௟ at the 
surface lies at the dry and warm end of this range (Figure 10c, black square). As the PBL is 
drying and warming during the day (Figure 5a, b), by the time the air parcels reach the PBL 
top, the mean surface quantities will have slightly changed. This can explain why the mean 
value of qt and ߠ௟ at the surface lies at the dry and warm end of the range. Possibly other factors 
play a role in this as well. 

 
Figure 9: Relative humidity at the PBL top at 18 LT for both runs (a), conditionally sampled in (b) using buoyancy as criterion. 
The 20% least buoyant cells are defined as plumes, separate probability density functions are made for plumes and non-plumes. 
(c) shows the same as (a), but for the period 15.30-19 LT, (d) shows the same as (b), but for the period 15.30-19 LT. In (d), 
the shaded blue (red) area indicates for each bin of the plumes the maximum and minimum probability density that was reached 
during the period 15.30-19 LT for the Warm (Wet) run. Fifty bins were used for the probability density functions. 
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Figure 10: Frequency distribution of liquid water path (a), conditionally sampled as in Figure 9. Note that only the larger values 
of liquid water path are shown. (b) shows the frequency distribution of the vertical velocity (w), with the inset picture focusing 
on the larger values of w. In (c) the correlation between ߠ௟ and qt is shown, with the vertical velocity as colour scale. The black 
square shows the domain averaged values near the surface. In (d) the correlation between ߠ௟ and vertical velocity (w) is shown, 
using qt as colour scale. All plots are obtained at 18 LT, at the boundary layer top, and belong to the Warm run ((b) shows both 
Warm and Wet). Fifty bins were used for the histograms (for the full data range). 

3.2.3 Condensation inhibition 
The boundary layer is expected to be more vigorous for the Warm run as the stronger sensible 
heat flux can lead to larger vertical density differences within the PBL and thus stronger vertical 
motions. The boundary layer is also warmer in this run. To quantify what effect these properties 
have on cloud formation, we selected a horizontal cross section and determined for both runs 
the number of cells that were in theory capable of reaching the lifting condensation level 
starting from this cross section. For this we analysed the condensation inhibition (CINLCL), see 
section 2.5 for the applied formula. It quantifies the energy required to reach the LCL for an 
undiluted parcel ascent from a level Z up to the lifting condensation level. We also calculated 
the amount of vertical kinetic energy the parcels had at the start of their ascent. When the 
kinetic energy (Ek) is larger than the CINLCL, the parcel is able to reach the LCL. 

The number of cells capable of reaching the LCL from a horizontal cross section at 2000 m 
height3 is more than twice as high for the Warm run (Table 1). It appears that this is mainly 
caused by a lower value of the CINLCL, despite the higher LCL in the Warm run.  

                                                 
3 Regarding the cross section at 2000 m: for the thermodynamic variables, the cross section was taken at 1991 m, 
for the vertical velocity (w) it was taken at 2002 m. Regarding the cross section at 500 m: for the thermodynamic 
variables, the cross section was taken at 501 m, for w it was taken at 489 m. The differences in height for w and 
the thermodynamic variables are due to differences in heights were the model calculates these variables. 
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The mean vertical kinetic energy is also slightly larger for Warm. We tested the effect of this 
by subtracting the mean vertical kinetic energy difference (for cells with Ek > 0) between both 
runs from the kinetic energy in Warm. This led only to a reduction of 0.2% in the fraction of 
cells capable of reaching the LCL from the 2000 m level. We also assigned the mean kinetic 
energy of the 3% most energetic cells of the Warm run to all cells of both the Warm and the 
Wet run. In this experiment, the fraction of cells reaching the LCL was still more than a factor 
of 2 higher in the Warm run. This suggests that kinetic energy differences play a small role 
compared to CINLCL differences.  

Table 1 also shows that the average air parcel is in both runs by far not capable of reaching the 
LCL. Therefore it is important to not just look at mean quantities, but to consider the probability 
density distributions of CINLCL and Ek (Figure 13). Clearly, the distributions are more 
favourable for cloud formation in the Warm run, as the number of high Ek and low CINLCL cells 
is higher in this run. The number of cells capable of reaching the LCL is (for both runs) 
enhanced by the presence of a negative correlation between CINLCL and Ek (Appendix D, Figure 
D2), such that the most energetic parcels experience the least resistance for reaching the LCL. 
For the cross section at 500 m height3 the fraction of cells theoretically capable of reaching the 
LCL is about an order of magnitude higher than at 2000 m (Table 1), this can be explained by 
mixing as in reality many parcels do not rise undiluted from the surface to the PBL top 
(Williams & Hacker, 1992). The number of cells actually capable of reaching the LCL will in 
reality thus be lower. However, we believe our conclusions from the undiluted parcel theory 
will qualitatively not change in the presence of mixing, as the differences (in % of cells Ek > 
CINLCL) between the runs only seem to increase with height (Table 1). 

As an alternative way of analysing the situation, we also calculated the vertical distance air 
parcels could travel before being stopped by the buoyancy force (Figure 11a, b). Some cells 
are capable of rising more than one km, more than sufficient to reach their LCL. As expected, 
the largest travel distances are found in the Warm run. We furthermore analysed the relation 
between the distance the air parcels can travel and the initial vertical velocity they had when 
starting their ascent from 2000 m height. Apparently, the vertical velocity is the main factor 
which determines how far air parcels can travel (Figure 11c, d). At first sight, this may seem 
contradictory to the theory presented above. However, the vertical velocity differences between 
both runs are rather small, therefore the influence of vertical velocity differences on the travel 
distances is small. The presence of two types of air (section 3.2.1) is also visible in these 
correlation plots. The relatively wet air parcels are the ones with a high vertical velocity. This 
indicates that these cells belong to the rising plumes, as the surface is the only moisture source. 

To explain why CINLCL is lower in the Warm run, we analyse the virtual potential temperature 
 profiles of both runs (Figure 12). Air parcels rising from the surface become negatively (௩ߠ)
buoyant slightly above the PBL top (assuming no mixing for ease of explanation). Although 
the LCL is higher in the Warm run, the PBL top is higher as well (see also Figure 8b), leading 
to small differences in the vertical distance air parcels have to travel through a region in which 
they are negatively buoyant. We can however see that the profile in the boundary layer is more 
or less shifted to the right in the Warm run compared to the Wet run. This is due to the enhanced 
surface heating and entrainment in the Warm run. This means that in Warm, the parcels (which 
are warmer than in Wet) will be less negatively buoyant when they enter the layer between the 
PBL top and the LCL, explaining part of the lower CINLCL.  
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Table 1: Columns from left to right: Mean lifting condensation level (LCL) for both runs; mean vertical kinetic energy (Ek); 
mean energy required to reach the LCL; percentage of all the cells in the cross section at 2000 m which can reach the LCL; 
percentage of all the cells in the cross section at 500 m which can reach the LCL. The value of Ek shown in the table is only 
for the cells with a positive vertical velocity. In the calculations in the last two columns, the LCL is calculated separately for 
every cell. The calculated quantities in the first four columns belong to the cross section at 2000 m. All quantities are for 18 
LT. The calculation method assumes undiluted ascent of parcels. 

 LCL (m) Ek (J/kg) CINLCL (J/kg) % cells Ek > 
CINLCL at 2000 m 

% cells Ek > 
CINLCL at 500 m 

Warm 2812 0.99 6.88 2.7 21 
Wet 2714 0.76 8.76 1.2 17 

 

Figure 11: Frequency of travel distance of undiluted parcels starting at a horizontal cross section at approximately 2000 m at 
18 LT, calculated with a simple parcel model (a). The resulting frequency of travel distance above the LCL is shown in (b). In 
(a), the vertical red and blue lines indicate the distance required to reach the mean LCL for the Warm and Wet runs respectively. 
In (b) the LCL is calculated for every cell separately. Note that in (a), a travel distance of zero occurred the most frequently, 
the vertical axis does not display this large frequency for clarity of the figure. Similarly, b only shows a subset of the data, the 
part where travel distances are closest to the LCL. (c) and (d) show the correlation between the vertical velocity and the travel 
distance for the Warm and Wet run respectively. The colours indicate the specific humidity of the parcels. Negative vertical 
velocities were set to zero. For computational efficiency, only every 5th cell in the data was sampled. The travel distances are 
calculated taking the buoyancy force and the initial vertical kinetic energy of the parcels into account. Fifty bins were used for 
the histograms (for the full data range). 

Furthermore, the profile in the region between the PBL top and the LCL seems to be shifted to 
the left in the Warm run (Figure 12a). An experiment was done in which the environmental 
profile above the boundary layer top in the Warm run was replaced with the profile of the Wet 
run. This decreased the fraction of cells capable of reaching the LCL from 2.7 to 1.5%, showing 
it is an important factor. The shift of the ߠ௩ profile to the left above the PBL is partly the effect 
of the cloud formation itself, as before the onset of cloud formation this shift seems to be very 
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limited (Figure 12b). The thermals and clouds reaching altitudes higher than the PBL top bring 
in colder and moister air to the inversion region, explaining the decrease in ߠ௩ in this region. It 
is however somewhat difficult to disentangle cause and effect in this: The reason thermals bring 
in more cold and moist air in the inversion region might be caused by the lower CINLCL itself. 
Via the mechanisms described above, the clouds (and thermals) make it easier for subsequent 
clouds to form. Chaboureau et al (2004) also reported a positive effect of clouds on subsequent 
cloud formation, in their study moistening by the formation of cumulus clouds triggered the 
transition from shallow to deep convection. 

 
Figure 12: Vertical profile of virtual potential temperature for the Warm (red) and Wet (blue) runs at 18 LT (a) and 13 LT (b).  
The lowest (dotted) horizontal line for each run is the PBL top, the upper (dashed) horizontal line is the LCL. The black dotted 
lines show air parcels rising from the surface without mixing for both runs.  

 
Figure 13: Probability density functions of CINLCL and vertical kinetic energy (Ek) for a cross section at 2000 m at 18 LT. 
The Ek distribution only shows values larger than 1 J kg-1. Fifty bins were used (for the full data range). 

Another difference which contributes to the lower CINLCL is the maximum buoyancy an air 
parcel rising from the surface can attain. This is visible in Figure 12 as the difference in ߠ௩ 
between the surface and the minimum in the vertical profile. This difference is 0.02 K larger 
in the Warm run. This has the consequence that air parcels released from the surface in the 
Warm run will become negatively buoyant at a slightly greater height above the PBL top 
compared to Wet, thereby decreasing the region in which they experience a negative buoyancy. 
To test the importance of this factor, we slightly increased ߠ௩ of the parcels in the Wet run, 
such that the maximum buoyancy of parcels based on the mean properties becomes identical 
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for both runs. This only increased the fraction of cells capable of reaching the LCL by 0.2%, 
which means this factor is of minor importance.  

We also analysed whether there was a larger number of cells with strong positive ߠ௩ deviations 
 ௩ of the airߠ in the Warm run. As the relation between (௩ߠ ௩ minus the horizontal mean ofߠ)
parcels and the CINLCL is strongly non-linear, differences in the ߠ௩ distribution might also 
contribute to the explanation of the lower mean CINLCL in the Warm run. Those differences 
between the runs seem to be limited however (Appendix D, Figure D3).  

3.3 Flux partitioning contribution to enhanced forest cloud cover in our case study 
We have shown that for this case, an increase in the sensible heat flux leads to stronger cloud 
formation than an increase in the latent heat flux. Keeping in mind that forests in this region 
do have a higher sensible heat flux (Teuling et al., 2010), we showed a possible mechanism for 
the observed enhanced cloud formation.  

However, from satellite images (Figure 2) it is clear that deep convection was present on that 
day, while our simulations only showed shallow convection. What is interesting to note is that 
our simulations do show the potential for deep convection, once air parcels pass the level of 
free convection (LFC), there is a large region in which they are positively buoyant (Figure 14). 
It seems however that relatively few parcels are passing the LFC, and those who do are 

apparently diluted by mixing rather 
quickly, causing them to lose their 
buoyancy. This is related to the fact 
that the generated clouds are rather 
small, small clouds entrain relatively 
more than deep clouds (Khairoutdinov 
& Randall, 2006; Rieck et al., 2014), 
causing them to dilute faster. Possibly, 
the formation of a forest breeze (e.g. 
Wang et al., 2009; Gambill & 
Mecikalski, 2011)  or frictional 
convergence come into play here, 
providing an extra lifting mechanism 
that leads to deep convection. Another 
possibility is that some synoptic 
forcing, e.g. a sea breeze, triggered the 

deep convection. These types of phenomena are not necessarily present in the ERA-Interim 
reanalysis data, as e.g. the scale of a sea breeze can be smaller than the grid size of ERA-Interim 
(Abbs  & Physick, 1992).  

One experiment was also performed in which flux partitioning differences were a little stronger 
(44% of net radiation partitioned to H during the whole day) and close to the maximum possible 
differences during heatwaves according to the data from Teuling et al. (2010). A two moment 
microphysics scheme was also turned on to include possible effects of evaporating rain and 
associated cold pools (e.g. Khairoutdinov & Randall, 2006). The model run produced slightly 
higher clouds and a higher cloud cover in the evening, but a transition to deep convection was 
not observed. This suggests that flux partitioning differences alone cannot be the reason for the 
preferential deep convection over the forest. 

Figure 14: Virtual temperature profile for the reference run (blue dashed 
line), virtual temperature of an undiluted air parcel rising from the 
surface (red solid line), level of free convection (green dashed horizontal 
line) and lifting condensation level (orange solid horizontal line). The 
situation for 18 LT is shown. 
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Another interesting feature apparent in our simulations is that the (surface based) convective 
available potential energy (see Blanchard [1998] for explanation and the applied formula) is 
higher for the Wet than for the Warm run (Appendix D, Figure D4). This suggests that even 
though it is harder to form clouds, they would more easily grow deep in the Wet run. This 
argues that the main reason for the preferential deep convection over the forest in this case 
study is likely to be found in the deep convection triggering mechanism. Additional 
experiments are needed to pinpoint the exact reason for the absence of deep convection. 

3.4 Generalisation of results 
Whether an increase in sensible or latent heating will lead to enhanced cloud cover is strongly 
dependent on atmospheric conditions such as the thermal stability (Huang & Margulis, 2011). 
In case of a weak thermal stability an increase in the sensible heat flux seems to increase the 
cloud cover (Ek & Holtslag, 2004; Huang & Margulis, 2011). As stability is variable in time 
and (on larger scales) also in space, preferential cloud formation (via flux partitioning 
differences) over the forest will also be space and time dependent. If cloud cover differences 
induced by differences in flux partitioning play an important role in the observed higher forest 
summer cloud cover in the study of Teuling et al. (2017), it means that for a significant part of 
the time, thermal stability should be low in the region. 

Not all forests do have a higher sensible heat flux than their surroundings. As an example, in 
the Amazon, during the dry season sensible heat fluxes are higher over pasture than over forest 
(Fisch et al., 2004), contrary to the situation in our case study. The results of this case study 
should therefore be extrapolated to other forest areas with caution, as the surface conditions 
might be different. 
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4 Conclusions 
We have analysed how flux partitioning differences affect cloud formation over forests. A case 
study was performed for the forest of Les Landes (France). We selected a heatwave day on 
which enhanced cloud cover over the forest was visible on satellite images. Two numerical 
experiments (large eddy simulations) with a homogeneous forest cover were performed, one in 
which the sensible heat flux was increased with approximately 5% of the net radiation (Warm) 
and another one in which the same amount of energy was added to the latent heat flux (Wet). 
The addition of energy to the sensible heat flux led to a stronger increase in cloud cover than 
the same addition to the latent heat flux, this difference was even more clear in the liquid water 
path.  

The mean height difference between the boundary layer top and the lifting condensation level 
was similar for both experiments, the mean relative humidity (RH) at the boundary layer top 
(an often used indicator for cloud formation) showed little differences as well. The probability 
density distribution of RH at the boundary layer top however revealed the presence of two 
separate peaks, indicating that the mean provides insufficient information. Furthermore, it is 
remarkable to note that cloud formation already started at mean relative humidity values below 
60%. This shows the importance of taking the frequency distribution of quantities such as RH 
into account, and thus stresses the need for using LES models to accurately predict cloud 
formation.  

An analysis of why the cloud cover is higher in the Warm experiment suggests that the warming 
of the boundary layer leads to a decrease in the required amount of energy for air parcels to 
reach the lifting condensation level. The thermals also modify the virtual potential temperature 
profile above the boundary layer top, such that the required energy is further reduced. 

As forests in West and Central Europe appear to have a higher sensible heat flux than crop- or 
grassland (Teuling et al., 2010), the results of our study indicate a mechanism of how cloud 
formation might be enhanced over these forests. However, the obtained results are case specific 
and should be extrapolated to other days and forest regions with caution. Additionally, it should 
be noted that the satellite images of that day showed deep convection developing over the 
forest, while our simulations only showed shallow cumulus convection. Mechanisms such as 
forest breezes might be responsible for this discrepancy. Future studies should quantify to what 
extent the cloud formation mechanism described in this study is responsible for the enhanced 
cloud cover visible over forests in France and potentially other regions in the world. For forest 
areas with a higher sensible heat flux than their surroundings (e.g. West and Central European 
forests), it would be interesting to quantify the temporal frequency of occurrence of 
atmospheric conditions which are favourable for preferential cloud formation over areas with 
a strong sensible heat flux. Other potential mechanisms for enhancing cloud formation over 
forests should also be a focus of future research. 
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Appendix A 

List of symbols and abbreviations 
ܿ௣  = specific heat capacity of air at constant pressure (1005 J kg-1K-1) 

g = gravitational acceleration (9.81 ms-2) 

 ௩ = latent heat of vaporisation water (2,5 * 106 J kg-1)ܮ

 ௟ = liquid water content (kg kg-1)ݍ

qv = vapour specific humidity (kg kg-1) 

qt = total specific humidity, vapour + liquid water (kg kg-1) 

qs = saturated specific humidity (kg kg-1) 

 ௟ = liquid water potential temperature (K)ߠ

 potential temperature (K) = ߠ

 ௩ = virtual potential temperature (K)ߠ

T = absolute temperature (K) 

Tv = virtual potential temperature (K) 

CINLCL = condensation inhibition (J kg-1) 

u = zonal component wind (m s-1) 

v = meridional component wind (m s-1) 

ug = zonal component geostrophic wind (m s-1) 

vg = meridional component geostrophic wind (m s-1) 

w = vertical velocity (m s-1) 

z = height above model surface (m) 

 

LCL = lifting condensation level  

LFC = level of free convection 

PBL = planetary boundary layer 

LES = large eddy simulation 

RH = relative humidity 

LT = local time 
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Appendix B 

Imposed geostrophic wind forcing and large scale advection 

 
Figure B1: ERA-Interim geostrophic wind calculated from geopotential gradients (black line) and geostrophic wind profiles 
entered in the model (red line). The left graph is for the zonal component ug, the right graph shows the meridional component 
vg. 

 
Figure B2: Prescribed large scale liquid water potential temperature (ߠ௟) and specific humidity (qt) forcings. This represents 
large scale advection.  
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Appendix C 

Details of model setup 
Grid 

Second order spatial discretisation 

Advection 

Advection scheme: second order 

Subgrid model 

Smagorinsky constant = 0.23 
Maximum diffusion number for numerical scheme = 0.1 
Turbulent Prandtl number = 1/3 
Thermodynamics 

Moist thermodynamics used (ߠ௟ and qt) 

Boundaries 

Flux scalar boundary condition at bottom, Neumann at top 
qt and ߠ௟ gradients at the top derived from ERA-Interim: 
 ௟ gradient at top = 3,031 * 10-3 K m-1ߠ
qt gradient at top = -1.895 * 10-7 kg kg-1 m-1 
Roughness lengths heat and momentum = 1 m 
Damping layer 

Damping frequency = 2.23*10-3 s-1, exponent = 2 
Reference profile of damping layer updated in time 
Initial perturbations 

 ௟ perturbations amplitude = 0.1 Kߠ
qt perturbations amplitude = 0.1 g kg-1 
Those perturbations decay exponentially with height (exp = 2) and do not extend beyond a height of 200m. The 
number of their random seed = 2 
Time integration 
Selected numerical time integration: Runge-Kutta 3rd-order accuracy, 3 steps 
Pressure 

Second order pressure solver (tridiagonal solver) 

Statistics 

Sampling time 300 or 180 seconds, depending on run. 

Large scale forcings 

Coriolis parameter = 0.00010177 s-1 
Large scale vertical velocity = 0 m s-1 

Model version 

MicroHH git-hash: 1.6.0-99-g5d6a8c2-dirty 
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Appendix D 

Additional model output 

 

Figure D1: Frequency distribution of liquid water path (a), conditionally sampled by defining the 20% least buoyant cells as 
plumes. (b) shows the frequency distribution of the vertical velocity (w), with the inset picture focusing on the larger values 
of vertical velocity.  

 
Figure D2: Scatterplot of CINLCL (calculated from a cross section at 2000 m) and Ek for the Warm run at 18 LT. Note that all 
cells with a negative vertical velocity were assigned zero kinetic energy. 
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Figure D3: virtual potential temperature deviations for a cross section at 2000m. (a) shows the data for 18 LT, (b) zooms in on 
this plot to show the positive values more clearly. In (c) data is sampled every 30 mins from 15 LT to 19 LT. (d) zooms in on 
this plot to show the positive values more clearly 

 
Figure D4: Surface based convective available potential energy (CAPE) for the Warm and Wet runs 
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Appendix E 

Assumptions when using mean relative humidity 

For ease of notation let qv = a and qs = b. Than the definition of RH in our study becomes: 

ܽ
ܾ =

തܽ + ܽᇱ

തܾ + ܾᇱതതതതതതതത =
തܽ + ܽᇱ

തܾ + ܾᇱതതതതതതതത ∗
തܾ − ܾᇱ

തܾ − ܾᇱതതതതതതതത 

ܽ
ܾ =

തܽ തܾ − തܾܽᇱ + ܽᇱ തܾ − ܽᇱܾᇱ

൫തܾ൯ଶ − (ܾᇱ)ଶ
 

where the overbar denotes a horizontal mean and the prime represents the deviation from this 
mean value. 

if ൫തܾ൯ଶ ≫ (ܾᇱ)ଶ: 

ܽ
ܾ =

തܽ
തܾ −

തܾܽᇱ

൫തܾ൯ଶ
+
ܽᇱ
തܾ −

ܽᇱܾᇱ

൫തܾ൯ଶ
 

And thus  

meanቀ௔
௕
ቁ = ௔ത

௕ത
− ௔ᇲ௕ᇲതതതതതത

(௕ത)మ 

If there is no correlation, than the mean of ቀ௔
௕
ቁ = ௔ത

௕ത
 

Equating the mean of RH to the mean of qv divided by the mean of qs thus requires two 
assumptions. 
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