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ABSTRACT 
 
Nowadays, the world faces greater challenges in sustaining resources than before. People might be 
aware that food is essential for their health, but the impacts of food production and consumption on 
world’s resources are less well known. The food system challenges trigger the need to modify the 
existing consumption pattern to be healthier, more sustainable, as well as affordable. Aligned with 
those issues, European Commission is collaborating with a number of institutions to conduct a 
research program called SUSFANS which aims to improve EU agri -food sectors. The modelling of 
SHARP diets for European Union (EU) consumers is one of the targets. SHARP stands for the diet 
criteria, namely Sustainable, Healthy, Affordable, Reliable, and Preferable. 
Diet modelling is a decision support tool that helps to determine the optimal diet based on several 
predefined indicators. The alteration of dietary behaviour to either improve health or reduce GHGEs 
is often perceived as unfavourable because they do not to take into account consumers ‘actual 
preferences and the reasons behind their food choices. Thus, it is important to include the 
preference of decision maker (DM) to generate a sensible optimized diet. This would imply that 
somehow we need to recover or elicit preferences of the DM. There is a number of existing methods 
to elicit DMs’ preferences. Therefore, this research aimed to review the existing typical preference 
elicitation methods and identify under which conditions those methods could be applied in SHARP 
diet model. 
Prior to the actual literature review, a preliminary literature review was conducted to build a 
conceptual review framework that provides a step by step guidel ine to review the preference 
elicitation methods. There were two literature search strategies used for this research, namely 
snowball method and systematic search. The main search strategy was the snowball method which 
collected relevant publications from several leading publications. Initially, the preference elicitation 
methods were collected from those publications and classified into two main categories 
(compositional and decompositional) under several sub-categories:  
(i) Compositional: direct rating (i.e. scales, point allocation, SMART, interval SMART); ranking (i.e. 
direct ranking, SMARTER); pairwise comparison (i.e. AHP, MACBETH); swing weighting (i.e. SMARTS); 
and scoring function (i.e. bisection))   
(ii) Decompositional: choice-based (PAPRIKA, BWS, CBCA/DCE); rating-based (RBCA); and learning-
based (i.e. collaborative filtering, PageRank). 
Those methods originate from the major applications, namely multi -criteria decision analysis 
(MCDA) (i.e. compositional methods), conjoint analysis (i.e. PAPRIKA,  BWS, CBCA/DCE, RBCA), and 
machine learning (i.e. collaborative filtering, PageRank). Subsequently, the procedures, main 
components, as well as the advantages and disadvantages of preference elicitation methods were 
identified. The description of each method was accompanied by illustrative examples in diet model-
context to provide a better overview. Based on the systematic search, the trends from 2001 to 2016 
indicated that decompositional methods were more frequently used than compositional methods.  
Those reviewed methods were applicable in SHARP diet model, depending on several conditions. 
The conditions are the type of data collection (interactive or empirical); the SHARP diet criteria 
(limited or all); the aggregation level of the consumer (individual(s) or average-individuals); and 
dealing uncertain data (deterministic or stochastic). In general, MCDA methods could be applied in 
almost similar conditions as conjoint analysis methods, except in terms of dealing with data 
uncertainty. The conditions for machine learning methods mostly differ from both methods. In 
conclusion, there are various methods to elicit preference of DM which vary in several aspects. 
Furthermore, they could be applicable in the development of SHARP diet model. 
 



A Review of Preference Elicitation Methods 5 

 

LIST OF ABBREVIATIONS 
 

AHP 
ACA 

Analytical Hierarchy Process  
Adaptive Conjoint Analysis 

BWS Best worse scaling 

CA Conjoint Analysis 

CBCA Choice-based conjoint analysis 

CF Collaborative Filtering 

CI Consistency Index (in AHP) 

CM Conjoint Measurement 

CO2 Carbon dioxide 

CR Consistency Ratio 

DCE Discrete Choice Experiments 

DM Decision Maker 

EU European Union 

FNS Food and Nutrition Security  

GHGEs Greenhouse Gas Emission 

MACBETH Measuring Attractiveness by a Categorical-Based Evaluation 
Technique  

MAUT Multi-attribute Utility Theory  

MAV multi-attribute valuation 

MAVT Multi-attribute Value Theory  

MCDA Multi-Criteria Decision Analysis 

MFE Meat/Fish/Eggs  

ML 
MP 

Mixed Logit 
Mathematical Programming 

OLS 
PAPRIKA 

Ordinary Least Square 
Potentially All Pairwise Rankings 

RBCA 
RE 

Rating-based conjoint analysis 
Rank Exponent 

ROC Rank of Centroid 

RP 

RR 
RS 

RSs 

Revealed Preference 

Rank Reciprocal 
Rank Sum 

Recommender Systems 
RUT Random Utility Theory 

SHARP Sustainable, Healthy, Affordable, Reliable, and Preferable 

SMART Simple multi-attribute rating technique 

SMARTER SMART exploiting ranks 

SP 
SQ 

TTO 
WLS 

Stated Preference 
Sub-questions 

Time-Trade Off 
Weighted least squares 

 
 



A Review of Preference Elicitation Methods 6 

 

CHAPTER I. INTRODUCTION 
1.1 Background of the research 
 

1.1.1 Food system’s challenges 
Nowadays, the world faces greater challenges in sustaining resources than before. People might be 
aware that food is essential for their health, but the impacts of food production and consumption on 
world’s resources are less well known. It is estimated that the world’s population will increase to 9.2 
billion people in 2050 or around 34 percent higher than today (Freibauer et al., 2011). Nevertheless, 
the available resources (such as water and land) are increasingly limited. Therefore, to sustain the 
resources, the concern of diet is shifting to go further beyond ‘good for health’ to ‘good for the 
planet’ (European Commission, 2015). 
Globally, including in Europe, many of the food production systems are surpassing the 
environmental limit or are almost doing so. For example, nitrogen synthesis exceeds the planetary 
limit by a factor of four, while the phosphorus use has touched its global boundary (European 
Commission, 2015). It was approximated that the current food system contributed to about 25% of 
total greenhouse gas emission (GHGEs) (Sjörs et al., 2016). Thus, reduction in GHGEs emission by 
2050 of 50% globally is required to avoid climate change (Millward and Garnett, 2010). 
The food systems emit GHGEs at all stages of its life cycle, from farming to manufacturing, 
distribution, storage, consumption, and waste disposal. From those steps, it is gradually observed 
that livestock’s contribution to the total food burden is significant, about 18% of GHGEs  (Kingston-
Smith et al., 2010). The whole supply chains of animal-based diets contribute to the highest GHGEs 
production (Millward and Garnett, 2010), it was estimated that the contribution accounts for 13% of 
all European Union’s GHGEs (half the total impact of food) (Guinée et al., 2006). However, there are 
also large variations of GHGEs within the groups of meat and dairy products (Sjörs et al., 2016). For 
example, the carbon dioxide 𝐶𝑂2  emission for one kg of beef is almost 48 kg while for one kg of 
poultry is about 4 kg 𝐶𝑂2 (Sjörs et al., 2016). 
The food system challenges above trigger the need to modify the existing consumption pattern to be 
healthier, more sustainable, as well as affordable. In order to meet the reduction target of GHGEs, 
the changes in animal-based diet are promoted. Even though diets rich in animal sources (i.e. meat 
and dairy) are nutritionally high in protein, calcium, iron, and vitamin B12; the diet that is lower in 
meat intake is believed to promote healthier life by decreasing the risk of obesity, hypertension, and 
cancer as well as lower environmental footprint (European Commission, 2015).  
 

1.1.2 SHARP diets 
Diet itself is defined as ‘food and drink regularly provided or consumed by a person ’ (Merriam-
Webster, 2016). Diet modelling is a decision support tool that helps to determine the opti mal diet  
based on several predefined indicators (Day et al., 2008). Aligned with those issues, European 
Commission is collaborating with a number of institutions to conduct a research program called 
SUSFANS which aims to improve EU agri-food sectors. The modelling of SHARP diets for European 
Union (EU) consumers is one of the targets. SHARP stands for five dimensions, namely Sustainable, 
Healthy, Affordable, Reliable, and Preferable (SUSFANS, 2015). Sustainability implies ‘the use of 
resources at rates that do not exceed the capacity of the Earth to replace them’ (European 
Commission, 2015). Healthy means nutritionally sufficient while affordable refers to food that can 
be afforded by all socioeconomic group, yet still supporting the EU agri-food sector. Reliable 
indicates stability in food supply while preferable suggests consistency with cultural norms and 
preferences (SUSFANS, 2015). The SHARP diets are expected to deliver options for sustainable food 
and nutrition security (FNS) which can be applied across EU. Hence, the food system challenges 
above could be solved.   
According to the previous research on the review of current diet modelling, each dimension of 
SHARP diet has performance indicator(s), except reliability dimension (Faramitha, 2016) as 
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presented in Table 1. The author reasoned that it was because logistical matters might be seemed to 
be not directly related to consumer’s diet. GHGEs is considered as the most representative indicator 
of sustainability because GHGEs were calculated in whole food chains and mainly represented as 
𝐶𝑂2 emissions. The health dimension was evaluated from the nutrient and the energy contents of 
the diets. The indicator for affordability was diet cost, while preferability dimension was indicated by 
the total deviations from current diets, food intake, food inclusion or food exclusion, and number of 
servings. The food intake (usually expressed in gram/day) can be the indicators for health and 
preferability dimensions, but the result indicated that the food intake was commonly used as 
preferability constraint. The limit can be established from the observed food intake or dietary 
guidelines. Consequently, it was expected that the diets might have a high acceptance since the 
suggested food choices were the food that people usually consume (Faramitha, 2016).  

Table 1. SHARP dimensions and indicators (taken from Faramitha (2016)) 

SHARP DIMENSION THE SELECTED PERFORMANCE INDICATOR(S) 

SUSTAINABILITY GHGEs  or mainly 𝐶𝑂2 emission 

HEALTH Nutri tion content, Energy content 

AFFORDABILITY Diet cost 

RELIABILITY - 

PREFERABILITY 
Deviation from current diets, food intake, food group , number 
of servings 

 

1.1.3 Decision makers’ preferences in diet modelling 
Most of the diet modellings found in the literature were focused on nutrition adequacy (Maillot et 
al., 2010) and combination between nutrition adequacy as well as sustainability (Horgan et al., 
2016). Horgan et al. (2016) stated that the alteration of dietary behaviour to either improve health 
or reduce GHGEs is often perceived as unfavourable by the general public, even though there is 
support for the healthy and sustainable diets. The major limitation of many dietary guidelines is that 
they do not to take into individuals food choices and habits which driven by preferences (Horgan et 
al., 2016). Therefore, these theoretical diets cannot be adopted by all individual, since the diet with 
minimum GHGEs might eliminate some favourable food groups, specifically Dairy and 
Meat/Fish/Eggs (MFE) (Perignon et al., 2016) and makes nutrients harder to get (Raffensperger, 
2008).  
In a SHARP diet, this diet modelling might recommend what type of foods or drinks needs to be 
consumed to meet nutrition, affordability, reliability, and preferability requirements by addressing 
the sustainability issues. There are some decisions to be made. Therefore, it is important to include 
the preference of decision maker (DM) to generate a sensible optimized diet. This would imply that 
somehow we need to recover or elicit preferences of the DM. In  an example from Ribal et al. 
(2016), the preference of DM  was depicted by the preference weights. These preference weights 
denote the relative importance of each attribute/ criteria for DM. The interactions of those factors 
and their relative importance for DM might improve the applicability of the resulted diet 
recommendation. There is a number of existing methods to elicit DMs’ preferences which also can 
be useful for the SHARP diet model. Therefore, it is important to review those preference elicitation 
methods.  

Demarcation of the study 
 
There are multiple methods which can be applied to incorporate preferences of individuals to the 
models. These techniques are called as preference elicitation methods. The techniques can be 
completed by following different approaches: (a) by using query interface where individuals are 
requested to express their preferences, or (b) by capturing implicit individuals’ choices and motives, 
as well as employing data/preference mining algorithms (De Amo et al., 2015). 
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Different preferences elicitation methods have been known to generate different results. The 
chosen elicitation method matters because they diverge in the amounts and type of acquired 
information, data collection effort, and method of analysis (Carson and Louviere, 2011). Moreover, 
those preferences elicitation methods are barely used in diet modelling since most models mostly 
focus on minimizing the departure from the observed diet or using equal preference weights in the 
diet model. Due to those factors, it is intriguing to gain knowledge upon the features of different 
preference elicitation methods as shown in Figure 1. Figure 1 below depicts the proces of methods 
selection in which the review of various methods’ attributes plays a great role. Thus, this study is 
valuable to address the gap of knowledge and to enhance the growing research of diet modelling.   
 

 
Figure 1. The process of method selection 

1.2 Problem statement 
Using preference elicitation methods will assist in improving the existing theoretical diet  models by 
accurately modelling the individuals’ preferences. The inclusion of individual preferences into the 
diet modelling is expected to improve predictive capacity and trust of policy makers on model’s 
outcome. This will enable us to assess future scenario based on the forecast of how an individual will 
adapt their diet if certain factor changes in the future. 
There are multiple methods available for such objective. Those methods have been applied widely in 
various disciplines, but not in diet modelling. They might differ in several aspects, such as 
complexity, applicability, data requirements, and results. Moreover, the advantages and 
disadvantages of those approaches are not fully well-known. Thus, it is useful to review the existing 
methods in order to comprehend those different approaches and then be able to use them in diet 
modelling. 

 

1.3 Research objectives 
The objective was to review the existing typical preference elicitation methods and identify under 
which conditions they can be applied in diet modelling. This study will provide more insight into how 
to determine the appropriate preference elicitation methods for SHARP diet modelling. Further, this 
could be supporting knowledge for developing SHARP diet modelling. 

 

1.4 Research questions 
 
Main research question: What are the typical preference elicitation methods used in current 
decision support tools as being reported by scientific literature and under which conditions they can 
be appropriately applied in SHARP diet modelling?    
 
Sub-questions: 
1. What are the steps of those methods? 
2. What are main differences and features of existing preference elicitation methods? 
3. What are the advantages and disadvantages of each method? 
4. What are current trends in preference elicitation methods in decision making-related application? 
5. When can the methods be appropriately applied in diet modelling and under which conditions? 
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1.5 Research approach 
The research approach is depicted in Figure 2. Firstly, a preliminary literature review was conducted 
to comprehend the application, the characteristics, and the classification of preference elicitation 
methods. The following questions were used for the preliminary literature review: 
 
1. How do people make a choice? 
2. What is preference elicitation method? 
3. How are preference elicitation processes conducted? 
4. What are the characteristics of preference elicitation methods? 
5. In which fields the preference elicitation methods are usually applied? 
6. How the preference elicitation methods are usually classified? 
7. What are the main characteristics for each main category? 
8. What are the important parameters for comparing preference elicitation methods?  

 
This information was helpful to build a conceptual review framework because it provided insights on 
which important information that should be obtained related to preference elicitation methods. The 
conceptual review framework was then used as a guideline to conduct the literature review. 
The main method used for literature review was the snowball technique. Initially, a number of 
interesting publications were chosen as leading publications. In order to identify the initial set of 
leading articles, it was important to specify some criteria to ensure the reliability, relevance, and 
accuracy of their contents. These main articles were chosen based on some criteria: (i) they should 
be preferably review papers that provide the state of the art in certain research field; (ii) they should 
be recently published; (iii) highly cited; and (iv) in highly ranked journals in the field of operational 
research and management science/consumer studies/ health.  Then, a set of relevant publications 
from the reference lists and the publications that have cited these leading publications were tracked 
down. Those relevant publications were then used to answer sub-questions (SQ) 1, 2, 3, and 5. 
 
Subsequently, we also identified several keywords from those publications. These keywords were 
used for systematic search using Scopus and Web of Science databases. The systematic search 
assisted in answering SQ 4, which was related to the trends in preference elicitation methods.  

 
The main research question was answered after solving the SQs. The gathered publications provided 
the list of the common preference elicitation methods. The conceptual review framework provided 
the guideline of activities that should be conducted. The methods were then classified according to 
the classification from the preliminary literature review. There were several different classifications 
of the elicitation methods from the review papers. The most representative classification was 
chosen and applied to this research. Additionally, the publications gave an extensive description of 
the preference elicitation methods which included their procedures and features. This present 
research did not elaborate all the methods exhaustively, but it focused on providing a basic 
understanding of the preference elicitation methods with illustrative examples in diet modelling 
context. The methods were compared among each other by summarizing the important parameters 
and main components. From that information, the advantages and disadvantages of preference 
elicitation methods can be derived. The main research question was answered after analysing under 
which conditions the reviewed preference elicitation methods are appropriately used in the SHARP 
diet model. 
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Figure 2. The research approach of this present research 

The subjects of the successive chapters are briefly described as following: 

Chapter 1 proposes and explains the overall research idea by emphasizing the importance of 
incorporating individuals’ preference on diet modelling and choosing appropriate preferences 
elicitation methods for SHARP diet modelling. The research objective, research quest ions, and 
research approach helped are also explained to provide clear direction.  

Chapter 2 provides the general information about preference elicitation methods and diet 
modelling from the preliminary literature review. The obtained information was used to build a 
conceptual review framework. This conceptual review framework works as the guideline and 
contains the activities that should be done during literature review. 
 

Chapter 3 covers the research methodology used for this research. This chapter explains the 
steps of the literature review for snowball method and systematic literature search. This chapter 
includes the identification process of relevant publications, the extraction process of relevant 
data, and the description of data analysis activity. 
 
Chapter 4 presents and discusses the results of the research. The results comprised of the 
classification of the obtained methods, the procedure, and description with examples in diet 
model-context. This chapter also covers the evaluation of advantages and disadvantages of the 
reviewed methods and under which conditions they could be applied in SHARP diet model. 
 
Chapter 5 concludes the overall research results regarded to the research objectives and 
questions stated in Chapter 1. This chapter also discusses several limitations of this research and 
recommendations for the future research.  
 
Chapter 6 contains personal reflections together with the insights and the obstacles of the 
research process.  
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CHAPTER II.PRELIMINARY LITRATURE REVIEW 
 
This chapter presents the information from the preliminary literature review and consists of three 
main sections. The first section focuses on background information about preference elicitation 
methods. This consists of definition, applications, classification, and characteristics of preference 
elicitation methods. Information regarding diet modelling is explained in the second section. The 
third section summarizes the key points of the obtained information in a conceptual review 
framework. A conceptual review framework aims to explain the major issues to be studied, including 
key factors, concepts, or variables and their presumed relationship (Miles and Huberman, 1994). 
This framework provides a guideline to conduct the review of preference elicitation methods.  
 

2.1 Preference Elicitation Methods 
 
The preference elicitation method is related to how people make choice. In order to provide a clear 
explanation, the choice process is discussed briefly. It is followed by elaborated definition of 
preference elicitation methods and their applications. Then, the important parameters and main 
components of preference elicitation methods are also included due to their significance in 
comparing the methods.  
 

2.1.1 Choice behaviour 
People tend to choose certain diet pattern among various available diet alternatives. Thus, diet 
preference is an example of choice behaviour. Human choice behaviour is regarded as “a mental 
process that transforms perceptions of several optional courses of action into a choice. It is 
considered to cover any kind of intuitive, automatic and impulsive choice behaviour as well  as 
conscious-deliberate decision making” (Van De Kaa, 2010). The choice behaviour process can be 
considered as a system that transforms inputs into outputs within an environment (Van De Kaa, 
2010). The inputs of each individual choice process are insights of the individual’s choice context and 
of her/his concurrent needs; the outputs are then the choices. The choice context comprises of the 
environment (the ‘state of the world’) and the ‘state of the organism’ (concurrent moods, needs, 
belief, etc.). 
Figure 3 depicts the framework of human choice behaviour. The goal of choice behaviour process is 
to select one feasible course of action from a set of alternatives that, in that specific context, 
satisfies individual’s concurrent needs. There are four mental functions related to choice behaviour 
process in subject’s minds (Van De Kaa, 2010): 
 i. The framing of the choices and needs by mental perception into some choice alternatives (i.e. 
representations of possible courses of action and their expected outcomes in terms of probabilities 
and attributes) and preferences correlated to the choice subject’s concurrent needs, desires , as well 
as goals  
ii. Judgment involves the assessment of the sizes/characteristics of the expected outcomes 
(attributes and probabilities) and valuation of these probabilities and attributes’ characteristics.  
iii. Evaluation-and-choice includes an evaluation of relevant outcomes from the alternatives and the 
selection of the alternative that meets the criteria. 
iv. Choice behaviour strategy is required to coordinate the process.  

 
Figure 3.Framework  of choice behaviour (Van De Kaa, 2010) 
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2.1.2 Definition of Preference Elicitation Methods 
 
In making choices, economists assume that individuals choose the alternative that delivers them 
with the greatest utility (Ali and Ronaldson, 2012). The utility itself can be defined as “satisfaction” 
(Ali and Ronaldson, 2012), “the quality or state of being useful” (Merriam Webster, 2016), or “the 
value a decision-maker relates to a certain outcome”(Riabacke et al., 2012). In the latter definition, 
preferences are associated with a certain number or value (𝑉(𝑖)) for each alternative 𝑖 by taking all 
criteria into account (Belton and Stewart, 2002). The utility of each choice alternative is not 
observed by researchers, however the choice decisions made by individuals can reveal the 
underlying utility or value they associate with each alternative (Ali and Ronaldson, 2012). Preference 
elicitation methods uncover systematic components that govern people’s evaluations of objects 
(Huber et al., 1993). Thus, the preference elicitation methods are useful in revealing the utilities or 
values of alternatives and the corresponding criteria. 

 
The methods might incorporate graphical, numerical, and verbal expression to help the decision 
makers in revealing their subjective values of competing criteria or alternatives (Riabacke et al., 
2012). Riabacke et al. (2012) explained three types of information that can be derived from user 
input, namely probabilities, utilities, and weights. Probability information is normally elicited from 
domain experts or from learned data, whereas utility is employed to reflect decision-makers' 
individual risk behaviour accurately, and weights reveal the importance of one dimension relative to 
others in terms of scores  (Riabacke et al., 2012). However, they are highly correlated to each other. 
Therefore, those three types of information will be used interchangeably in this study. 

 

2.1.3 Application of Preference Elicitation Methods 
 
Preference is an interdisciplinary topic that can be learned from different perspectives  (Domshlak et 
al., 2011). Hence, preference elicitation methods can be broadly applied to various groups of the 
data analysis. After conducting the preliminary literature review, we decided to focus our study on 
the application of preference elicitation methods related to MCDA, machine learning, and conjoint 
analysis. The selection was due to (i) the preference elicitation methods widely used in those groups 
(ii) the consideration that those three groups originate from different analytical  approaches. MCDA 
mainly uses simple approaches (i.e. multi-attribute value), conjoint analysis utilizes statistical 
analysis, and machine learning is using automatic learning algorithm. 
 
In multi-criteria decision analysis (MCDA), the relative importance of criteria is usually indicated by 
weights, while alternatives are evaluated on the weights of the corresponding criteria (Wang et al., 
2009). According to Wang et al. (2009), MCDA is a decision support approach that is suitable for 
examining complex problems with conflicting objectives and multi-interest problems. These 
methods have been broadly utilized in social, economic, agricultural, industrial, ecological, 
sustainability issues and biological systems (Wang et al., 2009, Cinelli et al., 2014, Ananda and 
Herath, 2009). Many other terms are used to describe MCDA, such as MODM (multi-objective 
decision making), MADM (multi-alternative decision making), and MCDM (multi-criteria decision 
making) (Khalili and Duecker, 2013). According to Riabacke et al. (2012), Multi-attribute Value 
Theory (MAVT) is one the most widely used MCDA methods in practice. Figure 4 describes four main 
stages involved in MCDA: alternatives’ formulation and criteria selection, criteria weighting, 
evaluation, and final treatment and aggregation (Wang et al., 2009). 
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Figure 4.Four stages of multi-criteria decision analysis (MCDA) 

 
Fürnkranz and Hüllermeier (2011) observed that preference learning has been growing in artificial 
intelligence, such as in machine learning. In machine learning, the utility functions are automatically 
learned from given training data (i.e. recommender system) (Domingos, 2012). Preference elicitation 
is also widely applied in market research. Conjoint analysis is a well-known family of techniques 
which are frequently used in market research in order to assess consumer’s pre ference.  

 

2.1.4 Classification of Preference Elicitation Methods 
 
The focus of this section is to present existing categorizations of preference elicitation method. The 
sources were mainly review papers from numerous subjects that extensively applied preference 
elicitation methods, namely health care economics (Thokala et al., 2016, Marsh et al., 2016, Ali and 
Ronaldson, 2012), multi–criteria decision making (Riabacke et al., 2012, Yusop, 2015),artificial 
intelligence and machine learning ((Domshlak et al., 2011, Kotsiantis et al., 2007), environmental 
economics (Whitehead et al., 2008, Alriksson and Öberg, 2008). According to these papers, there are 
two possible categorizations: based on the source of information and cognitive process.  

 
a. Based on the source of information  
 
Preference elicitation methods can be divided into two main categories, namely stated preference 
elicitation methods (SP) and revealed preference methods (RP) (Whitehead et al., 2008, Thokala et 
al., 2016, Ali and Ronaldson, 2012, Alriksson and Öberg, 2008, Marsh  et al., 2016). Both differ in the 
sources of information.  

 
SP elicitation methods ask individuals to reveal their preference for a set of two or more alternatives 
in a hypothetical scenario with different levels of criteria (Ali and Ronaldson, 2012, Whitehead et al., 
2008) or for a set of criteria (Thokala et al., 2016, Marsh et al., 2016). For example, the DM is asked 
to select a diet alternative from a set of prototype diets which have  a varying level of numerous 
criteria. On the contrary, RP methods require the evaluation of actual consumer behaviour 
(observed) in a real-life market setting (Whitehead et al., 2008, Ali and Ronaldson, 2012) . For 
instance, an analysis of actual transactional data to evaluate individual choices of diets in real life 
after the certain policy has been applied over certain time. Two publications (Alriksson and Öberg, 
2008, Ali and Ronaldson, 2012) discovered that revealed preferences are not applicable in a field 
where actual situations, product, or policy do not exist yet. Meanwhile, stated preference methods 
are highly recommended when the product, service, or policy is not currently existing in real life, or 

• Formulation of the alternatives 
and set of selected criteria 

• Normalization of the criteria's 
orginal data 

• Using selection criteria 
methods 

Alternative's 
formulation and 
criteria selection 

• Determination of the criteria's 
relative importance in MCDA 
(subjective and objective 
weights) 

• Using weighting methods 

Criteria weighting 
• Ordering the acceptable 

alternative's ranking 

• If all alternatives' ranking 
orders in different MCDA 
methods are just similar, the 
DM process is ended 

• Using MCDA methods 

Criteria evaluation 

• If the alternatives ranking 
orders are not the same in 
different MCDA methods, the 
ranking results are aggregated 

• Selecting the best scheme 

• Using aggregation methods 

Final treatment and 
aggregation 
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if the aim is to evaluate preferences among currently available alternatives product  (Ali and 
Ronaldson, 2012). 

 
b. Based on the cognitive process  
 
Based on the process of thinking (so-called cognitive process), the preference elicitation methods 
can be categorized into compositional and decompositional methods (Hanisch, 2012, Green and 
Srinivasan, 1978). However, some publications also categorised compositional and decompositional 
approaches under stated preference method (Marsh et al., 2016, Thokala et al., 2016, Alriksson and 
Öberg, 2008). The first two publications investigated complex health care decision involving 
multiple-criteria decision analysis (MCDA), whereas the latter focused on the application of conjoint 
analysis for environmental evaluation. In general, both approaches have opposite pathways. 
Compositional approaches evaluate each criterion’s utility separately and build up the overall utility 
of an alternative (Alriksson and Öberg, 2008). As an illustration, the DM can be asked to give scores 
to each criterion within the diet alternatives (i.e. Direct rating). The best alternative will be the one 
with the highest sum of utility. On the other hand, decompositional approaches examine the overall 
utility of alternatives as a whole, from which utility for criteria are derived (Alriksson and Öberg, 
2008). In the case of weight elicitation, the utility refers to scores and weights (Marsh et al., 2016, 
Thokala et al., 2016). For instance, the decision maker is asked to choose the best diet alternative 
out of the set of diet options, given the performance level of the criteria. This example is referred to 
Discrete Choice Experiments (DCE). Figure 5 below summarizes the definition of compositional 
(orange boxes) and decompositional (green boxes). 

 

Figure 5.The mechanisms of compositional and decompositional methods 

In the context of diet modelling, the motives that play roles affect food choices can be considered as 
criteria. Some motives for food choices can be sensory, availability, price, health, mood, familiarity, 
convenience, ecological, political, region, and naturalness (Honkanen and Frewer, 2009). The 
definition of revealed preference might be overlapping with the decompositional approach since 
observed data also contain the overall value of alternatives which will then be decomposed into 
weight or scores of criteria. 

Some publications even categorized decompositional and compositional under SP approaches, but 
no further information regarding RP approaches found in the literature (Alriksson and Öberg, 2008, 
Marsh et al., 2016, Thokala et al., 2016). Thus, in order to avoid confusion and misconception, we 
prefer to use compositional and decompositional terminologies for the rest of this report because 
they are easier to distinguish and covering the aspect of SP and RP approaches.  

There are various types of preference elicitation methods (i.e. absolute measurement, pairwise 
comparisons, ordinal judgments, rankings, choice) (Aloysius et al., 2006). For this research, the 
decompositional and compositional classification will be adapted from the publication of Marsh et 
al. (2016) as illustrated in Figure 6. The article was selected because it provides a structured 
classification and references to some related journals. In the original classification, the ranking-
based and learning-based sub-categories did not exist. These categories were added to 
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accommodate rating-based conjoint analysis method and machine learning methods respectively. 
The following part displays the sub-categories of compositional and decompositional categories. The 
comprehensive description of the methods within every sub-category is presented in Chapter 3. 
 
Compositional method: eliciting utility (preference) of each criterion, and then deriving the utility of 
alternatives by composing the utility of all criteria.  
Decompositional method: eliciting utility (preference) for each  alternative, then deriving the utility of each 
criterion by decomposing the utility of alternative (Marsh et al., 2016, Alriksson and Öberg, 2008, Huber et al., 

1993, Green and Srinivasan, 1978) 
 
 The compositional methods are divided into five sub-categories: 

a. Ranking is considered as the simplest approach for assigning weights. Principally, the criteria 
are ranked in order from most important to least important (Yusop, 2015). 

b. Direct rating requires the DM to assign points indicating the criteria weights directly. The 
DM is asked, for example, to distribute 100 points among the criteria. The higher point a 
criterion has, the greater its relative importance (i.e. point allocation) (Yusop, 2015). 

c. Pairwise comparison is made by comparing alternatives pairwise on each criterion (Marsh et 
al., 2016). Their “intensity of importance” relative to each other is usually expressed on 
“semantic scale” (Yusop, 2015). The example is Analytical Hierarchy Process (AHP). 

d. Swing weighting uses the “swing” to denote the relative importance of ranges of 
performance on each criterion (Marsh et al., 2016).  

e. Scoring function defines the score that will be credited to all levels of performance along 
with a criterion. It can be generated using bisection approaches. The advantage is that the 
relationship between the performance on a criterion and preference for that performance is 

transparent (Marsh et al., 2016). 

 
The decompositional methods are divided into: 

a. Choice-based is applied respondents make choices from or rank a series of sets of product/ 
diet profiles (Asioli et al., 2016). Some examples are best-worse scaling (BWS) and choice-
based conjoint analysis. 

b. Rating-based used when respondents rate their preference for different product profiles 
(alternatives) (Asioli et al., 2016). An example is rating-based conjoint analysis. 

c. Learning-based refers to machine learning technique which utilizes learning-algorithm 
(Kotsiantis et al., 2007). This sub-category is an additional to the model of Marsh et al. 
(2016). This technique uses a set of training data containing items (e.g., diet alternatives) for 
which preferences are known. The task is to learn a function that predicts preferences for a 
new set of items (i.e. new diet alternatives), or for the same set of items in a different 

context (i.e. the same diet but for a different user) (Domshlak et al., 2011). 

 

Figure 6.The classification of preference elicitation methods (adapted from (Marsh et al., 2016) 

2.1.5 Preference Elicitation Process 
In the following section, we will present a simple flow of  preference elicitation process adapted 
from Nikou et al. (2015). Within the process, there are two major actors: (1) the researcher or 
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analyst (choose and translate the method to a feasible process for respondent, as well as anal yse 
the obtained information); (2) the consumer or respondent (express preferences in the choice 
process). Figure 7 describes preference elicitation process which consists of method selection, data 
collection, and data analysis steps in order to understand the consumers’ preferences. 

 
Figure 7.Preference elicitation process and goal 

Initially, the analyst decides which preference elicitation method to be used based on the 
understanding of the problem, information about respondents, and his/her knowledge of the 
methods. Subsequently, the analyst designs the data collection process to be performed. The data 
collection can be conducted by gathering respondents’ judgements through surveys (i.e. conjoint 
analysis) or collecting transaction database (i.e. machine learning). Afterwards, the collected 
information will be analysed. Based on the analysis, the analyst translates the result and derives a 
conclusion regarding consumers’ preferences.  
Therefore, the chosen preference elicitation method must be well -understood by the analyst. The 
respondent also needs to comprehend how the questionnaire works and what the problem is. In this 
case, the respondent should know that they have to give their preference over some food attributes 
or diet alternatives. If the selected method is too complex and not comprehensible, then the options 
are either to provide additional training or change to an easier method. 
 

2.1.6 Characteristics of Elicitation Methods 
Discovering the suitable methodology to elicit individuals’ preference is an essential step for the 
subsequent success or failure of a diet. Since this study aims to collect the methods and examine 
their capabilities of supporting a diet model, then the characteristics (inherent properties) of the 
methods are important to understand their applicability (Marsh et al., 2016). These characteristics 
consist of two major parts, namely main components and important parameters. These 
characteristics are advantageous to be used to compare the methods.  
 
a. Main components 
Riabacke et al. (2012) stated that the elicitation methods have distinct features which influence their 
applicability in practice. Therefore, those features need to be addressed more explicitly. For that 
reason, Riabacke et al. (2012) categorized the main components of the elicitation into three main 
components as shown below:  
 

(1) Extraction considers how information (weights, probabilities, utilities) is derived through the 
DM’s input. It deals with the type of survey questions (i.e. asking rate from conjoint stimuli, 
ratio-scale from pairwise comparison, etc.) or source of input (i.e. purchase history). Ratio-
scale means that the respondent assigns a certain value on that criterion in comparison to 
another criterion. 

(2) Representation relates to the format of representing the DM’s input so that it could capture 
the retrieved information (i.e. point estimate, semantic estimates, ordinal, etc.). Point 
estimate refers to cardinal values, such as ratio-scale; while semantic indicates categorical 
group, such as “2 means good, 1 means intermediate”.  

(3) Interpretation deals with how to assign meaning to the captured information on the 
evaluation of the alternatives.  The interpretation is divided into two aspects.  

- Utility model: The model corresponds to how the final utility is calculated (i.e. 
weighted additive utility model, additive part-worth utility model) (Nikou et al., 
2015).The additive part-worth utility usually applies to conjoint analysis methods. 
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Part-worth mostly used in the conjoint analysis. This term refers to the estimated 
utility of each criterion after decomposition of utility alternative (Alriksson and 
Öberg, 2008).  

- Procedure : The procedure relates to how they evaluate the obtained data ( i.e. 
statistical analysis, eigenvector calculation, normalized weights, etc.). 

 
b. Important parameters in preference elicitation methods 

There are some important parameters that have been considered important by several authors  
to analyse the appropriateness of the preference elicitation methods (Nikou et al., 2015). The 
parameters were taken from multiples sources which deal with various subjects: consumer 
research (Nikou et al., 2015, Riabacke et al., 2012), health studies (Cleemput et al., 2014, Marsh 
et al., 2016).  The parameters were mainly adapted from Nikou et al. (2015) which compared 
AHP and CA in their study. Out of those criteria from Nikou et al. (2015), one criterion regarding 
the method knowledge is excluded because in most cases respondents are not familiar anyway 
with the methods. Two publications about choosing appropriate MCDA (Cinelli et al., 2014, 
Polatidis et al., 2006) were also helpful to define the parameter and rational for evaluation.  
Table 2 summarizes the description of the important parameters. The extensive description of 
those parameters is provided below. 
 
1. Weights typology  : The weights typology depends on whether they generate scaling 

constant. These constants might represent the rate at which criteria compensate one 
another (Marsh et al., 2016). When the elicitation task takes into account the performance 
of other criteria and requires DM to consider to trade-off changes, then the weights most 
likely to be scaling constants. When the elicitation process includes merely the assessment 
of the importance of each criterion individually, then the weights might not be scaling 
constants (Marsh et al., 2016). This trade-off might increase the level of precision since it 
may represent the true trade-off value from the decision maker (Marsh et al., 2016).  These 
qualifications are best satisfied by the swing weighting and decompositional approaches, 
while direct rating tends to generate more similar weights among criteria (Marsh et al., 
2016). On the contrary, importance coefficients reflect the power of the criterion, being 
independent of other criteria. It is usually expressed with an ordinal meaning (Cinelli et al., 
2014). Thus, the weights typology are distinguished between importance coefficients (no 
compensation rate is collectively considered) and trade-offs (compensation is collectively 
considered) (Cinelli et al., 2014, Marsh et al., 2016).  

2. Treatment of uncertainty:  This parameter relates to the capability of methods in handling 
uncertain, imprecise, or missing information/value (Cinelli et al., 2014, Marsh et al., 2016, 
Riabacke et al., 2012, Nikou et al., 2015). In the diet model, the uncertainty might arise from 
food price for instance. The price of the food might change seasonally and also differ from 
one market to another. Intervals might work to deal with imprecise values (Polatidis et al., 
2006). Additionally, sometimes respondent leave several questions without answers  or 
being indecisive. This might result in missing value issues (Nikou et al., 2015) and  no-choice 
answer (Karniouchina et al., 2009).  

3. Robustness: The method is considered as robust when the addition or deletion of an 
alternative does not affect the classification or ranking of others. For example, the 
occurrence of rank reversal – reversal in the ranking (Cinelli et al., 2014, Marsh et al., 2016). 
Rank reversal is a classical problem in AHP which could be due to the inconsistency of the 
ratio-scale pairwise comparisons (Felli et al., 2008). Nonetheless, more built-in checks for 
consistency might decrease the chance of rank reversal (Cleemput et al., 2014). 

4. Ease of use : The term ‘ease of use’ is coined by (Cinelli et al., 2014). This term covers 
the simplicity of the methods based on users (respondents/ DM) and analyst. In other 
literature, this parameter has different terms, namely ‘the complexity of task’ (Nikou et al., 



A Review of Preference Elicitation Methods 18 

 

2015)  and ‘feasibility’ (Riabacke et al., 2012). The elicitation of decision data from the users 
must be feasible, in terms of the number of required inputs and cognitive load (Riabacke et 
al., 2012). The complexity of task does not merely depend on the number of attributes and 
levels, but also the mental or cognitive effort required by respondents (Nikou et al., 2015). 
The availability of software support to implement the method, manage the information and 
show the results are highly useful in analysing the data and support the analyst (Cinelli et al., 
2014). Moreover, the cognitive load on the DM(s) should also be minimized to eliminate 
biases and errors that have been acknowledged in behavioural research (Riabacke et al., 
2012). Riabacke et al. (2012) pointed out that the selection of appropriate elicitation 
method is a matter of balancing the obtained quality of the elicitation methods with the 
time and cognitive effort burden on DM(s) when eliciting the required information. 
Additionally, the analyst’s effort should also be considered especially for the preparation 
and analyse steps in preference elicitation process.   

5. Sample size : The potential number of respondents needed also has to be considered (Nikou 
et al., 2015). If the analyst aims to define diet for a population, then a representative 
amount of respondents is preferable to increase reliability of the outcome. Some methods 
need a huge number of respondents to generate reliable and generalizable results (i.e. 
conjoint analysis, machine learning) (Nikou et al., 2015). If the sample size is too large, then 
it will be troublesome for the analyst. 

6. Learning dimension : According to Nikou et al. (2015), the structure of the elicitation 
process is important because it influences the possibility of  re-evaluating results if new 
information becomes available (i.e. alternatives or criteria). This parameter depends on the 
design of the preference elicitation method. Hence this parameter is called ‘design’ in Nikou 
et al. (2015). However, that terminology might be too general. Thus, another terminology, 
‘learning dimension’ from Cinelli et al. (2014) was chosen. In the multi-stages method,  more 
steps needs to be repeated in comparison to the single-stage method (Nikou et al., 2015). 
Hence, it is required to re-run the software and obtain an updated result.  

7. The context of use : The familiarity of the domain and context of use are two different 
parameters (Nikou et al., 2015). Nevertheless, familiarity with the domain (i.e. product or 
service) is closely connected to the context of use (i.e. determine users’ needs or screen 
product or service) (Nikou et al., 2015). Therefore, these parameters were merged into one 
under this parameter. To illustrate, in the early stage of new product development, the 
familiarity of product use is not relevant because there is no existing product in the market 
yet. At this stage, the context of preference elicitation method is to determine users’ needs. 
The familiarity with a product might be important in the development stage of a new 
concept of an already existing product where the context is to screen or evaluate product 
and service (Nikou et al., 2015). Thus, the knowledge-level of the consumers and the 
understanding of the context are necessary to be considered. 
 

Table 2.Short description of important parameters of preference elicitation method 
Criterion Description 

Weights typology Signi ficance of the weights  used to ass ign importance levels  to the cri teria  
Treatment of uncertainty Capabi l i ty of handl ing uncerta in, imprecise, and miss ing information 

Robustness Cons is tency of results  after an  addition or deletion of a l ternatives/ cri teria  

Ease of use  Intelligibility of the method, simplicity of the methods based on  the respondent (i .e. DM) 
and analyst perspectives . Avai labi l i ty of software or computer support. 

Sample size Requirement of respondents  to assure rel iabi l i ty 
Learning dimension Poss ibility of re-evaluating results if new information becomes available (e.g. alternatives  

or cri teria) 
Context of use The a im of the preference elicitation used which relates to s tage of product/ service 

development and knowledge-level of respondents 
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2.2 Diet Modelling 
 
Briend et al. (2003) mentioned that mathematical programming (MP) is more efficient and faster to 
deliver the optimal diet compared to a manual approach (i.e. trial and error). Mathematical 
Programming (MP) diet model designates the use of mathematical techniques to formulate and 
optimize diets according to several constraints (Buttriss et al., 2014). Faramitha (2016) reviewed the 
literature and found out that MPs are  the most commonly used approaches. Linear programming is 
an example of the most basic MP. The previous research of Faramitha (2016) determined the basic 
components of MP SHARP diet model.   
 
Decision variables 
Decision variables describe the quantity that would like to be determinedthe as the  outcome of the 
model. In the case of diet model, the decision variables will be the recommended intake of food 
item 𝑖 in adefinite period (i.e. daily or weekly basis). 
Objective function 
The objective function contains the selected criteria to evaluate the feasible solutions. The criteria 
were adapted from optimization aim. In MP diet model, the aim is to create an optimal diet that is 
sustainable, healthy, affordable, reliable, and preferable. Since SHARP diet has five dimensions, it 
means that there will be multiple performance indicators that must be evaluated. Thus, it might 
have a multi-objective function. 
Constraints 
Constraints are the factors that limit the optimization. For example, in a MP diet modelling, an 
optimal diet is expected to provide sufficient nutrients and energy. Thus, the estimated amount of 
nutrients that should be improved or should be limited can be included as constraints.  
A sensible SHARP diet must also consider preferability. To be more precise, diet recommendations 
should be desirable and acceptable for consumer targets. Preferability constraints can be helpful to 
select the preferable foods or limit the food intakes to provide feasible diet recommendations. 
There are several examples of preferability constraints: 1) creating food groups to simplify diet 
model; 2) excluding unpopular foods to create acceptable diets; 3) limiting the optimal weight intake 
of food item 𝑖 to recommend reasonable amount of food. 
Parameters 
The selected SHARP indicators are the bases to define parameters. For instance, a relevant 
parameter for affordability dimension is the price of food item.  
 
To give an illustration of MP diet model, we present an example from a study of  Ribal et al. (2016) 
which aimed to design  20-day lunch menu for school. In this study, they started by picking 20 
starters, 20 main courses, and 7 desserts to provide variety. So, they came up with 2800 lunch 
menus from those combinations. The decision variables are the food items which are divided into a 
starter, main dish, and dessert. The lunch menus were selected by using goal programming (GP) 
models. GP model usually has an objective function that consists of minimizing the undesirable 
positive or negative deviations from several goals based on daily average (i.e. nutrient content, 
budget, calorie content, etc.). The goals can be derived from the parameters. In the objective 
function, each goal has a weight that represents the relative importance of parameter to the 
decision maker. The weights are called preference weights. 
 

2.3 Conceptual Review Framework 
 
Figure 8 is the conceptual review framework of present research which depicts the steps to be 
conducted for this research process. This conceptual review framework combines three main 
activities that should be done to analyse the obtained preference elicitation methods. The three 
main activities are classifying, understanding, and evaluating. The ‘classifying’ activity aimed to 
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identify the obtained preference methods and under which sub-category of decompositional and 
compositional they belonged to. The ‘understanding’ activity consisted of elaborating the 
description of preference elicitation methods with illustrative examples; identifying their main 
components; and capturing the current trends in their applications. Afterwards, the ‘evaluating’ 
activity was carried out to analyse the advantages and disadvantages of the methods and when the 
methods could be appropriately applied in SHARP diet model.   
 

 
 
Figure 8.Conceptual review framework for this present research 
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CHAPTER III.RESEARCH METHODOLOGY 
 
This present research conducted a literature review to identify the typical existing preference 
elicitation methods and to evaluate when those methods could be appropriately applied in SHARP 
diet model. There are three key phases that were presented in this chapter: 3.1) identification of 
relevant research literature; 3.2) data extraction; and 3.3) data analysis.   
 

3.1 Identification of relevant research literature 
Firstly, the publications were collected by using two search strategies: snowball method and 
systematic search. Initially, snowball techniques found the relevant articles from the leading articles. 
From those articles, we could find the keywords that are useful for defining search terms in 
systematic search methods. 
 

3.1.1 Literature search strategies 
 
SNOWBALL METHOD 
This is used to identify numerous relevant publications based on several leading publications. The 
process of snowball method is illustrated in the following Figure 9. There are three main steps: (i) 
identification of leading articles; (ii) tracking relevant articles (reference tracking and cited-by); and 
(iii) screening the title, abstract, and keywords. The steps are  explained below: 

 
Figure 9.Snowball method process used in present research 

Step 1: Identification of leading publications 
The first step is identifying the leading articles. In order to identify the initial set of the leading 
publications, it is important to specify some criteria to ensure the reliability, relevance, and accuracy 
of their contents. The criteria are different to the ones already mentioned. These leading 
publications should be able to capture representative state-of the-art methods of preference 
elicitation methods in order to provide the foundation for the review. Thus, the leading publications 
were chosen based on the following criteria: 
1. The publications were preferably review papers which provide an overview of cutting-edge 

information about preference elicitation methods 
2. The publications should be recently published (within 5 years)  
3. The publications should be highly cited 
4. The publications were published in highly ranked journals in the field of operational 

research, expert, and management science/consumer studies/ health  
 
The publications which were considered as leading publications are presented in Table 3. They 
represented three application groups, namely MCDA, conjoint analysis, and machine learning. The 
leading publications for machine learning concentrated on two main methods, collaborative filtering 
and PageRank. Both methods were selected among the abundant amount of machine learning 
methods in accordance with supervisors’ suggestions. These methods are widely utilized (Elahi et al., 
2016, Franceschet, 2011) and relatively quite easy to comprehend compared to other machine 
learning techniques (i.e. Amazon, Google search).  
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Table 3.List of leading publications 

Authors Title Content 
Multi-Criteria Decision Making  

Marsh et al., 2016 Multiple Criteria Decision Analysis for 
Health Care Decision Making—An 
Introduction: Report 2 of the ISPOR MCDA 
Emerging Good 

A structured review of compositional and 
decompositional elicitation methods  

Riabacke et al., 2012 State-of-the-art prescriptive criteria 
weight elicitation 

A comprehensive review of weight elicitation methods 
and their classification 

Artificial Intelligence, machine learning, and recommender system 

Elahi et al., 2016 A survey of active learning in collaborative 
filtering recommender systems 

A short summary of different recommender system 
methods and collaborative filtering. 

Franceschet, 2011 PageRank: Standing on the shoulders of 
Giants 

A summary of PageRank development with clear example 

Conjoint analysis 

Asioli et al., 2016 Comparison of rating-based and choice-
based conjoint analysis models. A case 

study based on preferences for iced 
coffee in Norway 

Comparison between choice-based and ratings-based 
conjoint analysis with decent reference list and practical 

examples 

 
Step 2: Reference tracking and cited-by tracking 
After obtaining the leading publications, the snowball technique was carried out to collect more 
relevant publications. In the backward procedure, the reference tracking method was used. This was 
done by screening the references from the leading publications to obtain earlier relevant 
publications. The collected results are compiled to the list of publications in Appendix II. In order to 
check their relevance, the abstract and keywords were screened via Scopus and Web of Science. 
Scopus and Web of Science were selected as the database because they provide literature from a 
broad subject area. The tracked publications were mainly the ones being referred by leading 
publications as sources for certain methods. 
The ‘cited-by’ tracking (forward procedure) aimed to find more recent publications for the review as 
depicted in Figure 9. Since articles of  Riabacke et al. (2012) and Franceschet (2011) were not very 
recent, we also used the ‘cited-by tracking method to identify more recent articles. However, we 
could not find a more recent review paper. There was one review paper found, but it reviewed 
MCDA methods only. While for Franceschet (2011), the other publications were too technical and 
hard to understand. Hence, we still based on Riabacke et al. (2012) and Franceschet (2011). 
Several criteria are specified to find relevant publications from a number of search results while 
conducting literature research, they were: (1) limited to book, scientific journals, review paper, 
conference proceeding, report, and trustworthy websites (government or international organization 
website); (2) written in English; (3) published between 2001 – 2016; (4) related to operational 
research, expert systems, and management science/consumer studies/ health. Publications which 
were not related to preference elicitation methods were excluded. 
 
SYSTEMATIC SEARCH 
A systematic search was an additional search strategy to observe the current trends of preference 
elicitation method. Generally, systematic search consists of four steps: (i) identifying the key 
concepts, (ii) formulating search terms, (iii) mixing and matching the search terms and apply those to 
database tools to find the article results 
 
Step 1: Identifying the key concepts and keywords 
Initially, we listed the keywords from each identified publication from snowball method and group 
the similar keywords into key concepts. They were two key concepts, namely elicitation (the type of 
information that can be derived from preference elicitation) and application (group applications).  
The selected keywords in terms of elicitation were preference elicitation method, weight elicitation, 
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and utility elicitation. Meanwhile, the other group of keywords consisted of the group applications: 
multi criteria decision, machine learning, and conjoint analysis .   
 
Table 4.List of key concepts and search terms 

Key concepts  El ici tation Appl ication 

Search terms Preference el ici tation  Conjoint analys is  

Uti l i ty el ici tation Machine learning 
Weight? el ici tation Multi  cri teria  decis ion 

 
Step 2: Formulating search terms 
For each key concept, we used the keywords as search terms as shown in Table 4. Wildcards symbols 
such as an asterisk (*) and question mark (?) used to optimize the search result and to make the 
search terms more efficient. The use of question mark (?) is proposed for only one letter change. For 
instance, by using search term weight?, the database could find the article that contains the word of 
‘weight’ or ‘weights'.  
 
Step 3: Combining search terms and applying database tools 
The search terms were joined and matched by using a Boolean operator such as ‘AND’ and ‘OR,' 
then the search term combinations were applied to selected databases to check its effectiveness in 
giving relevant literature results. When the number of search results was unrealistic, trial and error 
step was carried out in defining the most suitable search term combination by adjusting the  
combination formulation, using more or less specific terms. After that, the inclusion and exclusion 
criteria were applied in databases to limit the number of relevant publications. The applied 
screening criteria were:  
(1) The publications should be published within 2001 to 2016 
(2) The publications were written in English 
(3) The publications include a journal article, review paper, and conference paper 
 
Eventually, title, abstract, and keywords of each search result were screened to identify the final 
relevant publications. The publications should provide real case application of preference elicitation 
methods. Table 5 indicates the process of refining search terms for Scopus and Web of Science 
databases. The results showed a tremendous decrease in the number of publications after adjusting 
the search terms. 
 
Table 5.Search term combinations in Scopus 

  Number of results 

No Activities Search term combination SCOPUS Web of Science 

1 Combination of all 
search terms 

TITLE-ABS-KEY ( "preference elicitation"  OR  "weight? 
elicitation"  OR  "utility elicitation"  OR  "machine 
learning"  OR  "multi criteria decision"  OR  "conjoint 
analysis" )  

84,932 31,157 

2 Adjusting the 
combinations and 
reducing the search 
terms 

TITLE-ABS-KEY ( "preference elicitation"  OR  "weight? 
elicitation"  OR  "utility elicitation" )  AND  TITLE-ABS-
KEY ( "multi criteria decision making"  OR  "conjoint 
analysis"  OR  "machine learning" )  

74 55 

3 Applying exclusion 
&inclusion criteria  
 

(same as above, but in refined results: specified some 
criteria) Limit to: published year (2001-2016), languages 
(English), source type/ document type (article, review & 
conference paper)  
 

72 52 

4 Screening the title, 
abstract, and keywords  
 

 53 39 
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The screening step focused on title, abstract and keywords that should relate to preference 
elicitation method (i.e. the name of methods, the name of categories, etc.). The collected 
publications from Scopus and Web of Science were combined, and the similar publications were 
considered only once. Within one literature, there might be more than one preference elicitation 
used particularly when the objective was to compare some methods. The publications originated 
from various fields of applications, including health economic, business/ marketing, and computer/ 
mathematics. 
 

3.2 Data extraction 
The objective of data extraction activity was to obtain the important information from relevant 
publications in relation to preference elicitation methods. Literature review questions were useful to 
guide the selection of appropriate essential information for each publication. The questions were 
adapted from conceptual review framework in the previous Chapter 2. Table 6 below presents the 
list of questions and which sub-question (SQ) they tried to answer.  
 
Table 6.List of literature review questions 

 

3.3 Data analysis 
This section emphasizes on how the analysis process was carried out for each result section in 
Chapter 4.  
 
Classification of the obtained preference elicitation methods 
The collected preference elicitation methods from the publications of snowball method were 
analysed by using questions 1-4. The goal was to understand the procedure of the methods (SQ 1). 
After the procedure was known, the methods were classified into either compositional or 
decompositional category and also under a sub-category. The definition of those categories and sub-
categories could be found in Section 2.1.4. The results were compiled in a table consisting of the 

No Questions 

1 What was/were the aim(s) of the research? 

2 What type of preference elicitation method(s) was/were discussed?  

3 What was/were the underlying mechanism(s) of the method(s)? (SQ1: steps of each method) 

4 Which category does each method belong to? (SQ4 : trends of preference elicitation methods) 

5 How to apply this in diet model? (description with illustrative examples) (SQ1: steps of the method) 

 The main components (SQ2: Features/ main differences of preference elicitation methods) 

5 Extraction How is information derived from decision maker’s input? 

6 Representation How do (es) the decision maker(s) represent the decision maker’s input? 

7 Interpretation How does the analyst interpret the data? 

 Important parameters (SQ3: Advantages and disadvantages of each method) 

8 Weights typology Does the weight reflect trade-off? 

9 Uncertainty treatment Can this manage uncertain and imprecise information? 
10 Robustness Is the result dependent on the addition or deletion of alternatives or criteria?  

Does it have an internal consistency check? 

11 Ease of use  Can the decision maker comprehend the method? 
Does it require high cognitive effort from decision maker? 
Does it require high cognitive effort from an analyst? 

  Is there software to support the calculation? 

12 Sample size How many respondents are needed to represent the population? 
13 Learning dimension Is re-evaluation possible without running it individually? 

14 Context of use At which stage of development the methods are usually used? 

 Conditions of application (SQ5: When the methods can be used for SHARP diet model?) 
15 SHARP criteria How many SHARP criteria are considered? 

16 Type of data collection An interactive or empirical approach is used for data collection? 

17 Aggregation level of 
consumer  

Is the optimization unit based on individual(s) or average-individual(s)? 

18 Dealing with uncertain data How do the methods deal with uncertain data, deterministic or stochastic? 
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category, the sub-category, the name of the method, brief summary procedure, and the source of 
publications.  
 
Trends in preference elicitation methods 
The relevant publications from systematic search were read to determine what  preference 
elicitation method they applied and in which category they belonged to (question 4 in Table 6). In an 
Excel table, the methods were ordered based on the publication year and recorded as either 
compositional or decompositional. The total number of their implementation in literature was 
counted for each year and accumulated over the years (2001-2016) to capture a trend. A line chart 
was created to display the trend of compositional and decompositional methods’ implementation 
over time (from 2001 to 2016). Additionally, the methods were also organised based on the group of 
applications: conjoint analysis, machine learning, or MCDA. The data was recorded in an Excel table 
and exported to a pie chat.  The result (in %) indicated the mostly used group of applications from 
2001-2016.  
 
Description of the preference elicitation methods  
To provide a better overview regarding the methods, we provided illustrative examples for all 
obtained methods in diet model context. These examples were adapted from the cases in relevant 
publications. The SHARP diet criteria to be incorporated into the examples were chosen based on 
Table 1.  For decompositional methods, the criteria levels were also determined. The examples were 
presented as step-by-step procedure and complemented with a brief theoretical introduction. This 
was a complementary to answer SQ 1.  
 
Main components of the methods 
In order to understand the features or main differences of each method (SQ 2), the methods were 
evaluated according to question 5-7 in Table 6. The definition of each main component was 
elaborated in Section 2.1.6 Characteristics of Elicitation Methods. We used the articles of Nikou et al. 
(2015), Marsh et al. (2016) and Riabacke et al. (2012) as guidelines to define the main components 
of the methods. They provided tables containing the main components of several preference 
elicitation methods. When the method was not on the list, we used the step-by-step procedure as a 
benchmark to derive the main components of the method. The results were then presented in a 
table comprising of the methods and the main components (i.e. extraction, representation, and 
interpretation). 
 
Advantages and disadvantages of the methods 
To comprehend the advantages and disadvantages of each method (SQ 3), we had to evaluate the 
important parameters based on questions 8 to 14 in Table 6.Table 7 below provides the guideline. As 
the advantage and disadvantage were not relevant issues in context use, it was not included in the 
rational for evaluation. 
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Table 7.Rational evaluation of important parameters (adapted from Polatidis et al. (2006) and Nikou et al. (2015)) 

Criterion Rational for evaluation 

Advantage Disadvantage 
Weights typology Weights reflect only the importance coefficients, 

so compensation is  not indicated.  
Weights  refl ect the trade-offs  which 
indicate compensation and equal  
proportion. 

Uncertainty 
treatment 

Uncerta in and imprecise information cannot be 
managed.  

Uncerta in and imprecise information can 
be managed. There i s  an assessment to 

perform consis tency check (i .e. test and  
retest) 

Robustness Results are dependent on addition or deletion of 

a l ternatives / cri teria  (i .e . rank reversal). No 
assessment to perform an internal  cons is tency 

check. 

Results  are independent of new 

a l ternatives/ cri teria or deletion of existing 
ones . There i s  a  constant internal  

cons is tency check. 
Ease of use  The method is perceived as a  black-box from the 

decision make, it is highly demanding in terms of 

cognitive efforts for the decision maker, and i t 
requires a  great effort for analysts  to prepare 

and analyse. 

Intel l igibi l i ty of the method(s ) i s  very 
s imple, the decision maker and analysts  

are comfortable with the preferences  
el ici tation process  

 Limited ava i labi l i ty of software and poor 
graphica l  representation 

software ava i lable and wide range of 
graphica l  potentia ls  that improves  the 
communication with s takeholders  

Sample size A large sample size of respondents to represent 
population 

A smal l  sample s ize of respondents  to 
represent population 

Learning dimension No re-evaluation is possible and new software 
runs  need to be performed and independently 

compared with the previous  ones  

Assessments  can be run with new 
a l ternatives and compared simultaneous ly 

 
When the methods can be applied in diet modelling 
To understand under which conditions the methods can be applied in SHARP diet modelling (RQ 5) , 
the methods were evaluated according to four conditions which were adapted from Faramitha 
(2016). The list of questions was presented in Table 6 (question 15 -18), but the extensive 
explanation is provided below. 

- The identification of indicators for SHARP diet 
The identification of indicators for SHARP diet is a crucial initial step because each SHARP dimension 
might be represented by multiple indicators (so-called criteria). For example, the sustainability 
dimension can be indicated by GHGEs emission, water use, waste production, and land use. Most of 
the time, the analyst would choose the most representative indicator (criteria) for every dimension. 
The main concern is that the more criteria to be considered, the more cognitive burden is imposed 
to respondents. So, the goal was to know which method(s) was (were) suitable when the all of the 
SHARP criteria were going to be considered and when only some of them were considered. 
 
-The type of data collection 
According to the method of collecting data, the elicitation can be categorized into two main 
approaches, namely interactive and non-interactive approaches (Chankong and Haimes, 2008). An 
interactive approach implies that there is an active progressive interaction between the DM and 
analyst in several stages. So, it demands a high involvement of DM. Meanwhile, a non-interactive is 
related to an empirical approach which involves a data set of observations to recover the 
preferences of DMs. The empirical approach requires abundant of data. Hence, the objective was to 
know which method(s) was (were) suitable for interactive and empirical approaches. 
 
-The aggregation level of consumer  
The analyst needs to specify the optimization units that characterize the respective consumer 
group(s). It will relate to the group aggregation level. The main question would be whether the MP 
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diet modelling should optimize a recommended diet solution for based on the preference of 
average-individuals within the consumer group or only preference of an individual (or several 
individuals) which represent(s) the target consumer. For the average-individuals approach, the 
outcome is obtained from the preference of the dietary data of individuals within the target group. 
For the latter approach, the MP diet model only optimizes a diet recommendation for an individual 
(or some individuals) as the reference. For a huge number of people, an interactive method might be 
burdensome to apply since it requires the high involvement of DM. It will be easier to use an 
interactive method for an individual (or some individuals) to get more comprehensive and reliable 
information. Thus, the question is which method(s) was (were) more applicable for average-
individuals  and which method(s) was (were) for the indvidual(s). 
 
-Dealing with uncertain data 
The concern might arise when collecting input for criteria due to the data uncertainty. For example, 
the price of food might differ depending on where the food is sold. The analyst should decide 
whether the variation will be taken into account or not because some target groups might be price 
sensitive. So, it might affect their preference towards certain diet. In addition, there are numerous 
types of uncertainty that can be observed, such as GHGE data. The analyst could hardly find GHGE 
data for all food or drink items. Thus, an estimation should sometimes be made. According to 
Faramitha (2016), there are two main approaches in dealing with that issues, deterministic (no 
uncertainty is considered) or stochastics (uncertainty is considered) approach. In deterministic 
approach, there are a few strategies that could be used: referring to the most important wholesaler 
(Ribal et al., 2016) or food price database such as from USDA (Metzgar et al., 2011). For stochastic 
approach, the price can be estimated through deflating the present food prices with Consumer Price 
Index (CPI) (Håkansson, 2015). In order to cope with that, the preference elicitation methods can 
have various strategies. One of them is by introducing an interval or a category scale to 
accommodate a range of values. Thus, the goal was to understand which methods that used 
deterministic and stochastic approach respectively.  
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CHAPTER IV.RESULTS 
 
This chapter presents the outcomes of the literature review. This section is started with presenting 
the identified publications. Then, it is followed by the classification of reviewed methods, the current 
trends in preference elicitation methods, the description of the methods, their main components, 
advantages and disadvantages, as well as   under which conditions the methods can be applied in 
SHARP diet model.  
 

4.1 Identified relevant publications  
Table 8 presents the results of identified publications for both snowball method and systematic 
literature review. From the snowball method, there were 42 relevant publications selected from 5 
leading publications. The list of publications is summarized in Appendix II. During the screening, a 
number of publications were excluded because they provided the same contents , so they did not 
add additional information.  For example, most of the tracked publications from Asioli et al. (2016) 
delivered the similar contents about choice-based and rating-based conjoint analysis. Thus, in order 
to prevent redundant information on conjoint analysis itself, only several recent articles were 
thoroughly reviewed.  
From the systematic search, there were 58 relevant publications found.  A lot of publications were 
eliminated because they were duplicates (22 papers). The list of publications for systematic search 
can be accessed in Appendix I. About 12 publications were excluded after skim reading because they 
did not provide an application of the method in a real case situation.  The publications that merely 
discussed the advantages and disadvantages of the methods were not included for systematic 
search but were kept for analysis, such as (Louviere et al., 2010) and Lloyd (2003). The article of 
Louviere focused on the theoretical comparison between the DCE and Conjoint Analysis, while Lloyd 
(2003) revealed the consequences of using different preference elicitation methods.  
 
Table 8.The results of snowball method and systematic literature research 

 Snowball method  Systematic search 

 Reference tracking Ci ted-by SCOPUS Web of Science 

1. Screening the title, abstract, 
and keywords 

40 2 53 39 

2. Combining all publications 
(eliminating duplicate records) 

40 2 70 

3. Skim-reading the full text 
publications  

42 58 

 

4.2 Classification of obtained preference elicitation methods 
 
As mentioned in Section 2.1.4, there are two main categories of preference elicitation methods, 
namely compositional and decompositional. There are 5 sub-categories under compositional 
category (direct rating, ranking, pairwise comparison, SWING weighting, scoring function ), and 3 
sub-groups under decompositional group (rating-based, choice-based, and learning based). These 
sub-categories represent how the elicitation processes are conducted. Table 9 and 10 present the 
classification of reviewed methods together with their procedures and source of publications.  
In total, there are 9 methods under compositional group and 6 methods under decompositional 
group. If the method evaluates criteria first, then it belongs to the compositional group. According to 
the definition of compositional and decompositional  (Section 2.1.4), if the method evaluates the 
utility of alternative(s) first, then it belongs to the decompositional group. Based on the observation, 
there could be several variations of the method under a sub-category. In a compositional category, 
the direct rating has the most variations of the method under its sub-category. The variations 
include assigning rate directly (i.e. scales), distributing points among criteria (point allocation), 
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combining ranking and rating methods (i.e. SMART), and using interval value (i.e. interval SMART). In 
several sub-categories, there is only one method found (i.e. SWING weighting and scoring function).  
 
Table 9.The classification of compositional method 

 
Based on the reviewed methods within the decompositional category, the sub-category of choice-
based has more variations than others. They vary on choosing only the best alternative (CBCA), the 
best and the worst (BWS), and the best alternative if only two criteria are given (PAPRIKA). The 
variations might aim to minimize cognitive burden imposed on the DM. For examples, comparing 
alternatives which differ on two criteria might be easier than which differ on multiple criteria.   
To sum up, the methods can be classified into the either decompositional (direct rating, ranking, 
pairwise comparison, SWING weighting) and compositional (choice-based, rating-based, or learning-
based). There could be several variations of the method under one sub-category. The modifications 
might be simple, but it might have an influence on the cognitive process of the DM.  
 
 
 
 
 
 
 
 
 
 
 

Compositional 

Group Method Brief summary of procedure Sources 

Direct rating Scales Rate each criterion on 0-100 scale or 1 -5 scale, 
etc. 

Riabacke et al., 2012;  Goetghebeur et al., 
2012; Bottomley and Doyle, 2001; Hein et 
al., 2008 ; Pöyhönen and Hämäläinen, 2001 

 Point Allocation Distribute 100 points among criteria  Riabacke et al., 2012;  Kroese et al., 2010;  
Bottomley and Doyle, 2001; Pöyhönen and 
Hämäläinen, 2001 

 Simple Multi-Attribute 
Rating Technique (SMART) 

Rank the criteria and assign the least important 
criterion by 10 points. Rate the remaining 
criteria relative to the least important one. 

Riabacke et al., 2012; Pöyhönen and 
Hämäläinen, 2001 

 Interval SMART Rate the reference criterion with a fixed point, 
and then provide interval values to indicate 
other criteria relative to the reference criterion. 

Mustajoki et al., 2005;  Riabacke et al., 2012 

Ranking Direct ranking Ordinal statements of criteria importance (rank 
the criteria from most important to the least 
one. 

Marsh et al., 2016;  Cleemput et al., 2014; 
Danielson and Ekenberg, 2016 

 SMART Exploiting Ranks 
(SMARTER) 

Rank the criteria and then convert such rankings 
to numerical weights. 

Riabacke et al., 2012; Pöyhönen and 
Hämäläinen, 2001 

Pairwise comparison Analytic Hierarchy Process 
(AHP) 

Compare the each criterion in pairs  based their 
relative importance towards each other by using 
1-9 ratio scale. 

Marsh et al., 2016;  Cleemput et al., 2014;  
Nikou et al., 2015;   Dolan et al., 2005;  
Pöyhönen and Hämäläinen, 2001 

 Measuring Attractiveness 
by a Categorical-Based 
Evaluation Technique 
(MACBETH) 

Compare the each criterion in pairs based their 
relative importance towards each other by using 
semantic categories. 

Marsh et al., 2016;  Oliviera et al., 2012;  
Pinhero et al., 2008;  e Costa et al., 2012 

SWING weighting SMART Swing (SMARTS) Rank the criteria and consider them at the worst 
level. Swing each criterion from the worst to the 
best level and assign 100 to the most important 
criterion. Rate the other criteria relative to the 
most important criterion. 

Marsh et al., 2016;  European Medicines 
Agency, 2011;  Felli et al., 2009; Pöyhönen 
and Hämäläinen, 2001 

Scoring function Bisection Define the importance of a criterion using the 
value function (0-100) by identifying the mid-
point. 

Marsh et al., 2016;  Tervonen, 2015; Belton 
and Stewart, 2001 
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Table 10. The classification of decompositional methods 

Decompositional 

Group Method Brief summary of procedure Source 

Choice-based PAPRIKA Choose one alternative, given the 
performance of each on two criteria. 

Marsh et al., 2016; Hansen et al., 2012; Golan & Hansen, 
2012; Johnson et al., 2014; French et al., 2015; Cleemput 
et al., 2014 

 Best worst scaling (BWS) Choose the best and the worst 
alternatives/criterion's levels from 
three or more choices 

Marsh et al., 2016; Cleemput et al., 2014; Al Janabi et al., 
2011; Swancutt et al., 2008 

 Choice-based Conjoint 
Analysis (CBCA)/ Discrete 
Choice Experiment (DCE) 

Choose one alternative, given the 
performance of each on all the criteria  

Marsh et al., 2016; Asioli et al., 2013; Almli et al., 2015; 
Wezemeel et al., 2014; Saito, 2012; Karniouchina et al., 
2008; Baltussen et al., 2007; Marsh et al., 2012; 
Defechereux et al., 2012 

Rating-based Rating-based conjoint 
analysis (RBCA) 

Rate the alternatives, given the 
performance of each on all the criteria. 

Marsh et al., 2016; Asioli et al., 2013; Almli et al., 2015; 
Gracia and de-Magistris, 2013; Annunziata & Vecchio, 
2012; Karniouchina et al., 2008 

Learning-based Collaborative filtering Recommend items which are highly 
rated by similar users. Users are similar 
if they co-rate the items similarly. 

Elahi et al., 2016; Koren & Bell, 2011; Desrosiers & Karypis, 
2011; Adomavicius & Tuzhilin, 2006 

 PageRank Rank the alternatives according to their 
importance derived from buying 
frequency of each alternative 

Franceshet, 2011; Grover, 2012 

 

4.3 Trends in preference elicitation methods 
Figure 10 presents trends in preference elicitation methods in the literature based on systematic 
search. It could be seen that the usage of decompositional methods in literature dominated 
compositional methods from 2001 to 2016. Decompositional methods could be more attractive 
because they are usually based on real purchase behaviour or at least trying to mimic the actual 
choice behaviour of respondents by assessing the whole product profiles (i.e. conjoint analysis). This 
might decrease the bias and increase the validity of the outcome.  
 
 

 
Figure 10.The trends of preference elicitation methods  

Figure 11 illustrates the recapitulation of preference elicitation methods based on group of 
applications. The most frequently used is conjoint analysis methods with 65% (i.e. DCE/CBCA, RBCA, 
BWS, ACA), followed by machine learning methods (i.e. collaborative filtering, recommender system, 
etc.), and MCDA (i.e. AHP, direct rating). Conjoint analysis approaches might be popular because 
they could mimic the actual behaviour of consumer yet not require too large data set as machine 
learning methods. The analysis of data is also relatively simpler compared to machine learning 
techniques because the supporting software is readily available. For machine learning technique, the 
analyst might need to create a specific algorithm that is appropriate for this diet case. 
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Figure 11.Recapitulation of preference elicitation method from systematic search  

Several methods were observed in systematic search, but not captured in reviewed methods, such 
as Time Trade-Off (TTO) and Adaptive Conjoint Analysis (ACA). TTO is usually used in health 
economic. TTO is often applied to value health states by asking the individuals to trade-off years of 
perfect health (TTO) (Ali and Ronaldson, 2012). This method resembles bisection method in terms of 
eliciting trade off. The difference is TTO requires respondents to define how many years in a healthy 
state would be equivalent to x years in a poorer state of health. The utility or value for each 
outcome will be calculated from the comparison of those time units. Since this method evaluates 
alternative(s), they might be categorized as decompositional method. 
ACA is an extension of CBCA. The aim is to provide more engaging elicitation process than 
conventional CBCA and improve the prediction of actual preferences (Cunningham et al., 2010). This 
method is more appropriate for larger of amount criteria than CBC. Since ACA could capture more 
comprehensive data than the traditional CBCA, the outcome is more stable and might need smaller 
sample size. Yet, it also takes more time to finish the task compared to CBCA (Cunningham et al., 
2010). ACA is also considered as decompositional method. 
In sum, there were two main findings from systematic search. Firstly, decompositional methods 
dominated compositional method in terms of frequency of application based on systematic search. 
Secondly, the conjoint analysis methods were the most frequently used in comparison to machine 
learning and MCDA. 
 

4.4 Description of preference elicitation methods  
This section provides a brief explanation of obtained methods, accompanied with illustrative diet-
related examples. The possible criteria for the illustrative examples must be determined. The factors 
were adapted from the elements and indicators of SHARP diet found by Faramitha (2016). Table 11 
presents the basic criteria of each SHARP dimension, their corresponding indicators as well as a 
range of value. This information will be integrated and adjusted for the illustrative examples for each 
method. This section is divided into two main parts, namely description for compositional and 
decompositional methods.  
 
Table 11. The indicators of SHARP diet criteria for illustrative examples 

Dimension Sustainability Health Affordability Preferability 
Criteria Environment Health Cost Food intake 

Performance 
Indicator 

Reduction of GHGEs  
emiss ion 

Ful fi lment of nutri tional  
requirement 

Food price  Food intake l imit 

Units % % euros  gram/day 
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 Compositional methods 

Direct rating  
With the direct rating technique, the DM assigns a score to denote the importance of each criterion.  
 
-  Scales 

Scales indicate the importance of alternatives on each criterion on a scale (Marsh et al., 2016). One 
of the scales that can be used is Visual Analogue Scale (VAS). There are numerous variations of this 
approach (i.e. the length of the line, labels for the ends of the line, presence or absence of scale 
marks on the line, and presence or absence of numbers on the scale marks (Torrance et al., 2001). 
Otherwise, the analyst can simply ask to give rate based on a particular scale (i.e. 0 to 5) (Bottomley 
et al., 2000). This method allows the decision maker to alter the importance of one criterion without 
adjusting the weight of another. Thus, the respondents do not have to make trade -off among criteria 
(Yusop, 2015). This method generally has a tendency to generate similar weights among criteria 
(Marsh et al., 2016) because the respondents are reluctant to use extreme scale (Torrance et al., 
2001). This behaviour is known as end aversion and affecting the final scores (Torrance et al., 2001). 
 
The best alternative is the one with the highest multi attribute value (MAV). The utility model used is 
a weighted additive (Equation 1). Each alternative 𝑖 is measured on 𝑀 (number of criteria) , the 
person gives ratings of the importance of criteria (𝑗) and values of 𝑥𝑖𝑗 for j-th criteria of the i-th 
alternative (Bottomley et al., 2000). 

𝑀𝐴𝑉𝑖 = ∑ 𝑤𝑗

𝑀

𝑗=1

𝑥𝑖𝑗                          ∀  𝑖 ∈ {1, … , 𝑛} (1) 

where, 𝑤𝑗 = weights of criteria 𝑗; 𝑥𝑖𝑗= values for j-th criteria of the i-th alternative; 𝑀𝐴𝑉𝑖  = total  multi-
attribute value of alternative 𝑖 

 
Example 
The example given is using a 5-point scale, with 1 representing the least and 5 the most important 
criteria. 
(1) The respondents are asked to rate criteria on a scale of 1 to 5 (considered as weights). Table 12 

provides the example of results and calculation. 
 
Table 12.The example of scales calculation 

 
(2) The weights are then normalized to sum to one as depicted in Table 12 and useful to calculate 

the MAV for the alternative 𝑖. 
𝑀𝐴𝑉𝑖 = (0.14 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 1) + (0.20 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 2)+ (0.38 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 3) + (0.28 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 4) 

 
- Point Allocation  
Similar to scales, point allocation is also based on MAV. The only difference is that commonly the 
respondent (DM) is asked to assign numbers to describe the weights of each criterion directly 
(Riabacke et al., 2012). This is a very simple method, but the resulted weights are not very precise 
because people tend to give nearly 50% more weight to their most important attribute compared to 
those using direct (Bottomley and Doyle, 2001). Moreover, this method becomes more difficult once 

CRITERIA Respondents   Calculation 

 1 2 3 4 Mean weights Normalized mean weights 

1. (% of GHGEs reduction) 2 1 2 2 1.75 0.14 

2. (Nutritional Content) 3 2 3 2 2.50 0.20 

3. (Price) 4 5 5 5 4.75 0.38 

4. (Food intake) 4 3 4 3 3.50 0.28 

Total weights 12.5 1.00 
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the number of criteria increases to 6 or more because the respondents have to keep track on the 
distributed points  (Yusop, 2015). 
 
Example  
(1) Respondents distribute 100 points among the criteria. The points for all respondents are then 

computed to acquire the mean weights in Table 13. 
 

Table 13.The example of Point Allocation case and weights calculation 

 
(2) The weights are then normalized to sum to one as depicted in Table 13 above. The utility 

function used is also weighted additive.  The MAV for alternative 𝑖  will be:   
𝑀𝐴𝑉𝑖 = (0.138 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 1)+ (0.195 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 2) + (0.387 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 3)+ (0.280 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 4) 
 

- Simple Multi-Attribute Rating Technique (SMART) 
This method has the similar calculation steps as the previous methods. The major difference is that 
respondents have to evaluate the relative importance of a criterion compared to the reference 
criterion, which is the least important criterion (Riabacke et al., 2012). 
 
Example (adapted from Riabacke et al. (2012)) 

(1) The respondent is asked to choose the least important criterion (out of 4 criteria) and assigned 
a weight of 10.  

(2) The respondent rates of all other are criteria multiples of 10, relative to the least important 
one. For example, in our case, the GHGEs reduction is the least important. Then the other three 
criteria will be judged compared to the importance of GHGEs reduction as multiples of 10. The 
resulting weights are then normalized to sum to one. Table 14 provides an example of 
calculation. 

 
Table 14.The example of SMART and weights calculation 

 
(3) The weights are then normalized to sum to one as depicted in Table 14 above. The value for 

alternative 𝑖 will be:  
𝑀𝐴𝑉𝑖 = (0.113 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 1)+ (0.197 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 2)+ (0.408 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 3) + (0.282 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 4) 

 
- Interval SMART 
This method employs interval judgments to represent imprecision during extraction instead of point 
estimates (Riabacke et al., 2012). Interval SMART is an extension of SMART method. With Interval 
SMART, the reference criterion is not necessarily the most or least important one; any criterion can 
be the reference criterion (Mustajoki et al., 2005b). Moreover, respondent can use interval 

CRITERIA Respondents Calculation 

 1 2 3 4 Mean weights Normalized mean weights 

1. (% of GHGEs reduction) 15 9 14 17 13.75 0.138 

2. (Nutritional Content) 23 18 21 16 19.50 0.195 

3. (Price) 32 45 36 42 38.75 0.387 

4. (Food intake) 30 28 29 25 28.00 0.280 

Total  100 1.000 

CRITERIA Respondents  Calculation 

 1 2 3 4 Mean Normalized mean weights 

1. % GHGEs reduction 10 10 10 10 10.00 0.113 

2.  Nutritional Content 15 20 15 20 17.50 0.197 

3. Price 20 50 25 50 36.25 0.408 

4. Food intake 20 30 20 30 25.00 0.282 

Total  86.25 1.000 
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judgements on the weight ratio questions. The term weight ratio refers to the practice of assigning 
any number of points to the criterion as long as it is relative to the reference criterion (Mustajoki et 
al., 2005b). 
 
Example (adapted from Mustajoki et al. (2005b)) 
(1) Respondent needs to choose one reference criterion which is easily measurable. In our case, this 

could be the price. For this example, the price will be criterion 1, GHGE reduction will be criterion 
2, and nutrition will be criterion 3. 

(2) In practice, respondent can assign any number of points to the reference criterion, as long as the 
points assigned to the other criteria are relative to this reference criterion. 

(3) Respondents may reply with intervals to the weight ratio questions. So, the reference criterion 
may have a fixed number of points, but the other criteria might be given an interval to represent 
the imprecision in the judgement. The equation for intervals is shown in Equation 2. 

(4) The analyst can determine the feasible region of the weight (S) by using Equation 2 and weight 
normalization constraint (Equation 3). The lower bound (Equation 4) and upper bound (Equation 
5) can be solved with minimization and maximization problems in linear programming as shown 

below. Lower bound for the overall value of alternative 𝑥 (𝑣(𝑥)), is elicited as its minimum, by 

allowing the weights and the lower bound of criteria values (𝑣𝑗(𝑥𝑗)) , to vary within the given 
constraint, that is in Equation 4. 

 

Lower bound Upper bound 

𝒗(𝒙) =
𝒎𝒊𝒏

𝒘 ∈ 𝑺
∑ 𝒘𝒋𝒗𝒋(𝒙𝒋)

𝒏

𝒋=𝟏

 (4) 𝑣(𝑥) =
𝑚𝑎𝑥

𝑤 ∈ 𝑆 ∑ 𝑤𝑗𝑣𝑗(𝑥𝑗)

𝑛

𝑗=1

 (5) 

Subject to  Subject to  
𝒓𝒆𝒇

𝒎𝒂𝒙𝒋
≤

𝒘𝒓𝒆𝒇

𝒘𝒋
≤

𝒓𝒆𝒇

𝒎𝒊𝒏𝒋
           ∀  𝒋 ∈ {𝟏, … , 𝒏} (2) 

𝑟𝑒𝑓

𝑚𝑎𝑥𝑗
≤

𝑤𝑟𝑒𝑓

𝑤𝑗
≤

𝑟𝑒𝑓

𝑚𝑖𝑛𝑗
            ∀  𝑗 ∈ {1,… , 𝑛} (2) 

∑ 𝒘𝒋 = 𝟏
𝒏

𝒋=𝟏
 (3) ∑ 𝑤𝑗 = 1

𝑛

𝑗=1
 (3) 

where, 𝒗𝒋 (𝒙𝒋) = lower bound for 𝒗𝒋(𝒙𝒋); 𝒗𝒋 (𝒙𝒋 ) = upper bound for 𝒗𝒋 ((𝒙𝒋 ),  𝒗𝒋 (𝒙𝒋) = the value/ score of 

criteria 𝒋 in alternative 𝒙;  𝒘 = (𝒘𝟏 , … . , 𝒘𝒏 ) ∈ 𝑺; 𝒓𝒆𝒇 = points given to the reference criterion; 𝒎𝒂𝒙𝒋  / 

𝒎𝒊𝒏𝒋 = maximum/ minimum number of points given to other non-reference criteria 𝒋 

 
 
An example of a case is taken from Mustajoki  et al. (2005b)  
if criterion 1: 1, criterion 2 : interval from 0.5 to 2.0 points, 
criterion 3 : interval from 1.0 to 3.0 points. The weight ratio 

constraints (from Equation 2) are:  
𝑤1

𝑤2
⁄ = [1.0/2.0, 

1.0/0.5] = [1/2,2] and 
𝑤1

𝑤3
⁄ = [1.0/3.0, 1.0/1.0] =[1/3, 1]. 

  
These values will define the feasible region of the weight (S) 

(Figure 12). To avoid complexity, we assume that the lower 
and upper bounds of each rating interval are similar. 
Additionally, set these for alternative A and B as = 
𝑣1

(𝐴) = 𝑣1𝐴 = 0.0, 𝑣1
(𝐵) = 𝑣1𝐵 = 1.0, 𝑣2

(𝐴) = 𝑣2𝐴 =
1.0, , 𝑣2

(𝐵) = 𝑣2𝐵 = 0.8, 𝑣3
(𝐴) = 𝑣3𝐴 = 1.0, 𝑣3

(𝐵) =

𝑣3𝐵 = 0.0. 

 
Figure 12. The feasible region of the weight (S) 

 
 (5) The analyst determines the dominance relations between the alternatives by employing the 

alternatives’ value intervals. Specialized software (i.e. WINPRE (Mustajoki et al., 2005b)) is used 
to compute these values in order to obtain the overall values intervals for both alternatives. Since 
there is an upper and lower bound problem, each of the alternatives will have interval values as 
well. If the value of alternative A is bigger than the value of alternative B for every possible 
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combination of the weights, then alternative A is preferable than alternative B. In the example 
case, the overall values intervals for alternative A is [0.60, 0.85] and alternative B is [0.31, 0.65] 
(Mustajoki et al., 2005b). Thus, alternative A is the best alternative.  

 
If no dominating alternative is found, the respondents can provide narrower intervals. When an 
alternative begins to dominate all the other alternatives, the respondents should decide whether 
the conditions leading to the narrower intervals are acceptable (Mustajoki et al., 2005a). Empty 
feasible region indicates inconsistency in the DM’s preference assessments. In such a case the DM is 
requested to rethink his/her preferences. 
 
 Ranking 
Rank all criteria from the most important to the least important (ordinal statement of importance) 
(Riabacke et al., 2012). 
 
- Direct ranking 

Respondents are typically more at ease to provide rankings than precise numbers (Danielson and 
Ekenberg, 2016). Basically, the criteria are ranked from most important to the least important 
accordingly. Subsequently, surrogate weights can then be derived from the rankings. Surrogate 
weights denote the most representative numerical interpretation of the respondents’ ordinal 
preferences (Danielson and Ekenberg, 2016). The major challenge is to assign surrogate weights 
while maintaining the ‘accuracy’ of the weights. For that reason, there are several approaches 
available to process surrogate weights (so-called rank-based weighting methods), namely Rank Sum 
(RS), Rank Reciprocal (RR), Rank Order Centroid (ROC) (Danielson and Ekenberg, 2016), and Rank 
Exponent (RE) (Yusop, 2015) as shown in Table 15. RS, RR, and ROC are the most common methods 
(Danielson and Ekenberg, 2016). The RS reflects the weights directly from the rank order (Equation 
6). Meanwhile, RR is constructed from the reciprocals (inverted numbers) of the rank order for each 
item ranked (Equation 7). RE has several interesting properties. For 𝑝 = 0  results in equal weights 
for all criteria; while for 𝑝 = 1, the criteria obtain similar weights as RS. In general, the increase of 
exponent 𝑝 will give more dominance to the most important criterion (Malczewski, 1999). Table 16 
presents how these methods result in different weights for each criterion. The accuracy of the 
weights from each method is commonly benchmarked against the ‘true’ weights from respondents. 
In most recent studies, ROC method is found to outperform RS and RR in preserving the accuracy  of 
predicting DM’s actual preference weights (Danielson and Ekenberg, 2016, Ahn, 2011, Riabacke  et 
al., 2012). Thus, ROC is usually recommended to process the surrogate weights.   
 
Table 15.Table of surrogate weights (adapted from (Danielson and Ekenberg, 2016)) 

Rank Sum  ( RS)  
𝑵𝒘𝒊 =

𝑵 − 𝒓𝒊 + 𝟏

∑ (𝑵 − 𝒓𝒋 + 𝟏)𝑵
𝒋=𝟏

                          
∀  𝒊 ∈ {𝟏, … , 𝒏}  (6) 

Rank Reciproca l  ( RR)  
𝑁𝑤𝑖 =

1
 𝑟𝑖

⁄

∑ (1
 𝑟𝑗⁄ )𝑁

𝑗=1

                     
∀  𝑖 ∈ {1, … , 𝑛} (7) 

Rank Exponent ( RE)  
𝑁𝑤𝑖 =

(𝑁 − 𝑟𝑖 + 1)𝑝

∑ (𝑁 − 𝑟𝑗 + 1)𝑝𝑁
𝑗=1

                     
∀  𝑖 ∈ {1, … , 𝑛} (8) 

Rank Order Centroid 
( ROC)  𝑁𝑤𝑖 =

1

𝑛
∑

1

𝑟𝑗

𝑛

𝑗=𝑖

               
∀  𝑖 ∈ {1, … , 𝑛} (9) 

where,  𝑵𝒘𝒊 = normalized weight for the criterion 𝒊;  𝒓𝒊 = the rank position of the criterion 𝒊;  𝑵= number of criteria under 
consideration (𝟏, 𝟐, 𝟑, 𝟒), and 𝒓𝒋 = the rank position of the other criteria 

 
Example  : 
According to our case, the respondent indicates the rank by giving the number to the criteria 
(1=most important to 4 = least important). Table 15 presents the ranks and their calculations with 
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different methods. It could be seen that the calculated surrogate weights (denoted by the 
normalized weights) vary among different rank-based weighting methods. In comparison to other 
methods, ROC showed to generate higher weights for the most important criterion.  
 
Table 16.The example of surrogate weights 

 Rank sum Rank reciprocal 
(p=2) 

Rank exponent  Rank order centroid 

Criteria 𝑟𝑖 𝑤𝑖 𝑁𝑤𝑖 𝑤𝑖 𝑁𝑤𝑖 𝑤𝑖 𝑁𝑤𝑖 𝑤𝑖 𝑁𝑤𝑖 

1. GHGEs reduction 4 1 0.1 0.250 0.120 1 0.033 0+0+0+1/4 = 0.25 0.0625 

2. Nutritional Content 3 2 0.2 0.333 0.160 4 0.133 0+0+1/3+1/4= 0.58 0.1458 

3. Price 1 4 0.4 1.000 0.480 16 0.533 1+1/2+1/3+1/4=2.08 0.5208 

4. Food intake 2 3 0.3 0.500 0.240 9 0.300 0+1/2+1/3+1/4=1.08 0.2708 

Total 10 1.0 2.083 1.000 30 1.000 4.00 1.0000 

where :  𝒓𝒊 = rating of cri terion 𝒊 ;  𝒘𝒊 = weight of criterion 𝒊 ; 𝑵𝒘𝒊 = normalized weight of cri terion 𝒊 

 
In addition to surrogate weights, ELICIT method is also useful to process ranking (Diaby et al., 2016). 
It is a relatively new method which starts with a rank ordering of the criteria. Then, the 
representation of data makes use of PCA (Principal Component Analysis) as an aggregation tool for 
the group criteria ranking. PCA aims to find the best linear combination of variables (i.e. best 
weighting set) that explains the largest part of the data dispersion while maintaining ordinal 
consistency. The estimation of criteria weight is continued by Monte Carlo simulation. This 
simulation consists of substituting point estimates of parameters with inherent uncertainty in a 
model by random values sampled. This process is repeated about 1000 times (iterations) for each 
weight. The use of simulation is conducted under two primary constraints, i.e. maintaining the 
ordinal consistency and normalized weights (Diaby et al., 2016) 
 
- SMARTER (SMART Exploiting Ranks) 

This method is developed to improve SMART weight which sometimes can be difficult because the 
respondent might not be confident to assign points to denote the relative importance of a criterion 
to the least important criterion. This method requires the respondent to order the criteria according 
to their importance. Afterwards, the SMARTER method allocates weights according to rank-based 
weighting methods (i.e. ROC, RS, or RR)(Riabacke et al., 2012). Thus, the respondent does not have 
to assign points. 

 
Example 
(1) The respondent is asked to order the criteria based on their importance. 
(2) The analyst derives the weights of criteria by using a weight processing method (i.e. RS, RR, ROC) 

in the previous section. Table 17 shows the weights from ROC method.  
 
Table 17.The example of SMARTER method with Rank Order Centroid 

 Criterion 1 Criterion 2 Criterion 3 Criterion 4 

Rank position 4 3 1 2 

Weights 0.0625 0.1458 0.5208 0.2708 

(3) The total value of alternative 𝑖  (𝑀𝐴𝑉𝑖) 
𝑀𝐴𝑉𝑖 = (0.063 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 1)+ (0.146 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 2)+ (0.521 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 3) + (0.271 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 4) 

 
 
Pairwise comparison 
This approach involves the comparison of each criterion against every other criterion in pairs. It can 
be effective because it forces the DM to give thorough consideration to all elements of a decision 
problem (Marsh et al., 2016). 
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- Analytical Hierarchy Process (AHP) 
AHP utilizes pairwise comparison matrices of attributes. In this method, a decision problem is 
structured into a hierarchy of interrelated elements (Nikou et al., 2015). Hence, AHP begins with the 
development of a conceptual representation of the decision in a hierarchy model. This hierarchy  
model comprises of the goal, the alternatives, the main criteria as well as sub criteria (depending on 
the problem) in order to evaluate how well the alternatives satisfy the goal in each level (Dolan, 
2005). According to Nikou et al. (2015), the weight is estimated through pairwise comparisons of the 
importance of elements  (i.e. criterion) within a level of hierarchy with respect to a higher level of 
the hierarchy. On the other words,  pairwise comparisons are carried out among the criteria to 
define their relative importance in satisfying the goal, also among the alternatives to determine their 
relative abilities to fulfil the criteria (Dolan, 2005). The strength of their preference for a particular 
criterion over another criterion is denoted by 9-point semantic scale (Table 18) (Belton and Stewart, 
2002). The outcomes are then compiled to generate a quantitative measure on a ratio scale that 
specifies how well each of the alternatives is expected to meet the goal (Dolan, 2005). Figure 13 
shows a possible hierarchy for SHARP diet. The first level is the goal, the second level comprises of 
the SHARP dimensions, and the third level consists of the indicator(s) for each dimension. Then, the 
utility of diet alternative 𝑖 are judged according to this hierarchy. 

 
Figure 13.SHARP diet’s hierarchy  

The consistency ratio (CR) denotes the consistency of comparisons relative to a large number of 
purely random judgements. The value of ‘0’ indicates entirely consistent judgements, while ‘1’ 
implies random judgements. The acceptable consistency ratio is 0.1 or less (Belton and Stewart, 
2002).  
 
Example:  (adapted from Belton and Stewart (2002)) 
(1) The analyst needs to determine the goal of the decision problem and the corresponding criteria 

to choose the best alternative in order to achieve the goal. The hierarchy can be enlarged by 
adding sub-criteria. However, in this example, we will not add sub-criteria for simplicity. 

(2) The analyst also needs to determine some alternatives. In this example, there are three 
alternatives to be considered. The alternatives consist of all the four criteria. Given these 
elements of hierarchy, the visual representation is shown in Figure 14. 

 

 
 

Figure 14.The hierarchy model for the diet example 

(3) The respondent makes a pairwise comparison between the criteria. The respondent states how 
much more important the one criterion in comparison to the other criterion, using a 1-9 semantic 
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scale to express the strength of preference Table 18. The results will be in displayed in a matrix 
(Table 19, step 1). For example, Criterion 3 (Price) is strongly preferred over Criterion 1 (% of 
GHGEs reduction), thus receiving a value of 5.  

 
Table 18.The categorical scale for AHP (adapted from Belton and Stewart, 2001) 

Scale 1 3 5 7 9 2,4,6,8 

Definition Equal  
importance 

Moderate 
importance 

Strong 
importance 

Very 
importance 

Extreme 
importance 

Intermediate 
va lue 

(4) Continue with steps 1 and 2 with the remaining criteria (Riabacke et al., 2012). 
(5)The weights are normalized (step 2). The average weights are then calculated from the 

normalized weights. Table 19 illustrates the steps taken to calculate the final weights for each 
criterion. 

 
Table 19. The calculation step of AHP 

 Step 1 Step 2 (normalization) Weights 

Criteria 1 2 3 4 1 2 3 4 w1+w2+w3+w4/4 

1. GHGEs reduction 1 1/3 1/5 1/6 0.067 0.040 0.057 0.087 0.063 

2. Nutritional content 3 1 1/3 1/4 0.200 0.120 0.093 0.130 0.136 

3. Price 5 3 1 1/2 0.333 0.360 0.283 0.260 0.309 

4. Food intake 6 4 2 1 0.400 0.480 0.567 0.521 0.492 

 15 8.33 3.53 1.92      

 
The average weight across the rows is called normalized Eigenvector. This gives an importance order 
of = Criterion 4 > Criterion 3 > Criterion 2 > Criterion 1. 
 
(6) The analyst computes principal eigenvalue ( 𝜆𝑚𝑎𝑥 ) in order to calculate Consistency Index and 

Consistency Ratio (Equation 10). 

𝜆𝑣𝑝 = ∑ 𝑎𝑝𝑞𝑣𝑞

𝑛

𝑞=1

 (10) 

where, 𝑎𝑝𝑞 = the entry  in the 𝑝-th row and 𝑞-th column; 𝑣𝑝 = normalized eigenvector in 𝑝 −row; 𝑣𝑞 = 

normalized eigenvector in 𝑞 −column. 

 
To illustrate, the calculation starts by generating a new vector from the first row (GHGEs) = (1*0.063 + 1/3*0.136 + 1/5* 
0.309 + 1/6*0.521) =0.257. This calculation continues until the last row. The 𝜆 (eigen value) for each criterion is obtained by 
dividing those new vectors with their corresponding normalized eigenvector. For example, 0.257/ 0.063 = 4.07. Again, the 
analyst conducts this step until all eigenvector elements are used. The mean of these values will be the estimate of 𝜆𝑚𝑎𝑥. 
The value of 𝜆𝑚𝑎𝑥 ≥ 𝑛, where 𝑛 is the number of criteria; otherwise there might be some errors in calculation (Belton and 

Stewart, 2002). 
 

(7) The analyst computes consistency index (CI) with Equation 11. 

𝐶𝐼 = ((𝜆𝑚𝑎𝑥 − 𝑛) ⁄ (𝑛 − 1)) (11) 

(8) The analyst calculates the consistency ratio (CR). Table 20 presents comparative 
values (CV) which vary in different matrix size. 

 

𝐶𝑅 =  𝐶𝐼
𝐶𝑉⁄  (12) 

where 𝐶𝑉= comparative value whose value depends on the size of matrix/ number of criteria. 𝐶𝑅 
should be 0.1 or less to be acceptably consistent (Belton and Stewart, 2002). 

 
 
Table 20. The CV  for AHP (taken from Belton and Stewart (2002)) 

Size of matrix 3 4 5 6 7 8 9 
Comparative value 0.52 0.89 1.11 1.25 1.35 1.40 1.45 



A Review of Preference Elicitation Methods 39 

 

 
(8) If the weights are found to be consistent, then the overall weight of each alternative can be 

calculated. The next step, the analyst should focus on how each diet alternative compares to the 
other in terms of the certain criterion in question. For example, when we create the “price” 
comparison, the respondent only compares the alternatives solely on the price, and nothing else. 
This rule applies to all criteria. Therefore, the analyst must create new matrices. 

(9) The analyst conducts similar calculation as before to determine the weights for each criterion 
within alternatives. The hypothetical result from three alternatives is presented in Table 21.  

 
Table 21. Weights of diet alternative 1,2, and 3 in different criteria 

 GHGE Nutrition Price Food intake 

Diet Alternative 1 0.150 0.300 0.200 0.700 
Diet Alternative 2 0.350 0.500 0.300 0.200 

Diet Alternative 3 0.500 0.200 0.500 0.100 

 
Overall value (MAV) for each alternative (𝑖) is calculated based on an additive weighted function 
(Equation 13) 

 𝑀𝐴𝑉(𝑖) = ∑ 𝑤𝑗𝑥𝑖𝑗
𝑁
𝑗=1         ∀  𝑖 ∈ (1,…K) (13) 

where, 𝑁 = the number of criteria;  𝑤𝑗 = weights of criterion 𝑗; 𝑥 𝑖𝑗= weights of criterion 𝑗 within 

alternative 𝑖  

 
Example calculations for diet alternatives are shown below.  

𝑀𝐴𝑉1 = (0.063*0.150) + (0.136*0.300) + (0.309*0.200) + (0.492*0.700) = 0.456 
𝑀𝐴𝑉2 = (0.063*0.350) + (0.136*0.500) + (0.309*0.300) + (0.492*0.200) = 0.282 
𝑀𝐴𝑉3 = (0.063*0.500) + (0.136*0.200) + (0.309*0.500) + (0.492*0.100) = 0.262 

The highest overall value is for alternative 1, thus diet alternative 1 is the best alternative. 
 
-  Measuring Attractiveness by a Categorical-Based Evaluation Technique (MACBETH) 

The AHP method has been criticised due to the fact that the verbal expression in words might imply 
different meaning for different people thus it might lead to inconsistency when the semantic scale is 
converted to numeric scale (Riabacke et al., 2012). MACBETH copes with the problem by 
incorporating both numeric and verbal statement simultaneously and continuous check by 
respondents.  
 
Example (adapted from Bana E Costa et al. (2011) and Oliveira et al. (2012)) 
(1) The analyst has to define the criteria for each SHARP dimension also qualitative or quantitative 

descriptors for each criterion in order to create a performance scale. The descriptors must 
contain two limits: (i) good (undoubtedly satisfying); (ii) neutral (neither satisfying nor satisfying). 
The good level corresponds to a value of 100, while the neutral level to a value of 0. The number 
of descriptor levels might vary depending on the requirement of the criterion ((E Costa et al., 
2012, Oliveira et al., 2012)). The level between good and neutral will have a value between 0 -
100. Table 22 gives an example of descriptors for GHGEs criterion.  
 
 
 
 

Table 22.The descriptor for GHGEs criterion in MACBETH 
Levels Descriptor : % of GHGEs reduction 

L1 (G=Good) 40% GHGEs  reduction 
L2 30% GHGEs  reduction 
L3 20% GHGEs  reduction 

L4 10% GHGEs  reduction 

L5 (N=Neutral) 0% GHGEs  reduction 
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(2) In order to generate a value function for each criterion, respondent is inquired to express 

MACBETH pairwise comparison judgement between performance levels of the respective criteria 
(Bana E Costa et al., 2011, E Costa et al., 2012). The respondent might use MACBETH 7-qualitative 
categories to indicate the difference in attractiveness (very weak, weak, moderate, strong, very 
strong, extreme, or no) (Oliveira et al., 2012, E Costa et al., 2012). Respondent might also give an 
answer to more than one category (i.e. strong or very strong, moderate or strong). Table 23 
shows the example of a comparison matrix. 

An example of question and answer: ‘For L1 and L2, such that L1 is preferred L2, the difference in attractiveness between L1 
and L2 is strong.' 

Table 23. The comparison matrix for descriptor levels 
 L1 L2 L3 L4 L5 

L1  strong strong very strong extreme 
L2   moderate moderate-strong very strong 

L3    moderate moderate-strong 

L4     weak-moderate 
L5      

 
(3) The judgement process is assisted by software (i.e. M-MACBETH). The software is able to propose 

value scores by solving a linear programming problem and check the consistency of judgements. 
The interval between two levels varies depending on the judgement of attractiveness on step 2 
as presented in Figure 15. Thus, the obtained value function might be piecewise linear (Oliveira et 
al., 2012, E Costa et al., 2012). 

 

 
Figure 15.An example of interval value in MACBETH 

(4) As a validation step of, the respondent might adjust the proposed values (Oliveira et al., 2012). 
The value function can help to determine the value of criterion 𝑗 in each alternative 𝑖 (𝑣𝑖𝑗) 

(5) The next step is to determine the weights for each criterion. Firstly, the respondent rank (in 
decreasing order of attractiveness) the importance of swings (from neutral level  to good level) 
of the four criteria. Table 24 presents the hypothetical result of the rank. 
 

Table 24.The hypothetical rank of criteria in MACBETH 

Indicator Food intake Price % Fulfilment of Nutrition 
requirements 

% of GHGE 
reduction 

Rank 1 2 3 4 

 
(6) The respondent qualitatively evaluates the attractiveness of each criterion’ swing (Table 25). In 

the neutral column, the performance of the remaining three criteria is neutral. For instance, 
[GHGEs vs. NEUTRAL means the swing neutral to good performance on GHGEs emission reduction 
compared to neutral performance on the remaining three criteria]. The software will calculate the 

swings’ value of each criterion ( 𝑣0([𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛𝑗]))  using those judgements (e Costa et al., 2012).  

 
An example of a  question: ‘How much more attractive is a swing from neutral to the good of sensory quality than a swing 

from neutral to the good of GHGEs reduction?’. The answer is very strong. 
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Table 25. The comparison matrix for criteria's swing 
 Food intake GHGEs Price Nutrition NEUTRAL 

Food intake  very s trong weak moderate very s trong  
GHGEs   moderate very s trong weak 
Price    weak s trong 

Nutrition     moderate 
NEUTRAL      

 
(5) Analyst can use the weights and the value of each criterion to calculate the overall attractiveness of 

each diet alternative (Bana E Costa et al., 2011) 

∀ 𝑗 𝜖 {1, 2, … . 𝑁}  and ∑ 𝑣𝑜([𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛𝑗]) = 100𝑁
𝑗=1  (14) 

𝑤𝑗 =
𝑣0([𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛𝑗])

100
 (15) 

where,  𝑤𝑗  : the weight of each criterion; 𝑣0([𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛𝑗 ]) : the swing value of criterion 𝑗 

 
(6) Respondents are always able to validate the weights proposed by the software.  Moreover, 

sensitivity analysis of differences on participants’ opinion regarding weights is also conducted until 
an agreement is reached and resulted in the final weight. In the end, the weight can be used in 
additive value model to obtain the overall value of each diet alternative (Oliveira et al., 2012). 

𝑀𝐴𝑉(𝑖) = ∑ 𝑤𝑗

𝑁

𝑗=1

. 𝑣𝑖𝑗 (16) 

where 𝑀𝐴𝑉 (𝑖) : the total value of each diet alternative 𝑖; 𝑣𝑖𝑗 : the value of criterion 𝑗  in  alternative 𝑖 

 
SWING Weighting 
Generally, it aims to identify and assign 100 points to the criterion with the swing (range of 
performance) that matters most. This is followed by a pairwise comparison between thi s criterion 
and each of the others to determine the relative importance of swings in criteria, and 
correspondingly allocate the points between 0 and 100 (Marsh et al., 2016).This acknowledges an 
element of randomness to observed choices due to the researchers’ inability to identify all 
influences. 
 
- Simple Multi-Attribute Rating Technique Swing (SMARTS)  
This method is a combination of SMART and swing. Instead of comparing the criteria itself, the 
respondents consider the swing of criterion from worst to the best level.  Unlike SMART, the 
reference criterion is the most important criteria. The resulted weights from SMARTS are usually 
used to be further processed by other methods. 
 
Example (adapted from (Riabacke et al., 2012, Mustajoki et al., 2005b). 
(1) Respondent needs to consider all criteria (1-4) for food choice are at their worst consequence 

level. Respondent identifies the most important  to change from worst to best level, assign 100 
points to it. In our example, the most important criteria will be price, thus this criterion will get 
100 points.  

(2) Respondent continues with steps 1 and 2 with the remaining criteria (food intake, nutritional 
content, and % of GHGEs reduction respectively) and assigns fewer points that reflect the relative 
importance of the change compared to the change for the most important attribute. The 
hypothetical results are displayed in Table 26. The resulting weights are then normalized to sum 
to one (Riabacke et al., 2012, Mustajoki et al., 2005b). 
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Table 26.The example of SMAR’s calculation 

 
 

 

 
 
 

 
 
 
(3) The value for alternative 𝑖 will  be: 

𝑀𝐴𝑉𝑖 = (0.142 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 1) + (0.203 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 2) + (0.377 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 3) + (0.278 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 4) 

 

Scoring functions 
This method assumes that value function is monotonically increasing or decreasing over the range of 
attribute measurement considered(Belton and Stewart, 2002). 
 
- Bisection  
With this method, the DM (respondent) is required to identify the point on the criteria scale (0-100) 
which is halfway, in value terms between two end points. 
 
Example   
For illustration, firstly we refer to one criterion, % GHGEs reduction  
(1) Analyst defines the end points, for instance, the available alternative diets can reduce GHGEs 

emission from 0% to 50%. It is assumed that as the percentage of reduction increases from each 
diet, the value also increases. 

(2) Analyst identifies the mid-point value scale (between 0-100 is then 50) that corresponds with the 
midpoint on the %GHGE reduction scale (0-50%) according to the preference of respondent. 

(3) Suppose that the mid-point of %GHGE reduction is at 10%, then the mid-point of value scale 
(score of 50) corresponds to  10% GHGEs reduction.  

(4) The respondent should continue until the mid-point of % GHGE reduction for value scale of 25 
and 75 are also discovered. The %GHGE reduction for those values should be within the range of 
0-10% and 10-50%, respectively.  

(5) Once all the mid-points are identified (i.e.  8% and 25% correspondingly), the sketch can illustrate 
the value function Figure 16. 

 
Figure 16. Value Function for GHGEs 

(6) Since there are several criteria in diet preference model, then other value functions should also 
be made for other criteria. For example, value functions are also made for nutritional content 
(Figure 17) and Price (Figure 18) criteria. For price criterion, the value might increases when the 
price is lower because it will be more affordable for them. 
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CRITERIA Respondents Calculation 

 1 2 3 4 Mean weights 
Normalized mean 

weights 

1. (% of GHGEs reduction) 50 20 40 40 37.50 0.142 

2. (Nutritional Content) 75 40 60 40 53.75 0.203 

3. (Price) 100    100 100 100 100.00 0.377 

4. (Food intake) 95 60 80 60 73.75 0.278 

Total  100 1.000 
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(7) The final values can be calculated from the sum of all criteria in the alternative, depending on the 
levels of the criteria in the alternative. Assume that an alternative has the following criteria: Price 
(10 euros), Nutritional content (30%), GHGEs reduction (5%).  
Based on the value function graphs, the total value is 50 + 35 + 10 = 95.  

𝑀𝐴𝑉(𝑖) = ∑ 𝑥𝑖𝑗
𝑁
𝑗=1   ∀  𝑖 ∈ (1,…K) (17) 

where, 𝑥 𝑖𝑗: the value of criterion on based on the level of criterion 𝑗  in  alternative 𝑖 

 
 

 
 

Decompositional methods 

Similar to the previous section, an illustrative example is given to explain the mechanism of each 
method within the decompositional category. 
 
In this category, most of the methods belong to conjoint analysis and machine learning. Conjoint 
analysis (CA) is regularly used to predict consumer response regarding different product profiles. It 
works by determining the relative importance of these specified attributes/ criteria for consumers 
(Claret et al., 2012, Asioli et al., 2016). In general, there are two major CA categories: (i) Ranking-
based conjoint analysis (so called acceptance-based approaches); (ii) Choice-based conjoint analysis 
(so called preference-based approaches) (Asioli et al., 2016). 
 
- Choice based  
This choice-based refers to the approach where respondents are asked to make choices or rank from 
a series of sets of product profiles (alternatives). The methods presented here are part of Conjoint 
Analysis (CA). The goal of the conjoint analysis is to find the contribution of each criterion to the 
overall preference or utility (Hauser, 2007). This contribution is called as the ‘part-worth’ of the 
criterion (Hauser, 2007). Many articles also use DCE to denote CBCA. However, according to Louviere 
et al. (2010), they differ in the theoretical foundation.  DCE is based on Random Utility Theory (RUT); 
while CA is not. RUT assumes that individuals are imperfect measurement tools. Therefore random 
components are incorporated to represent variability and differences in choices related to 
individuals. Due to this random component, utilities (or “preferences”) are naturally stochastic. The 
analyst can forecast the probability that individual 𝑛 will opt for an alternative 𝑖, but not the exact 
alternative that individual will select. However, in the most identified articles about CBCA, they 
adapted the RUT (Cleemput et al., 2014, Asioli et al., 2016). Marsh et al. (2016) also refers CBCA and 
DCE as one method. Furthermore, a discussion in sawtooth software forum also stated that the 
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difference is mainly in semantics (Sawtooth software, 2017).  Due to those reasons, DCE and CBCA 
were considered similar in this study.  
 

- Choice-based conjoint analysis (CBCA) or Discrete Choice Experiment (DCE) 
This approach is widely used in academic and industry research (Asioli et al., 2016). Principally, 
conjoint analysis method computes the consumers’ trade -offs among multi-attribute goods or 
services by estimating the structure of consumer evaluation on a set of alternatives (called as 
choice set) comprising of predetermined combinations of attributes/ criteria’ levels (referred to as 
product profile or alternative) (Asioli et al., 2016). This choice-based approach (so-called 
preference-based) is applicable when respondents are asked to make choices or rank from a series 
of sets of product profiles (alternatives) with varying level of criteria (Karniouchina et al., 2009).  
This method is based on RUT (Baltussen et al., 2007, Defechereux et al., 2012). RUT estimates that 
individual always tries to maximize his/her util ity when choosing among alternatives (Enneking et 
al., 2007). For instance, alternative 1 is chosen over alternative 2 because 𝑈1 >𝑈2.  
 
Example (adapted from (Claret et al., 2012, Asioli et al., 2016, Defechereux et al., 2012)) 
1) Firstly, the analyst decides upon the relevant criteria (attributes) and their levels. A focus group 

can be an option for those objectives (Claret et al., 2012). Table 27 presents two possible levels 
for each criterion. The levels of the criteria depend on the target of our investigation. 
Furthermore, they need to be aligned with the consumers’ acceptance.  

 
Table 27. Example of criteria and the corresponding levels for CBCA/DCE 

  
No Criteria Levels Description 

1 GHGEs reduction 5 % ; 10 % The va lues represent feasible levels  of GHGEs  
reduction. The higher reduction might  

2 Nutritional content inadequate; adequate Adequate implies that the nutrition content i s  
within the acceptable range of nutrition, whi le 

inadequate not.   
3 Price  20 euros ; 30 euros   The price represents an average spending of 

meals  per day. 
4 Food intake acceptable/ unacceptable  This  criterion might focus on advisable amount 

vegetable and frui ts . Acceptable means  the 
amount ≥ 400 gram/ day (WHO, 2013), 
unacceptable i f the amount < 400 gram/day. 

 
(2) The analyst uses an experimental design to combine those criteria and criteria levels into 

several sets of diet alternatives. Full factorial designs (includes all combinations of criteria and 
levels) in most cases are not appropriate due to a great number of feasible alternatives (Claret 
et al., 2012). Thus, fractional factorial design (includes some parts of possible alternatives) is 
mostly preferred. The type of experimental designs is outside the scope of the study, but it can 
be found in other literature (i.e. orthogonal design by using a software %Choiceff macro (Asioli 
et al., 2016) or SPSS (Claret et al., 2012)).  
Each set of diet alternatives is called choice task. The number of alternatives presented in each 
choice set depends on design. Usually, one choice task contains 2 or 3 alternatives. Figure 19 
illustrates an example of a choice task comprising of three hypothetical diet alternatives with a 
‘no-buy’ option. 
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Figure 19.An example of CBCA/DCE choice task 

(3) The alternatives are normally presented to the respondents with an explanation of their criteria 
and criteria levels as depicted in Figure 19. The respondent has to indicate their choice by 
choosing one of the diet alternatives for every choice set. If a ‘no-buy’ option is available, the 
respondent might also opt for that.  

(4) The analyst performs a statistical analysis to generate estimated preference weights or choice -
model parameters which are consistent with the obtained choices’ pattern of respondents . For 
further information regarding the statistical analysis, some literatures can be looked at, such as 
discrete choice models (DCMs) (Enneking et al., 2007), Mixed Logit (ML) (Asioli et al., 2016), 
multiple regression analysis (Claret et al., 2012), probit model (Karniouchina et al., 2009), and 
multi-nominal logit (Næs et al., 2011), conditional logistic regression model (Baltussen et al., 
2007). 

(7) The analyst can use software to run the module and analyse the data. In principal, the model 
aims to estimate the coefficients that denote the preference parameters or marginal utility  (so-
called part-worth utilities of the criteria) (Louviere et al., 2010). Commonly, the total utility of 
each alternative is derived from additive part-worth (Defechereux et al., 2012). The simple form 
of it is shown in Equation 18. 
 

𝑈𝑗 = ∑ ∑ 𝛼𝑖𝑚 𝑋𝑖𝑚

𝑀

𝑚=1

𝐼

𝑖=1

 (18) 

where , 𝑈𝑗 = uti lity of a lternative 𝑗; 𝛼𝑖𝑚 = part-worth utility for m-th level of cri terion 𝑖, 𝑋𝑖𝑚 = dummy variable  for 

m-th level  of cri terion i  (i .e. 0 or 1)  

 
Table 28 provides a hypothetical result of part-worth utilities. According to Baltussen et al. 
(2007), each dummy variable (𝑋𝑖𝑚 ) can be set equal to “1” when the qualitative level is present 
and set to “0” if it is not. The coding used in other literatures might differ.  
 

 
Table 28. The example of coded criteria levels and corresponding part-worth 

 GHGEs reduction Price/day Nutrition content Food intake deviation 

Level 5% 10% 20 euros  30 euros  adequate inadequate acceptable  unacceptable  
Utility 0.30 0.35 0.50 0.30 0.20 -0.80 0.78 -0.70 

 
Based on the data above, diet alternative 1 will have a utility value of (0.30+0.50-0.80+0.78=0.78). 
Table 29 displays the calculation of the explainable component of diet alternative 1. 
 

Table 29. Example of calculation of 𝑉𝑗 

 GHGEs reduction Price/day Nutrition content Food intake deviation 

Alternative 1 5% 20 euros  inadequate acceptable  
CI value 0.30 0.50 -0.80 0.78 
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- Best-worst scaling (BWS) 
This method is an adaptation of ‘pick-one option’ CBCA/DCE method. Instead of only asking to 
choose the most preferred alternative, this method seeks additional information by asking 
respondents about the best and the worst elements of alternatives (Swancutt et al., 2008, Al-
Janabi et al., 2011).The elements of the alternatives can be attributes (criteria), criteria level, and 
alternatives.  There are three types of BWS according to those elements:(i) object case (criteria),(ii) 
profile case (criteria level),(iii) multi-profile (alternatives) (Mühlbacher et al., 2016). The latter can 
extract more information than CBCA/DCE (Mühlbacher et al., 2016). However, profile case is the 
most common approach in health-care (Al-Janabi et al., 2011) and is less cognitively burdensome 
than CBCA/DCE because only one alternative is presented in every choice task (Swancutt et al., 
2008, Cheung et al., 2016). 
 
Example  

 The example will be given for profile-case. Initially, the analyst has to define the criteria (attributes) 
and their corresponding level for the experiment (similar to Table 27 in CBCA/DCE). 

 (1) The analyst creates the alternatives and choice sets using an experimental design. There are 
several methods available which can be studied from other literature (i.e. orthogonal array 
(Swancutt et al., 2008), orthogonal main-effect design plans (Al-Janabi et al., 2011)). An 
example of the choice task is in Figure 20. 

 
Figure 20. An example of choice task in BWS-profile case 

(2) The respondents choose the best and the worst criteria within the alternatives for all the possible 
set of alternatives. 

(3) Since BWS is an extension of CBCA/DCE, then the utility can be calculated with additive part-
worth (Equation 20) in CBCA/DCE. Furthermore, the utility function can also be designed for each 
possible most/least important pair to measure the difference in utility between each pair chosen 
as best and worst. For example, the utility of selecting ‘5%’ GHGEs reduction’ as the best criterion 
and ‘price of 20e’ as the worst criterion can be defined as in Equation 19. 

𝑈(𝐺𝐻𝐺𝐸 𝑠5% ,𝑝𝑟𝑖𝑐𝑒20𝑒)𝑗 =

[𝛼𝐺𝐻𝐺𝐸𝑠5%
∗ (1,𝑖𝑓 𝐺𝐻𝐺𝐸𝑠 𝑖𝑠 5% ; 0𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 )] −  [𝛼𝑝𝑟𝑖𝑐𝑒20𝑒

∗ (1,𝑖𝑓 𝑝𝑟𝑖𝑐𝑒20𝑒
; 0𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 )]  

(19) 

where , 𝑈(𝐺𝐻𝐺𝐸𝑠5%,𝑝𝑟𝑖𝑐𝑒20𝑒)𝑖 = uti lity  of selecting 5% GHGE reduction as the best cri terion and 20e as the worst 

cri terion; 𝛼𝐺𝐻𝐺𝐸𝑠5%
=part-worth utility of 5% GHGEs reduction; 𝛼𝑝𝑟𝑖𝑐𝑒20𝑒

= part-worth utility of diet price 20 euros. 

 

 (4) In order to avoid over-specification, it is common to omit the least valued criterion level and 
consider it to be a base (Næs et al., 2011). All utility estimates of the model can then be 
interpreted relative to the omitted level. Thus, the utility represents the additional utility of 
each criterion level over the base (omitted criteria) (Al-Janabi et al., 2011). In BWS, it is usual 
that only one criterion level that needs to be omitted. While in DCE, it is required to fix one 
level of each criterion to simplify the model. It implies that all BWS’ part-worth utilities are 
compared across all criteria levels, so the utilities in BWS have a common scale.  

(5) In addition to that, count analysis can deliver intuitive pictures of individuals’ choice by giving 
the best and worst frequencies (Al-Janabi et al., 2011). The best-worst score can be built based 
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on the difference of Total(Best) – Total(Worst) (Mühlbacher et al., 2016). For example, if the 
criterion level is chosen 10 times as best and 3 times as worst, then the score is 7. From the 
results, the ranking based on the BWS frequencies can be generated.  

 
- Potentially All Pairwise Rankings of all possible Alternatives (PAPRIKA) 
 
This method is a type of choice-based conjoint analysis (Golan and Hansen, 2012). This method 
proceeds by asking respondents to pairwise rank a series of possible alternatives, presented as a pair 
(dyads) in random order. The pairs of hypothetical patients are defined on two criteria at-a-time so 
that the respondents are forced to make a trade-off between the criteria (Golan and Hansen, 2012). 
This method minimizes the burden of respondents  because when they answer a question, the 
method (via the software) eliminates all other possible questions that are implicitly answered as 
corollaries of those already answered (Golan and Hansen, 2012). It computes this by applying the 
logical property of “transitivity”; for example, if the respondent ranks hypothetical diet alternative 
“A” ahead of diet alternative  “B” and also “B” ahead of diet alternative  “C”, then logically, “A” must 
be is ranked ahead of “C”. Thus,  a question pertaining to this third pairwise ranking would not be 
inquired (Golan and Hansen, 2012). 
 
Example (adapted from Golan and Hansen (2012)) 
(1) The analyst determines the criteria and their corresponding levels (similar to Table 27) 
(2) The analyst defines the dominated and undominated pairs. An ‘undominated pair’ is a pair of 

alternatives where one is characterized by a higher ranked category for at least one criterion and 
a lower category for at least one other criterion than the other alternative (Hansen and Ombler, 
2008). The dominated pair alternatives are fundamentally pairwise ranked because one having a 
higher category for at least one criterion, but none lower for the other criteria ((Hansen and 
Ombler, 2008). 

(3) The analyst creates some choice tasks containing two diet alternatives which initially differ in two 
criteria levels until all ‘undominated pairs’ are evaluated (Hansen and Ombler, 2008). An example 
of a choice task is in Figure 21.  

 

 
Figure 21. An example of choice task for PAPRIKA 

(4) Respondents choose one option out of those the four options of answer (alternative 1, 
alternative 2, or equal) 

(5) The software then uses linear programming  (explained in detail in Hansen and Ombler (2008)) to 
calculate the ‘point values'  based on the inequalities (>,<)  and equalities (=)  from the 
respondents’ judgements. These point values reflect the relative importance of the criteria. The 
total point values of all criteria and criteria levels are 100. 

(6) The analyst computes the value (total score) of each alternative from the summation of the point 
values as shown in Equation 20 (Golan and Hansen, 2012) 

𝑀𝐴𝑉(𝑖) = ∑ 𝑥𝑖𝑗
𝑁
𝑗=1         ∀  𝑖 ∈ (1,…,K) (20) 

where, 𝑥 𝑖𝑗 = point values of criterion 𝑗 in alternative 𝑖 
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- Rating-based 

2.1 Rating-based conjoint analysis  
This approach is one of the main categories in conjoint analysis and also known as “acceptance-
based approaches” (Asioli et al., 2016). With this approach, respondents rate each diet 
alternatives based on their preference of different profiles (Karniouchina et al., 2009, Asioli et al., 
2016).  
 
Example (adapted from Asioli et al. (2016)) 
(1) The analyst defines the criteria and their corresponding level to describe the diet alternative.  

 
Figure 22. An example of choice-task for RBCA 

(2) Similar to CBCA/DCE, the analyst creates the product profiles from experiment designs by 
using software. The aim is to limit the number of alternative profile presentations (Asioli et al., 
2016). 

(3) The profiles of the alternatives are presented to the respondents with the description level of 
each criterion. The respondent provides an answer by rating them. An example of a choice 
task is in Figure 22. In this example, the answers are based on a 10-point scale, from 1 (not 
appealing at all) to 10 (extremely appealing). 

(4) There is no fixed method to analyse the data.  There same possible models, such as Mixed 
Model ANOVA (Næs et al., 2011, Asioli et al., 2016) or Ordinary Least Square (OLS) regression 
(Karniouchina et al., 2009). We will not discuss these models in this research. In general, the 
model aims to estimate the part-worth utilities (Louviere et al., 2010). The total utility can be 
computed as in CBCA/DCE (Equation 18). 

 
- Learning based  
- Collaborative filtering 
This method is one of the approaches from Recommender systems (RSs). Recommender systems’ 
work by suggesting items to users that are perceived to be desirable based on the analysis of their 
preferences (Elahi et al., 2016). Collaborative filtering (CF) is one of the most successful approaches 
within RS (Elahi et al., 2016). The essential assumption of CF is that if user X and Y rate n items 
similarly, or have similar behaviors (i.e. purchases), and hence will rate or act on other items 
similarly (Elahi et al., 2016). In this case, users are considered to be similar if they co-rate similarly 
the items. This method gives recommendation an item/diet alternative that has not been rated yet 
by the target user, based on the highly rated items of similar users (Elahi et al., 2016). 
 
This method depends on numerous types of input: implicit feedback (i.e. purchase history)  and 
explicit feedback (i.e. users’ direct rating) (Koren and Bell, 2011). For implicit feedback, the greater 
the purchase intensity of a certain item indicates the higher the rating is. There are two well -
known rating prediction algorithms; they are neighbor-based approach and latent factor model 
(Elahi et al., 2016).  
 
In a typical CF scenario, there is a l ist of m users and a list of n items (Koren and Bell, 2011). 
Neighbor-based approach concentrates on relationships between items or users (Koren and Bell, 
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2011). User-based approach generates an item’s rating prediction for the target user according to 
how the similar users rate that particular item (Elahi et al., 2016). Latent factor models, such as 
matrix factorization, include an alternative approach by transforming both items and users to the 
same latent factor space. The latent space explains ratings by characterizing both products and 
users on factors which are automatically inferred from user feedback (Koren and Bell, 2011).This 
method is notably employed in Amazon, Barnes and Noble, and Netflix because they are highly 
effective, easy-to-implement (Elahi et al., 2016, Koren and Bell, 2011). Generally, latent factor 
models offer more accurate than neighbor-based models due to its ability to include various 
aspects of the data. Nevertheless, the simplicity of neighbor-based model makes this model more 
prevalent in the most literature (Koren and Bell, 2011). 
  
Example (adapted from Elahi et al. (2016)) 
A. Neighbour-based approach (user-based) 
(1) The analyst collects the data of users and their corresponding diet alternatives’ ratings.  The 

ratings might be deduced from the interactions among the users and the items within the 
system. In the application of Amazon or Last.fm, the users browse or buy certain items and 
sometimes provide ratings (Elahi et al., 2016). In this case, diet alternative is considered as item. 
The hypothetical data is displayed in Table 30. 

 
Table 30. The user-item table 

 Diet alternatives 

 (𝐼1) (𝐼2) (𝐼3) (𝐼4) 

User 1 (𝒗𝟏) 4 ? 5 5 

User 2 (𝒗𝟐) 4 2 1  

User 3 (𝒗𝟑) 3 - 2 4 

User 4 (𝒗𝟒) 4 4 - - 

User  5 (𝑼𝟓 ) 2 1 3 5 

 
 (2) The analyst can calculate the similarity or weight, which reflects distance, correlation, or 

weight, between two users, 𝑢 (active user) and 𝑣 (other users) or two items, 𝑖 and 𝑗. For this 
example, the similarity is calculated between users (𝑢 and 𝑣). It is measured by computing the 
Pearson correlation (Equation 21) or other correlation-based similarities. Pearson correlation 
measures the extent to which two variables linearly relate with each other. For the user-based 
algorithm, the Pearson correlation between users 𝑢 and 𝑣  : 

 

𝑤𝑢 ,𝑣 =
∑ (𝑟𝑢 ,𝑖 𝑟𝑣,𝑖) −

∑ 𝑟𝑢 ,𝑖 
∑ 𝑟𝑣,𝑖𝑖∈𝐼   𝑖 ∈𝐼

𝑛𝑖∈𝐼

√∑ 𝑟𝑢 ,𝑖
2 −

(∑ 𝑟𝑢 ,𝑖)𝑖∈𝐼
2

𝑛𝑖∈𝐼
√∑ 𝑟𝑣,𝑖

2 −
(∑ 𝑟𝑢 ,𝑖)𝑖∈𝐼

2

𝑛𝑖∈𝐼

 
(21) 

where, the 𝑖 ∈ 𝐼 summations are over the items that both the users 𝑢 and 𝑣  have rated; 𝑤𝑢,𝑣= weight 

between active user 𝑢 and user 𝑣  ; 𝑟𝑢,𝑖  /𝑟𝑣,𝑖= the rating given by active user (𝑢) and other users (𝑣) 

on item 𝑖; 𝑛 = number of items that both users active user 𝑢 and other users  𝑣  have rated 

The example is carried out for user 1 (𝑢) and 5 (𝑣). Table 31 provides the data for Pearson 
calculation. 

 
Table 31. The data for Pearson calculation and example of calculation 

 𝒓𝟏,𝒊 𝒓𝟓,𝒊 𝒓𝟏,𝒊𝒓𝟓,𝒊 𝒓(𝟏, 𝒊)𝟐 𝒓(𝟓, 𝒊)𝟐 

𝒘𝟏,𝟓 =
𝟒𝟖−(𝟏𝟒∗

𝟏𝟎

𝟑
)

√(𝟔𝟔−(
𝟏𝟒𝟐

𝟑
))∗(𝟑𝟖−(

𝟏𝟎𝟐

𝟑
)

= 𝟎. 𝟕𝟓   
(𝑰𝟏) 4 2 8 16 4 

(𝑰𝟑) 5 3 15 25 9 

(𝑰𝟒) 5 5 25 25 25 
Total 14 10 48 66 38 
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The values on the table can be computed from the equation to calculate the correlation 
between active user 1 and user 5. This computation continues for other users against the active 
user 1.  The other results are 1 and 0 for 𝒘𝟏,𝟐 and 𝒘𝟏,𝟒  respectively. 

(3) In the neighborhood-based CG algorithm, a subset of nearest neighbors of the active user is 
chosen based on their similarity with him or her.  For this reason, a weighted aggregate of their 
ratings is used to generate predictions for the active user. In this example, we use a weighted 
sum of others’ ratings. This technique computes a prediction of an active user 𝑢, on a certain 
item (𝑖) by taking a weighted average of all the ratings on that item according to Equation 22. 

 

𝑃𝑢,𝑖 =  �̅�𝑢 + 
∑ (𝑟𝑣,𝑖 − �̅�𝑣).𝑤𝑢,𝑣𝑣∈𝑉

∑ |𝑤𝑢,𝑣|𝑣∈𝑉

 (22) 

Where:  �̅�𝑣  and �̅�𝑢= the average ratings for the user 𝑣 and user 𝑢 on all  other rated items (excluding the 
item 2 (𝐼2); 𝑤𝑢,𝑣  = Pearson correlation between users (u and v). The summations are over all  the users 

𝑣  ∈ 𝑉 who have rated item 𝑖. 

 
The aim is to predict rating for active user (𝑢) 1 on item 2 (𝐼2). Therefore, Table 32 displays the 
rating of active user and other users on item 2, as well as the average ratings as required by 
Equation 22. 

 
Table 32. The average ratings of users 

Users (𝒖 & 𝒗) 1 2 3 4 5 

𝒓𝒗,𝟐 & 𝒓𝒖,𝟐 ? 2  4 1 

�̅�𝒗 & �̅�𝒖  (4+5+5)/3=4.67 (4+1)/2 = 2.50 (3+2+4)/3=3.00 4/1= 4.00 (2+3+5)/3=3.33 

 

𝑃1,2 =  �̅�1 +  
∑ (𝑟𝑣,2 − �̅�𝑣). 𝑤1,𝑣𝑣

∑ |𝑤1,𝑣|𝑣∈𝑉

 

 

 

=  �̅�1+
(𝑟2,2−𝑟2̅)𝑤1,2+ (𝑟4,,2−𝑟2̅)𝑤1,4+ (𝑟5,,2−�̅�5)𝑤1,5

⌈𝑤1,2⌉+⌈𝑤1,4⌉+⌈𝑤1,5⌉
 

 

 

= 4.67 +
(2 − 2.5)(−1) + (4 − 4)(0) + (1 − 3.33)(0.756)

1 + 0 + 0.756
= 3.95 

 

 

Thus, the predicted rate for item 2 on user 1  𝑃1,2 is 3.95 ≈ 4.00 
 
 
B. Latent factor models 
There is another approach called latent factor models. According to (Elahi et al., 2016),  one 
familiar example of this is matrix factorization. This method learns a vector of latent features 
(called factors or criteria) for each user and item (Elahi et al., 2016). Every item factor  represents 
how well an item or a user possess a certain latent aspect (Elahi et al., 2016). For example, if the 
items are diet alternatives, the factors or criteria might be the indicators of SHARP dimensions or 
even another interpretable dimension. Moreover, user factor vectors measure the preference of 
the users for each factor. The objective of factorization algorithm is to divide original rating matrix 
R into two matrices, S and M, in a certain way so that their products can estimate the original 
matrix and forecast the missing ratings in the matrix.  
 

𝑅 ≈ 𝑆𝑀𝑇 (23) 
where, S = |𝑈𝑠𝑒𝑟| × 𝐹  matrix; M =|𝐼𝑡𝑒𝑚| × 𝐹matrix; 𝐹  = factors (which must be optimized) 
 
The factor matrices (latent factor) are calculated by minimizing the sum of prediction errors and 
using regularization to avoid overfitting of the training data (Elahi et al., 2016). There are some 
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algorithms to conduct this, but it is not covered in this study. In principal, the algorithm can predict 
the missing ratings. The computed rating predictions are restricted to be between 1 to 5 in this 
case.  
 

- PageRank algorithm 
PageRank algorithm is a Web page ranking method that is used in Google search engine to 
determine which pages are most important. The basic idea is to define the importance of a Web 
page in terms of importance assigned to the pages hyperlinking to it. Initially, it is used in a Web 
page (Franceschet, 2011). However, this proposition can be exploited in different contexts  
(Franceschet, 2011). In the application of Webpage search, the web is perceived as a directed graph 
of pages connected by hyperlinks. Then, a random surfer begins from a random page and keeps 
clicking on successive links arbitrarily, going from page to page. The PageRank value of a page 
conveys the relative frequency the random surfer visits that page, assuming that the surfer goes on 
infinitely. The more time spent by the random surfer on a page, the higher the Page Rank importance 
of the page (Franceschet, 2011).  
In the context of diet model, the directed graph can show which meal will likely be eaten after the 
consumption of a certain meal. Hence, the analyst can predict the diet pattern of the consumer by 
following the directed graph. In addition to that, the more frequent consumers consume a meal, the 
higher the importance (PageRank) of the meal. It could provide additional information during the 
diet optimization process, i.e. as a benchmark for the “sensibility” of a diet. An optimization model 
could generate a certain list of (optimal) food items, from which one could probably derive a set of 
meals. However, these meals might never appear in a sequence of a particular person’s daily diet. 
This approach could, at least partially, correct that. 
 
The PageRank of page 𝑗 is the sum of the PageRank scores of pages 𝑖 linking to 𝑗. Formally, the 
PageRank (𝜋𝑗) of page 𝑗 can be described as follows (Franceschet, 2011) 

𝜋𝑗 = ∑ 𝜋𝑖ℎ𝑖,𝑗
𝑖

 (24) 

where, ℎ𝑖 ,𝑗 = 1
𝑞𝑖

⁄  (if there exists a l ink from page 𝑖 to page 𝑗, and ℎ𝑖 ,𝑗 = 0 otherwise. It denotes as the 

probability that the random surfer moves from page 𝑖 to page 𝑗); 𝑞𝑖 = the number of distinct outgoing links 

of page; 𝜋𝑖= page rank of page 𝑖. 

 
Equation 24 depicts a basic algorithm of PageRank. An improved algorithm exists and is being used 
by Google. However, the algorithm is not in the scope of this study.  
 
Example 
(1) The analyst should obtain the data to infer the connections among meals.Figure 23 below depicts 

the directed graph of meal alternatives connected by links. So after consuming Meal W (𝑤), 
respondents might also be interested in Meal Y (𝑦), Meal Z (𝑧), and Meal X ((𝑥)  and so forth. 
The analyst summarizes this relationship of the ingoing and outgoing links from the directed 
graph into equations (26,27,28,and 29).The out-flows of each alternative depend on how many 
links it has. For Meal W (𝑤), it has 3 out-links, then each links equal to  𝑤/3. 

(2) Total probability of all connection is 1, so then 
𝑤 + 𝑥 + 𝑦 + 𝑧 = 1 (25) 
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 (2) The analyst computes the variables in terms of a reference variable. In this case,  𝑧 is the 

reference variable. 
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(3) The analyst processes the variables to find the importance of reference    𝑧 
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z
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9
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+  

4𝑧
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     𝑧 = 3/8 

 

(4) Analyst calculates the importance of other alternatives  

𝑤 =
1

8
 𝑥 =

1

6
 𝑦 =

1

3
 

 

(5) The analyst can use the values to estimate the diet pattern of consumer based on the probability 
of the links. For instance, after consuming Meal W, respondent has a similar probability of 
choosing among Meal X, Y, and Z. Suppose that the respondent chooses Meal Y, the afterwards 
respondent will have higher tendency to consume Meal Z. The importance of a certain meal can 
be calculated from the additive weighted model as mentioned in Equation 25. 

 
 

4.5 The main components of the methods 
  
Table 33 and 34 provide the summary of the main components of each method. There are three 
main elements, namely extraction, representation, and interpretation as mentioned by Riabacke et 
al. (2012). The results show that rating and ranking are common extraction methods. However, it is 
observed that the extraction of respondents’ input for machine learning is not merely limited to 
rating or ranking as the other methods. Another type of information input  such as purchases history 
(i.e. in CF) can also be utilized (Koren and Bell, 2011). The collected information is then used to 
uncover the hidden pattern of data. The extraction of input is usually carried out through two ways, 
joint procedure (the criteria are compared all together) and pairwise procedure (the criteria are 
compared in pairs). Conjoint stimuli are common in the conjoint analysis where the alternatives are 
the combination of all criteria (BWS, RBCA, CBCA), and pairwise dyads are when only two criteria are 
shown in each alternative (PAPRIKA).  
Strikingly, in terms of representation, only pairwise methods (AHP and MACBETH) which use 
semantic descriptive to represent DM’s input. The rest of the methods utilize point estimates 
(cardinal), ordinal, or interval points.  The most commonly used utility model among the methods is 
an additive function. The addictive function has an advantage of being more communicative and 

𝑤 =
𝑧

3
 (26) 

 
Figure 23. The directed graphs of diet pattern 
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clearer for analysts (Marsh et al., 2016). There are two common types of addictive function, namely 
weighted additive and additive part-worth utility. The weighted additive is denoted by multiplication 
of weights and values of criteria. The weighted additive is frequently observed in compositional 
method, while the additive part-worth utility is in decompositional method (i.e. BWS, CBCA, RBCA). 
Normalized weight is a typical interpretation procedure in MCDA when the DM’s input is denoted as 
point estimates. When the DM’s input is indicated as ordinal, the rank-based weighting methods (i.e. 
RS, RR, ROC) are necessary to convert the rank into surrogate weights.  
To summarize, there are three major components of preference elicitation which differentiates one 
method to another. The common extraction methods are rating and ranking, while the typical utility 
model is an additive function. Point estimates (cardinal) and ordinal are frequently used to represent 
DM’s input. The semantic descriptive representation is usual in pairwise comparison sub-category 
(i.e. AHP, MACBETH). 
 
Table 33.Main components of compositional methods 

 
 
 
Table 34.Main components of decompositional methods. 

 

COMPOSITIONAL 
Methods Extraction Representation Interpretation 

Utility model Procedure 

Scales Rating, joint procedure Point estimates Weighted additive  Normalized weights 
Point allocation Rating, joint procedure Point estimates Weighted additive Normalized weights 

AHP  Ratio-scale, pairwise 

procedure 

Semantic descriptive 

9-point ratio scale 

weighted additive  Eigen vector  

MACBETH Ratio-scale, pairwise 
procedure 

Semantic descriptive 
7-point ratio scale 

Weighted additive Linear programming 

SMARTS Ranking and Ratio-scale, 
pairwise comparison to 
the most important  

Point estimates Weighted additive  Normalized weights 

Interval SMART Ratio-weight procedure Interval endpoints Weighted additive Linear programming 
SMART Ranking and Ratio-scale, 

pairwise comparison to 
the least important 

Point estimates Weighted additive  Normalized weights 

Ranking Ranking, joint procedure Ordinal  Weighted additive  Rank sum, Rank order centroid, 
Rank Reciprocal 

Bisection Half point between 
certain  increments  

Interval midpoints Additive value Value function 

SMARTER Ranking, joint procedure Ordinal  Weighted additive  Rank Order Centroid 

DECOMPOSITIONAL 

METHODS EXTRACTION REPRESENTATION 
INTERPRETATION 

UTILITY MODEL PROCEDURE 
PAPRIKA Ranking, pairwise dyads 

comparison 
Ordinal  Additive part-worth 

utilities 
Linear programming 

BWS Ranking (best & worst), 
conjoint stimuli 

Ordinal  Additive part-worth 
utilities 

Weighted Least Squares or 
Conditional Logistic Regression 

RBCA Rating, conjoint stimuli Point estimate Additive part-worth 
utility 

Mixed Model ANOVA, Parameter 
Logit model (RPL), Latent Class 
Logit model (LC), Ordinary Least 
Squares (OLS)  regression analysis  

CBCA Ranking, conjoint stimuli Ordinal Additive part-worth 
utility 

Binary logistic Regression model, 
conditional logistic (CL) 

Collaborative 
filtering 

Rating or purchase 
/consumption history  

Point estimate Weighted additive Pearson correlation; Matrix 
factorization 

PageRank Purchase /consumption 
history 

Point estimate of 
probability 

Weighted additive  PageRank algorithm (with 
probability) 
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4.6 Advantages and disadvantages of reviewed methods 
The advantages and disadvantages of the reviewed methods were based on the rational evaluation 
criteria of Table 7. The complete result is available in Appendix III. The data analysis for snowball 
methods Table 35 summarizes the advantages and disadvantages of the methods. The 
comprehensive discussion is presented as follows:  
  
a. Weights typology 
The weight typology depends on whether during the elicitation task, they generate scaling constants 
(trade-off) or merely indicate the importance of criteria (importance coefficients) (Marsh et al., 
2016, Cinelli et al., 2014). In preference elicitation, if the method considers trade-off, it might 
increase the precision of the elicitation since it may represent the actual trade-off value from the 
decision maker (Marsh et al., 2016). The value trade-offs are important in multiple criteria problem 
to indicate the relative desirability of achievement on each criterion in comparison to the others 
(Riabacke et al., 2012). These qualifications are best satisfied by the swing weighting, 
decompositional approaches (Marsh et al., 2016), AHP (Cinelli et al., 2014), MACBETH, and point 
allocation. Methods which do not consider trade-off tend to give similar weights to the criteria (i.e. 
scales) (Marsh et al., 2012). 
 
b. Treatment for uncertainty 
This parameter relates to the capability of methods in handling uncertain, imprecise or missing 
information (Cinelli et al., 2014). The uncertainty in food system might arise from the price of foods. 
Therefore the existence of uncertainty treatment is advantageous. There are various treatments of 
uncertainty found in the methods. In the compositional group, there are various treatments to 
handle imprecise judgement. In the pairwise method (i.e. MACBETH), the respondents are able to 
indicate the difference of attractiveness with more than one category scale (i.e. strong to very 
strong). Interval SMARTS also provides interval value for defining the range of preference. The 
ranking method does not demand respondents to specify precise preference weights, yet it asks the 
order of preferences. For scoring function (i.e. bisection), the preference weights are not static but 
monotonically increasing or decreasing over the range of criterion measurement (Belton and 
Stewart, 2001). It is useful to capture the actual preferences because the level of satisfaction might 
vary according to the level of criteria. For example, the importance of GHGE reduction from 20 % to 
40% might be more valuable compared to from 50% to 70% because the latter diet might be less 
acceptable. However, scales and point allocation do not accommodate imprecise judgement or 
information since they require a precise judgement from respondent.  
In decompositional choice and rating based methods, the uncertainty of answers usually is helped by 
providing “no-buy” option (i.e. RBCA, CBCA, and BWS). Thus, the DM does not have to choose when 
he/she feels uncertain about their decision.  One of the uncertainties that might occur is the variety 
of time (i.e. winter, fall, spring, summer) which might alter the composition of  the diet. The CF 
methods (i.e. latent factor models) handles  this uncertainty by taking into account the ‘variety of 
time’ in the algorithm (Koren and Bell, 2011) 
In conjoint analysis methods (CBCA,RBCA, BWS), the missing value can also be handled yet it will 
require complicated procedures to keep the validity of analysis without excluding the respondent 
from analysis (Nikou et al., 2015). However, PAPRIKA can tackle missing value by estimating from 
other pairwise comparisons. Machine learning methods might involve direct rating from users to 
minimize missing information (Elahi et al., 2016) because too many missing values might decrease 
the accuracy of diet recommendation. Meanwhile, due to the simple design of compositional 
methods, these methods might cope with missing value more easily than decompositional. As an 
example from Nikou et al. (2015), AHP can tackle the missing values easily by relying on the 
consistency measure to estimate missing preference values in the pairwise comparison matrices 
(Nikou et al., 2015). The method to handle this problem is usually incorporated in commercial 
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software implementations of AHP. The similar case might be applicable for MACBETH as well since it 
includes continuous consistency check.  
 
c. Robustness 
The method is considered as robust when the addition or deletion of an alternative does not affect 
the classification or ranking of others. An example is the occurrence of rank reversal – reversal in the 
ranking (Cinelli et al., 2014). Rank reversal mostly occurs in a pairwise comparison, (i.e. AHP) , not in 
a condition where all criteria are considered at once (i.e. decompositional methods, ranking, scales, 
swing weighting) (Cleemput et al., 2014). Rank reversal is ascribed to the poor quality of the 
information available (Cinelli et al., 2014) and inconsistency of pairwise-comparison (Felli et al., 
2008). It occurs because AHP does not need the preferences to be transitive (if x is preferred to y, 
and y is preferred to z, then x must be preferred to z) (Marsh et al., 2016). In AHP, the consistency 
check is conducted through the calculation of consistency ratio (CR). However, there is still a chance 
of consistency may occur because there is 10% of error tolerated. PAPRIKA method is also based on 
pairwise-comparison, but it always applies transitivity check. Therefore PAPRIKA is considered 
robust. MACBETH incorporates continuous consistency check to the acquired answers (E Costa et al., 
2012, Oliveira et al., 2012). Thus, the quality of data is higher than AHP. Hence, it should be less 
prone to rank reversal than AHP. Nonetheless, the consistency check in MACBETH seeks for high 
involvement from DM. Thus, it might cause a drawback in terms of ease of use. SMART does not 
specify an upper limit for its judgement. Hence the obtained rating from the similar person might 
differ significantly if the method is applied twice, thus it might impair its consistency (Riabacke et al., 
2012). For machine learning techniques, as long as the data is sufficient and stable to generate 
reliable recommendation, then rank reversal is not a problem.   
 
d. Ease of use 
This parameter particularly deals with the cognitive burden implied to the decision maker as 
respondent. The number of required input should be tolerable to alleviate the burden for the 
decision maker(s) and the complexity of data analysis. Simple compositional methods, such as 
ranking and scales are perceived to be easy (Bottomley and Doyle, 2001). Point allocation is 
somewhat more cognitively demanding than those two other methods because the respondent has 
to keep track on the amount of points that they have distributed (Bottomley and Doyle, 2001). BWS 
(especially profile case) is potentially easier than DCE/ CBCA (Swancutt et al., 2008) because the 
respondent does not have to consider a profile, not multiple profiles, for each choice task.  

The conjoint stimuli are also considered to be easy, as long as the number of criteria is not more 
than 8 (Nikou et al., 2015); otherwise, the number of profiles will increase and result in higher 
cognitive burden. These rules also apply to other compositional and decompositional approaches, 
except machine learning methods (i.e. CF, PageRank) because they can gain the data from 
transaction database (as implicit feedback). If the rating data is limited, user profile information (i.e. 
gender, age, education, etc.) can be employed as user’s  similarity information (Adomavicius and 
Tuzhilin, 2005). This method is called as demographic filtering.  
The availability  of tools to implement the method, manage the information, and show the results 
are highly useful in analysing the data and support the analyst (Cinelli et al., 2014). Most of the 
methods, specifically from the decompositional group, are supported by software for analysing the 
data. Complicated compositional methods also have software support, such as AHP and MACBETH. 
There was not much information found regarding the software for basic compositional methods (i.e. 
ranking, rating). There was only one literature revealed that Excel could be used to a simple 
descriptive statistic in analysing the rating data (Goetghebeur et al., 2012). The CF and Page Rank 
can automatically analyse the obtained information and subsequently derive the recommendation 
or pattern (Elahi et al., 2016; Franceschet, 2011). 
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e. Learning dimension 
This learning dimension is related to possibility of re-evaluating results if new information becomes 
available (e.g. alternatives or criteria). Thus, it is not required to re-run the software and obtain 
independent results (Cinelli et al., 2014). This is affected by the structure of the methods, whether it 
is single or multi-stage approach (Nikou et al., 2015). The multi-stages approach is commonly 
attributed to the preparation stage, especially in choice-based and rating-based decompositional 
approaches. They demand the generation of design for alternatives and choice task. Thus, if a new 
criterion is added, the whole process has to be redone. For MACBETH, the analyst also need to 
define the descriptor first and generate value function before the pairwise comparison (E Costa et 
al., 2012). Hence, this is also a multi-stages approach. One-stage or simple method (i.e. direct rating, 
ranking) will provide better learning dimension.  
In machine learning methods, the addition of new user or alternatives will cause a cold-start 
problem. This problem takes place when the system has not yet acquired enough data to generate 
reliable recommendations or to capture the diet pattern (Elahi et al., 2016). 
 
f. Sample size 
Sample size indicates the potential number of respondents needed also has to be considered (Nikou 
et al., 2015). Smaller sample size might be easier in terms of practicality, but not necessarily with 
reliability. There is no clear rule about the amount of sample size needed for each method. In 
conjoint analysis (i.e. RBCA, CBCA/DCE), experience from the literature shows that above 100 
respondents, a sample is good enough (Nikou et al., 2015, Asioli et al., 2016). In some cases (Van 
Wezemael et al., 2014, Saito and Saito, 2013), the respondents even reached >500 to as 
representatives of the population. In BWS, Al-Janabi et al. (2011) mentioned that the most recently 
published study achieved significant results with 30 individuals per subgroup of interest . The 
variation of sample size was also observed with PAPRIKA. There was one study using 61 respondents 
(Golan and Hansen, 2012), but there was a study which involved only 8 experts (Johnson et al., 
2014). 
According to Pöyhönen and Hämäläinen (2001) which studied the application of AHP, SMART, 
SMARTER, SWING, Direct Rating, even though there is no consensus about the sample size, the 
number of respondents less than 50 is considered to be small and might cause unreliable re sults. It 
will help to observe when the final results become stable. From their experiment, 150 respondents 
were required to achieve stable results (Pöyhönen and Hämäläinen, 2001). The information of 
sample size needed in Bisection (Belton and Stewart, 2002) and Interval SMARTS (Mustajoki et al., 
2005b) were not even given. Similarly, the literature also did not provide an exact guidance for 
minimal sample size for BWS application. 
According to De Bekker-Grob et al. (2015), the sample size for CBCA/DCE can be calculated by 
considering several factors (i.e. model to be used, significance level, statistical power level, etc.). 
Cheung et al. (2016) mentioned that future research is needed to define sample size calculations 
based on the desired statistical power as what have been done in CBCA/DCE.  
The main difference of sample size was observed in machine learning techniques. In practice, 
collaborative filtering and PageRank are used to evaluate a large product set which can be up to 
millions (Franceschet, 2011) in Netflix and Google search engine respectively. To illustrate a case in 
Netflix, on average a movie receives 5600 ratings, while a user rates 208 movies (Koren and Bell, 
2011). Therefore, the sample size needed for these methods is enormous.  
 
g. Context of use 
The context of use of preference elicitation methods might be different. Since CA and its derivatives 
(i.e. BWS, DCE/CBCA, and RBCA) were developed mainly in the context of marketing, they are mostly 
engaged in understanding consumers’ needs. Their primary objective is to conclude the most 
important factors to focus on when designing a new product or service  (Nikou et al., 2015). At this 
point, the familiarity of use is not applicable because there is no existing product in the market yet. 
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One illustration from the study of (Annunziata and Vecchio, 2013) who did research to explore 
consumers evaluation of four attributes of probiotics functional foods. The functional foods did not 
exist yet in the market; they just wanted to understand the required attributes for functional food. 
Thus, experience with that particular product was not necessary. Several other examples are to 
investigate:  lamb meat attributes (Gracia and De-Magistris, 2013), functional food attributes 
(Annunziata and Vecchio, 2013), computer attributes (Karniouchina et al., 2009), type of information 
in food label (Caputo et al., 2013) or in nutrition label (Van Wezemael et al., 2014) .  
At the same time, originating from MCDA, the applications of compositional methods, such as AHP 
(Nikou et al., 2015) and MACBETH (Mustajoki et al., 2005b, Oliveira et al., 2012), can be mainly 
described as situations when there is a number of alternatives available and by determining the 
importance of different characteristics, we intend  to choose the best alternative in the context of 
product/ policy/ treatment development. On the other words, after the design phase, there are still 
several possible prototype products, and we aim to choose the best one. At this stage, preference 
elicitation process puts a higher importance on the experience/familiarity with a product. 
An example  is from Swancutt et al. (2008) who tried to identify patients' preferences for aspects of 
appointments within the colposcopy service and to make suggestions for service improvement by 
using BWS. For this case, familiarity or experience of respondents with the service is highly 
important to be able to provide relevant input towards the colposcopy service.  
Based on the results of the review, the common context-of-use of PAPRIKA was also similar to AHP 
and MACBETH. The literature showed that it was used to determine which health technology should 
be funded (Golan and Hansen, 2012) or which patient should be prioritized (Hansen and Ombler, 
2008).  
Machine learning methods (i.e. CF and PageRank) also have a purpose to select the most suitable 
alternative based on the learning data and to recommend it to the user. For this purpose, machine 
learning methods demand input from other users who are familiar with the product to predict the 
most suitable product for another user (Elahi et al., 2016). 
This distinction does not necessarily mean that certain method is not suitable to select the best 
alternative or to determine general consumer needs. This rule only refers to the difference in the 
most common application areas (Nikou et al., 2015).The bottom line is that the knowledge-level of 
the consumers should be aligned with  the context of use. Furthermore, one should choose the most 
appropriate method to evaluate consumer preferences based on this context.  
 
To sum up, there are several advantages and disadvantages derived from the results. In terms of 
sample size, machine learning technique might require more data than other methods to provide 
reliable recommendations. However, there is no exact rule to determine the sample size for almost 
all the methods which are representative for the population. Most of the methods are easy when 
the number of criteria and criteria level are limited, but become cognitively burdensome for DM 
when they are increased. This is particularly true for techniques under pairwise comparison, scoring 
function, conjoint analysis methods. AHP is highly prone to rank reversal because it does not require 
transitivity. MACBETH should be less prone to rank reversal.  
If the analyst wants to add more criteria or criteria level into the model,  multi-stages methods (i.e. 
conjoint analysis and pairwise comparison) are not handy for conducting re-evaluation. With regard 
to uncertainty treatment, the results indicated that most methods use a value interval, categorical 
scale, or ‘no-buy’/indifferent option to deal with imprecise judgement. Additionally, missing value 
can also be handled by the methods with various techniques. Lastly, in terms of context-of-use, it 
should be noted that the knowledge level of the DM should be aligned with the context of 
elicitation. MCDA and machine learning methods are commonly applied in evaluating or screening of 
product and service, while conjoint analysis methods are typically utilized to determine user’s needs. 
 
Table 35. The advantages and disadvantages of compositional and decompositional methods 

Methods Weights Treatment for Robustness Context Ease of use Learning Sample 



A Review of Preference Elicitation Methods 58 

 

typology uncertainty of use dimension size 
Compositional  

Scales no trade 
off 

no treatment no rank 
reversal 

Screening of 
product 
/service 

easy  easy to re-
evaluate 

< 100 

Ranking no trade 
off 

imprecise 
valuation 

no rank 
reversal 

Screening of 
product 
/service 

easy easy to re-
evaluate 

>50 

Point 
Allocation 

 trade off no treatment no rank 
reversal 

Screening 
product & 
understand 
users needs 

easy ; (-) keep 
track on points 

easy to re-
evaluate 

>50 

AHP  trade-off -easy to handle 
missing value 

 rank 
reversal 

screening of 
product or 
service 

-easy for a few 
criteria 
-software 
support (i.e. 
AHP) 
 

multi-
stages 

>50 

Interval 
SMART 

trade-off Imprecise 
judgement 
(interval) 

no rank 
reversal 

screening of 
product or 
service 

-easy for only a 
few criteria 
-software 
support (i.e. 
WINPRE) 

easy to re-
evaluate 

NA 

MACBETH  trade-off -imprecise 
judgement 
-easy to handle 
missing value 

less prone 
to rank 
reversal, 
(consistency 

check) 

screening of 
product or 
service 

-high effort for 
DM 
-software 
support (i.e. M-

MACBETH) 

 multi-
stages 

<100 

Bisection no trade-
off 

 Imprecise 
judgement 
(interval) 

no rank 
among 
criteria 

Screening of 
product 
/service 

high effort for 
DM 

easy to re-
evaluate 

NA 

SMARTS no trade-
off 

NA no rank 
reversal 

Determine 
users’ needs  

easy  easy to re-
evaluate 

>50 

Decompositional   

PAPRIKA trade-off -indifferent 
option 
-category scale 
-easy to handle 
missing value 

transitivity 
check, 
prevent 
rank 
reversal 

Screening of 
product or 
service 

-minimize 
question based on 
corollaries 
-software 
supports 
(1000Minds) 

multi-
stages 

< 100 

BWS trade-off -‘no-buy’ option 
-category scale 
-difficult to 
handle missing 
value 

no rank 
reversal 

Determining 
user needs 

 - less cognitive 
burden 
- software 
support (i.e. SPSS) 

multi-
stages 

min. 30 

RBCA trade-off -‘no-buy’ option 
-category scale 
-difficult to 
handle missing 
value  

no rank 
reversal 

Determining 
user needs 

-easy for a few 
criteria, ‘no-buy’ 
option 
-software support 
(i.e. SPSS) 

multi-
stages 

>100 (rule 
of thumb) 

CBCA/DCE trade-off -‘no-buy’ option 
-category scale 
-difficult to 
handle missing 

value 

no rank 
reversal 

Determining 
user needs 

-easy for a few 
criteria,  
-‘no-buy’ option 
-software support 

(i.e. SAS) 

multi-
stages 

>100 (rule 
of thumb) 

Collaborati
ve filtering 

trade-off -uncertainty 
factor in the 
algorithm 
-use direct rating 
to handle missing 
value 

no rank 
reversal 

Screening of 
product or 
service 

-survey is not 
needed, data 
could be from 
history 
-computer 
support 

cold start >> 100  

PageRank trade-off NA no rank 
reversal 

Screening of 
product or 
service 

-data from the 
database 
-computer 
support 

cold start >>100  

note: dark grey box for ‘disadvantages,' white box for ‘advantages,' light grey for ‘NA.' 
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4.7 Conditions of using the preference elicitation methods in SHARP diet 
 
The purpose of this study is to review the most representative preference elicitation methods and 
provide a recommendation about methods that might be suitable for SHARP diet modelling. 
Basically, the reviewed preference elicitation methods could also be applicable for SHARP die t, 
depending on the conditions as follow: 
 
- The identification of indicators for SHARP diet 
According to the previous research (Faramitha, 2016), the most important step in the establishment 
of SHARP diet is the determination of performance SHARP indicators. The validity of the research 
findings depends on the analyst's ability to correctly specify the relevant diet criteria and levels. Each 
dimension of SHARP might be represented by multiple indicators or criteria. To simplify the MP diet, 
analyst usually only considers the most representative criteria for each dimension. For a limited 
amount of criteria, MCDA and conjoint analysis (i.e. compositional methods, choice-based, and 
rating-based decompositional methods) might be more appropriate (Mühlbacher et al., 2016, 
Cheung et al., 2016). In the case of RBCA, BWS, and DCE/CBCA, Nikou et al. (2015) specified that the 
preferable number of criteria is at most  8, or else the survey will be too cognitively demanding for 
respondents because the respondents have to examine more alternatives. To come up with criteria 
and criteria levels, a focus group must be carried out prior to the survey. Thus, the establishment of 
criteria and criteria levels might also require extra effort from respondents. The advantage is that 
analyst could derive the importance value (i.e. weights or part-worth utilities) of each criterion or 
criteria levels.  The drawback of this limitation is that some other relevant criteria which might be 
influential on the weights, yet not included in the model. As indicated by  , the exclusion of some 
criteria might alter the outcome of the model(Goetghebeur et al., 2012). For example, the price of 
diet is an important criterion for DM, but the analyst just considers GHGEs emission and nutritional 
content. Thus, the diet recommendation might be nutritional and low in GHGEs emission yet really 
expensive for DM. Consequently, the diet recommendation will not be favourable for DM. If the 
price is included as a criterion, the diet recommendation will be more realistic.  
Johnson et al. (2014) indicated that humans’ diet is affected by various inter-related factors. 
Including all criteria might increase the validity of results. However, it entails a high amount of data 
and high cognitive load on respondents.  It is not always feasible for the analyst to find all the 
relevant criteria. If the analyst wants to consider all criteria or factors and has a large data set of 
consumers purchase/consumption history, then machine learning (i.e. collaborative filtering and 
PageRank) methods can be utilised. The analyst does not have to define criteria or criteria levels 
because the algorithm will automatically learn the latent factors (criteria) from the collected data 
(i.e. collaborative filtering). It will not explicitly reveal the weights or part-worth utility, but it will 
provide diet recommendation for the users. 
 
- The type of data collection 
Interactive methods involve respondents in several stages of examination. It would request a high 
and intense cognitive burden on respondents. An interactive approach is followed by both MCDA 
methods and conjoint analysis (i.e. compositional methods and rating/choice-based decompositional 
methods). 
In AHP, the DM(s) is (are) involved from defining the weights of each criterion until the we ight of 
each criterion within one alternative. So, they are involved from the defining the criteria for the 
evaluation of alternatives. In MACBETH, the DMs are involved from defining the descriptors of the 
criteria, weighting the criteria, evaluating the alternatives, and also checking the consistency of the 
weights. The same also applies to bisection method. In order to create a value function, the DM has 
to answer several iterative questions for each criterion. Due to this high involvement and time 
required, these methods might be more suitable for cases that involve only a limited amount of 
respondents. The type of respondents is one of the key issues. Mostly, experts are chosen to 
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increase the validity of answers when only limited respondents are involved. In conjoint analysis, a 
focus group should be conducted to specify the representative criteria. Afterwards, the DM has to 
do the choice experiment to choose the preferable alternatives.  
Yet, since these methods do not include actual observation data, there is a possibility that the 
respondents might think that certain criteria are important, but they are inconsistent in practice. For 
example, a DM might consider GHGE reduction is more important than price, while in reality she/he 
always buys the cheapest food/ drink items without considering its sustainability aspect. This 
problem is referred to as hypothetical bias. Conjoint analysis sometimes introduces a cheap talk to 
cope with that (Van Wezemael et al., 2014). The objective is to reduce the chance of respondents 
giving one opinion but act differently in reality. Thus, respondents are reminded to provide a 
genuine preference. Even though this bias was clearly stated only in an article about CBCA, this issue 
could also be applicable in other interactive methods which also do not use actual history data.   
An empirical approach emphasizes on the observations of actual behavior. For this reason, 
decompositional methods (i.e. machine learning) could be the suitable methods.   Machine learning 
mainly depends on history data of food purchase or food that has been eaten (food journal ). For 
instance in collaborative filtering, the algorithm can provide suggestion to a user (DM) based on the 
collected preferences information from many users. So, it is more applicable for a large amount of 
respondents. This method does not always need direct rating from the respondent. It can reduce the 
cognitive bias, and hypothetical bias from the decision maker since the judgement from the survey is 
usually prone to that problem (Riabacke et al., 2012). The main problem in machine learning is to 
obtain a large amount of data, thus it is particularly suitable for data-abundant situation. In some 
cases, explicit feedback (i.e. direct rating from the user) is used to complement the implicit feedback 
(i.e. purchase history). Another approach is to use users’ profile information (i.e. geographical 
information) to derive user similarity (Adomavicius and Tuzhilin, 2005). 
 
-The aggregation level of consumer  
The main consideration is which optimization unit used by the analyst: average-individuals within 
the target group or an individual (or several individuals) which represent(s) the respective group. If 
the elicitation is based on the individual(s), one could consider using the interactive methods (i.e. 
MCDA and conjoint analysis methods).  These methods highly involve DM during the elicitation 
process. For the average-individuals approach, the analyst should consider the preference of all 
consumers in a target group; thus, the machine learning methods (i.e. CF and PageRank) could be 
more convenient since they do not require high involvement of DM. They could derive the pattern 
from purchase or consumption history of DMs.  
 
-Dealing with uncertain data  
The concern might arise when collecting input for criteria due to the uncertainty of data. For 
example, the price of food might differ depending on where the food is sold. The analyst should 
decide whether the variation will be taken into account or not because some target groups might be 
price sensitive. So, the changes in price might affect their preference towards certain diet. In 
addition, there are numerous types of uncertainty that can be observed, such as GHGE data. The 
analyst could hardly find GHGE data for all food or drink items. Thus, one should make estimation. 
According to Faramitha (2016), there are two main approaches in dealing with this issue, 
deterministic or stochastics approach. In deterministic approach, there is no uncertainty considered. 
Meanwhile, the stochastic approach considers randomness or uncertainty. The deterministic 
approach is most common in MCDA methods (i.e. compositional methods). However, interval 
SMARTS might be suitable for stochastic approach since the criteria can be modelled as intervals to 
cover the possible differences between the current/known value and the reality  (Mustajoki et al., 
2005b). The intervals of value can then be used for price and GHGE data. Decompositional methods 
can integrate uncertainty into the model from various ways. In conjoint analysis, the uncertainty of 
data can be incorporated by using a categorical scale. For instance, the level of GHGEs reduction can 
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be divided into two categories:  ‘high’ (25-505) and ‘low’ (0-25%). However, it is suggested to use a 
concise level to avoid confusion of respondents (Orme, 2002). The collaborative filtering (i.e. latent 
factor models) handles  this uncertainty by taking into account the ‘variety of time’ in the algorithm 
(Koren and Bell, 2011). 
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CHAPTER V. CONCLUSION, LIMITATION, AND RECOMMENDATIONS  
 
 

5.1 Conclusion 
 
Preference elicitation method is useful to capture the preference of individual towards certain 
criteria of diet modelling. The inclusion of individuals’ preferences into the SHARP diet model  could 
improve the practicability of the resulting diet recommendation. There are many preference 
elicitation methods available and recently applied in various applications. In this section, we 
summarized the main findings of this literature review and answered the research questions defined 
in Chapter 1.  
 
SQ 1: What are the steps/ procedure of those preference elicitation methods? 
A number of preference elicitation methods were reviewed following a snowball approach (see 
Chapter 3). We classified the preference elicitation methods to compositional and decompositional 
categories as described in Section 2.1.4. The brief procedure of each method is summarized in Table 
9 (compositional) and 10 (decompositional). Compositional are methods that evaluate the utility of 
criteria, which are then composed to compute the utility of each alternative. In general, 
compositional methods ask DM to assess the criteria by direct rating (i.e. scales, point allocation, 
SMART), ranking (i.e. direct ranking, SMARTER), pairwise comparison (i.e. AHP, MACBETH), swing 
weighting (i.e. SMARTS), and scoring function (i.e. bisection). Then the values of criteria are then 
added to calculate the total utility of alternatives. Decompositional are methods that evaluate the 
utility of alternative(s) then decompose it to obtain the utility of criteria. Firstly, the decompositional 
methods assess the alternatives using several approaches: choice-based (PAPRIKA, BWS, CBCA), 
rating-based (RBCA), and learning-based (collaborative filtering, PageRank). The utility of criteria or 
criteria levels can be derived from the results using statistical analysis or linear programming, except 
for learning-based methods. Instead of providing the utility of criteria or criteria levels, the learning 
algorithm would capture the patterns of users’ consumption and generate a suggestion for a diet 
alternative. There could be several variations of the method under a category. The modifications of 
procedure might be simple, but it could have an influence on the cognitive process of  the DM. 
 
SQ 2: What are the main differences and features of existing preference elicitation methods? 
Each method has its own feature that might differentiate it from another method. The summary of 
the features is presented in Table 33. There is three main components: (1) Extraction: how the 
information is derived from respondents/ decision makers (DM); (2) Representation: the format of 
representing DMs’ inputs; (3) Interpretation: how to assign meaning to the obtained information. 
The common extraction methods are rating and ranking, while the typical utility model  for 
interpretation is an additive function. Point estimates and ordinal are frequently used to represent 
DM’s input. The semantic descriptive representation is  common in pairwise comparison methods 
(i.e. AHP, MACBETH).  
 
SQ 3: What are the advantages and disadvantages of each method? 
There are several important parameters to analyse the advantages and disadvantages of each 
preference elicitation methods. The parameters are weight typology, uncertainty treatment, 
robustness, ease of use, sample size, learning dimension, and context of use. The short descriptions 
of those parameters can be found in Table 2.  The advantages and disadvantages are based on 
rational evaluation parameters in Table 7. From that information, the parameters can be categorized 
as advantages or disadvantages. The full list of advantages and disadvantages can be found in Table 
35. There are several interesting findings from the results: 
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- Sample size. Machine learning technique might require more data than other methods to provide 
reliable recommendations compared to other methods. However, there is no exact rule to 
determine the sample size for almost all the methods.  

- Ease of use. Most of the methods are easy when the number of criteria and criteria levels are 
limited, but become cognitively burdensome when they are increased, especially for techniques 
under pairwise comparison, scoring function, and conjoint analysis. 

- Rank reversal. Only pairwise comparison techniques are prone to rank reversal because they do 
not consider all criteria at the same time and transitivity. AHP is more prone to rank reversal than 
MACBETH. 

- Learning dimension. The multi-stages methods (i.e. conjoint analysis and pairwise comparison) are 
not easy for re-evaluation.  

- Dealing with uncertain data. Most methods have treatments for uncertainty. The imprecise 
judgement is usually coped with using a value interval, categorical scale, or ‘no-buy’/indifferent 
option. Missing value can also be handled by various techniques, but it might be more difficult for 
decompositional methods. 

- The context of use. Knowledge level of the DM should be aligned with the context of elicitation. 
MCDA and machine learning methods commonly are used to screen product or service, while 
conjoint analysis methods are designed to determined users’ needs.  

 
SQ 4: What are the current trends in preference elicitation methods? 
The outcome of the systematic search was used to map the trends of preference elicitation 
methods. The trends show that the usage of decompositional methods exceeds compositional 
methods significantly from 2001 to 2016. The mostly used approach is conjoint analysis.  
 
SQ 5: When the methods can be appropriately applied in diet modelling?  
All the obtained methods basically are potentially useful in SHARP diet model application. However, 
there is a certain condition when particular method(s) is/are more applicable. There are some 
factors to be considered as provided below.  

- The identification of performance indicators for SHARP diet 
If only limited number of criteria from SHARP dimension to be considered, then MCDA and 
conjoint analysis methods (i.e. compositional methods and rating-based/choice-based 
decompositional) are applicable. If more criteria to be considered and they do not need to be 
defined, then machine learning methods are appropriate. 

- The type of data collection 
In a data-scarce situation where information on consumption patterns of individuals is not 
available, it might be interesting to use MCDA and conjoint analysis because they use the 
interactive technique to recover weights. In a data-abundant situation where the analyst has 
sufficient data on consumption patterns of individuals (i.e. actual purchase or consumption 
history), then machine learning methods which use empirical approach (i.e. collaborative 
filtering, PageRank) might be more appropriate to use. 

- The aggregation level  of consumer  
If the analyst focuses on average-individuals, then non-interactive or empirical approach 
might be more convenient. If the focus is on the representative individual(s), the interactive 
methods (i.e. compositional methods and rating-based/choice-based conjoint analysis) might 
be more suitable. 

- Dealing with uncertain data 
If the deterministic approach is used, then MCDA methods (i.e. compositional methods) might 
be applicable. However, interval SMARTS might be suitable for stochastic approach since the 
criteria can be modelled as intervals. If the stochastic approach is utilized, then 
decompositional methods (i.e. conjoint analysis and machine learning) can be selected. 
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Main research question: Based on the literature review, a number of representative preference 
elicitation methods were obtained. They were scales, point allocation, ranking, interval SMART, 
SMART, SMARTER, AHP, MACBETH, bisection, PAPRIKA, BWS, CBCA, RBCA, collaborative filtering, 
and PageRank. They could be further classified into compositional and decompositional methods 
based on their procedures. In general, they could be applicable for diet modelling, depending on the 
conditions.  
The conditions are: (1) the identification of indicators for SHARP diet: limited or all; (2) the type of 
data collection: interactive or empirical; (3) the aggregation level of consumer group: individual or 
average-individuals; (4) dealing with uncertain data: deterministic or stochastic. In general, machine 
learning techniques (i.e. CF and PageRank) are more convenient for using all SHARP diet indicators, 
empirical data collection, the average-individuals consumer level of aggregation, and stochastic 
approach. While MCDA methods (i.e. compositional methods) and conjoint analysis (i.e. rating-
based and choice-based decompositional methods) are more appropriate for limited SHARP diet 
indicators, interactive data collection, and individual(s) level of aggregation. In terms of dealing with 
data uncertainty, MCDA methods might use deterministic approach, while conjoint analysis methods 
use stochastic approach. 
 

5.2 Limitations 
 
This literature review provides a comprehensive overview of the main preference elicitation 
methods. We used a structured way to identify and review key articles in this domain. Of  course, 
there are some limitations that could be considered for future research. The limitations of this 

research are: 

- This present research focused on giving simple and theoretical examples of preference elicitation 
methods. These examples could provide a basic understanding of how the methods should be 
conducted and an indication of their differences. However, they were not able to provide actual 
utility variations derived from each method and compare one another. This would help to deliver 
better and more practical suggestions on which preference elicitation methods that could be used 
particularly for SHARP diet model.  Nevertheless, the actual implementation would be a time-
consuming process as well. Thus it could not be done in this present research due to the limitation 
of time.  

- The important parameters to compare advantages and disadvantages of preference elicitation 
methods were mainly obtained from the publication which focused on comparing AHP and 
Conjoint Analysis. Thus, there might be parameters which were hard to define for other methods, 
such as ‘context of use’ and ‘missing values.' The common ‘context of use’ of AHP and conjoint 
analysis methods were already stated in the publication, but not for other methods. The common 
‘context of use’ of other methods was derived based on the reviewed publications.  It should be 
cautioned whether the number of publications was sufficient to derive a conclusion, particularly 
for ranking, scoring function, direct rating, interval SMART, and PAPRIKA because the number of 
reviewed publication was limited.  The ‘missing value’ parameter was scarcely mentioned in other 
publications. To cope with this problem, the group was represented by several methods. For 
example, the difficulty to handle missing value in MCDA (compositional methods) was represented 
by AHP and MACBETH. Since the other methods (i.e. ranking and rating) were also simple and not 
requiring statistical analysis, most likely they also could handle missing value easily.  This ‘missing 
value’ problem might exist in the preference elicitation methods, but probably not too often since 
electronic/ online survey could help to assure that DM fully filled in the survey. Due to the 
limitation of time, we used these parameters. Despite this issue, the obtained important 
parameters were able to provide understanding and comparison of the methods’ advantages and 
disadvantages. 

- Since there was no previous research about selecting preference elicitation methods for diet 
models, the conditions for applying preference elicitation methods were  mostly based on the 
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conceptual decisions of Faramitha (2016) who performed a review of a mathematical diet 
modelling approach.  Thus, there might be other factors/conditions that were not covered in this 
research. Even though they might not be complete, the obtained conditions were able to deliver 
an idea when the preference elicitation methods could be applicable in the SHARP diet. 

- Several conference papers which were found during the systematic search did not have author and 
publication titles. Hence, it reduced the amount of collected publications for collected relevant 
publications. However, the publications were mainly about decompositional method (i.e. machine 
learning), and the amount was not too many. Thus, it did not influence the trends of preference 
elicitation significantly. The result of the trends is still valid. 

- Due to the limited background in artificial intelligence and limited time, the machine learning 
methods were chosen based on the suggestion of supervisors.  Thus, there might be other well-
known machine learning methods could be found in the literature. The reviewed methods were 
selected because they were widely used (i.e. in google search, Amazon, and Netflix) and quite easy 
to understand without detailed technical explanations. At least, they could represent how machine 
learning could be used as preference elicitation methods.  

 

5.3 Recommendations 
 
Based on the research, there are several factors that could be considered by researcher or policy 
maker in the usage of preference elicitation methods for the development of SHARP diet model: 
 
Managerial factors 
- Knowledge of the respondents. The identification of SHARP diet indicators plays a great role. 

If only a limited number of criteria to be considered, the policy maker should assure that the 
indicators are relevant. Therefore, the involvement of experts (in diet-related field) for the 
identification of indicators can be helpful. 

Technological factors 
- The availability of software support and data. Different preference elicitation might require 

different support and data type.  Thus, the availability of software  or computer support and 
the methods should be aligned. For example, if the data about population’s consumption 
history is abundant and the policy maker has a support for machine learning, then the 
machine learning methods could be used. Since this method is based on actual behaviour of 
consumer, the usage of machine learning method (i.e. collaborative filtering) might reduce 
hypothetical bias and increase the reliability of the optimized diet outcome.  

- Type of food. The policy maker or researcher should be able to define the food items that are 
relevant for European consumer and ensure that the diet recommendation does not deviate 
too much from that; otherwise, the SHARP diet recommendation will not be applicable. 
 

To follow-up, the next research could focus on confirming the results of this research by conducting 
actual implementation of diet models with the preference elicitation technique. It would be 
interesting to observe how actually different preference elicitation methods affect the outcome of 
diet optimization. The quality of the outcome for each method can be defined by comparing to the 
actual choices of the individual. The preference elicitation method which could create a more 
sensible diet recommendation could be then suggested to policy maker or researcher.  
In this present research, a snowball method was conducted from 5 leading publications. In order to 
widen the scope of methods and information, the future research might employ additional leading 
publications or try with other leading publications. Then, it might be interesting to compare the 
results with the outcome of present research.  

  



A Review of Preference Elicitation Methods 66 

 

CHAPTER VI. EVALUATION OF THE RESEARCH 
 

6.1 Evaluation of the research process 
 
The development of conceptual review framework was a critical issue. The list of important 
parameters and factors of choosing the appropriate method for SHARP diet model are supposed to 
be specified before conducting the literature review. Nonetheless, the list of important parameters 
was still updated while conducting the literature review. Additionally, the factors of choosing the 
appropriate method for SHARP diet were also still being determined when making discussion part. 
The changes necessitated some adjustments in Chapter 2 as well, in which the concept of diet model 
and MP were introduced. Thus, it would have been more structured if those work s were done 
before conducting the literature review. 
There were three major steps in this research: (1) collecting and classification of methods; (2) 
understanding the methods (advantages disadvantages, main components, and illustrative 
examples); (3) evaluation. The first and the second stages were quite time-consuming because most 
of the methods were not well-known and somewhat technical. Thus, it took more time to 
understand and put that into the context of diet. Another problem also relates to the structure of 
the repots to it understandable for readers. Restructuring processes were done several times by 
using the input from supervisors and other readers. 
The keywords for systematic literature review were also altered a few times in order to obtain more 
representative results. The previous keyword resulted in too few publications, thus in some years, 
there was no publication observed. Therefore, the search terms for systematic search had to be 
adjusted. 
 

6.2 Reflection of the researcher 
 
This section is dedicated to reflecting on my role and performance as a researcher during the whole 
research process. The research topic that I have worked on was challenging and interesting because 
it could give me a really broad overview, not only of preference elicitation methods but also about 
mathematical programming for diet models. I learned about mathematical programming before, but 
not specifically for diet model. Thus, it provided more insight on the versatility of mathematical 
programming. However, I was not too familiar with preference elicitation methods, particularly 
about conjoint analysis and machine learning methods. It took quite a lot of time for me to 
understand those methods since I also did not have a strong mathematical or consumer science 
background. This research certainly widened my knowledge and deepened my understanding of diet 
modelling.  
Conducting a literature research was a new experience for me as well. I used to deal with only 
laboratory and trial works which involved quantitative data most of the times. I still have to improve 
on how to conduct a proper literature review research. The challenging part was Finding the 
appropriate publications and understanding the technical explanation in the paper. To overcome the 
latter issue, I usually used other sources to learn about the methods (i.e. books, video). Since this 
report contains a significant amount of information, another major problem that I encountered was 
to structure the report. For this issue, I tried to integrate the input from my supervisor and read the 
reports several times. 
In the end, I had to discuss which method should be appropriate for SHARP die t model and in which 
conditions. Personally, I was not too confident to write about it because this research was based on 
literature review, not on the real implementation of diet model. However, my supervisor provided 
me some insights about the feasible way to discuss it. It might be not perfect, but hopefully, this 
research would give an overview for people who might conduct a preference elicitation process 
prior to mathematical programming. Reflecting on the journey that I have been through, I am 
thankful for the knowledge and valuable experiences that I have gained. 
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Appendix I. The list of literature for systematic search 

 
 Au th o r s (yea r )  Tit le Met h o d s Ca t eg o r y  Sc o p u s W eb  o f 

Sc ien c e 

1 Holm et al., 2016 Enhancing Agent-Based Models with 
Discrete Choice Experiments  

CBCA/DCE Decompositional   v 

2 van Dijk et al., 
2016 

An Empirical Comparison of Discrete 
Choice Experiment and Best-Worst 
Scaling to Estimate Stakeholders' Risk 
Tolerance for Hip Replacement Surgery 

CBCA/DCE,BWS Decompositional; 
Decompositional  

 v 

3 Morel et al., 
2016 

Quantifying benefit-risk preferences for 
new medicines in rare disease patients 
and caregivers 

CBCA/DCE Decompositional  v 

4 Huang et al., 
2016 

Consumer Preference Elicitation of 
Complex Products Using Fuzzy Support 
Vector Machine Active Learning 

Collaborative 
filtering 

Decompositional v  

5 Robinson et al., 
2015 

A Framework for Estimating Health 
State Utility Values within a Discrete 
Choice Experiment: Modeling Risky 
Choices 

DCE Decompositional  v 

6 Hollin et al., 2015 Caregiver Preferences for Emerging 
Duchenne Muscular Dystrophy 
Treatments: A Comparison of Best-
Worst Scaling and Conjoint Analysis  

BWS, CBCA/CDE Decompositional; 
Decompositional 

 v 

7 Abraham et al., 
2015 

Complex antithrombotic therapy: 
Determinants of patient preference and 
impact on medication adherence 

ACA Decompositional v v 

8 Hess et al., 2015 Preference Elicitation Tool for 
Abnormal Uterine Bleeding Treatment: 
A Randomized Controlled Trial  

ACA Decompositional v v 

9 Sundarraj et al., 
2015 

On integrating an IS success model and 
multicriteria preference analysis into a 
system for cloud-computing investment 
decisions 

AHP-DEA Compositional   v  

10 Nikou et al., 2015 A Process View to Evaluate and 
Understand Preference Elicitation 

AHP, CA Compositional, 
Decompositional 

v  

11 Hopfgartner, 
2015 

Join the living lab: Evaluating news 
recommendations in real-time 

Recommender 
system 

Decompositional v  

12 Vetschera et al., 
2014 

Implausible alternatives in eliciting 
multi-attribute value functions  

RBCA Decompositional v  

13 Yang et al., 2014 Decision support for preference 
elicitation in multi-attribute electronic 
procurement auctions through an 
agent-based intermediary 

Pairwise 
comparison of 
alternatives 
(holistic 
preference) 

Decompositional  v  

14 Rotter, 2014 Relevance feedback based on n-
tuplewise comparison and the ELECTRE 
methodology and an application in 
content-based image retrieval 

Content-based 
Image Retrieval 

Decompositional, v v 

15 Kirchhoff et al., 
2014 

A conjoint analysis framework for 
evaluating user preferences in machine 
translation 

CBCA/CDE Decompositional v  

16 Hollin et al., 2014 Caregiver Preferences for Emerging 
Duchenne Muscular Dystrophy 
Treatments: A Comparison of Best-
Worst Scaling and Conjoint Analysis  

CBCA/CDE, BWS Decompositional, 
Decompositional 

v v 

17 Lee et al., 2013 Homeowners' decision-making in a 
premise plumbing failure-prone area 

CA Decompositional  v 

18 Kovalsky et al., 
2013 

 Do Consumers Really Know How Much 
They Are Willing to Pay? 

Rating  Compositional  v 

19 Najafzadeh et al., 
2013  

Genomic testing to determine drug 
response: Measuring preferences of the 
public and patients using Discrete 
Choice Experiment (DCE) 

CBCA/DCE Decompositional v  
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No  Authors (year) Title Methods Category Scopus Web of 
Science 

20 Boesch et al., 
2013 

Enhancing Validity and Reliability 
Through Feedback-Driven Exploration: 
A Study in the Context of Conjoint 
Analysis 

ACA Decompositional v  

21 Gabillon et al., 

2013 

Adaptive submodular maximization in 

bandit setting 

Reinforcement 

learning 

Decompositional v  

22 Schönberg et al., 
2012 

Simulation-based design of wind-
Turbine sealing solutions using a 
systematic approach to robust concept 
exploration 

CA Decompositional v  

23 Rokach et al., 
2012 

Initial profile generation in 
recommender systems using pairwise 
comparison 

Collaborative 
filtering 

Decompositional v  

24 Ren et al., 2011 A Design Preference Elicitation Query 
as an Optimization Process  

Support Vector  
Machine 

Decompositional   

25 Bornemann et 
al., 2011  

Psychological Distance and the Dual 
Role of Price 

Scale (7-point 
semantic scale) 
on product 
alternatives 
(RBCA) 

Decompositional v v 

26 Danner et al., 
2011 

Integrating patients' views into health 
technology assessment: Analytic 
hierarchy process (AHP) as a method to 
elicit patient preferences  

AHP Compositional 
 

 v 

27 Michalek  et al., 
2011 

Enhancing marketing with engineering: 
Optimal heterogeneous markets  

CBCA/DCE Decompositional v v 

28 Rosenthal et al., 
2011 

Using decision-theoretic experience 
sampling to build personalized mobile 
phone interruption models  

Machine 
learning 

Decompositional v  

29 Van Houtven et 
al., 2011 

Eliciting benefit-risk preferences and 
probability-weighted utility using 
choice-format conjoint analysis  

CBCA/DCE Decompositional v  

30 Pieterse et al., 
2010 

Methodologic evaluation of adaptive 
conjoint analysis to assess patient 
preferences: An application in oncology 

ACA Decompositional v v 

31 Scholz et al., 
2010 

Measuring consumer preferences for 
complex products: A compositional 
approach based on paired comparisons 

Paired 
comparison-
based 
preference 
measurement 
(PCPM), ACA 

Decompositional v v 

32 Mueller et al., 
2010 

What you see may not be what you get: 
Asking consumers what matters may 
not reflect what they choose 

BWS Decompositional  v 

33 Chang et al., 
2009 

How Closely Do Hypothetical Surveys 
and Laboratory Experiments Predict 
Field Behavior? 

CBCA/DCE Decompositional  v 

34 Johnson et al., 
2009 

Using Conjoint Analysis to Estimate 
Healthy-Year Equivalents for Acute 
Conditions: An Application to 
Vasomotor Symptoms 

CBCA/DCE Decompositional  v 

35 Chu et al., 2009 Interactive learning of independent 
experts' criteria for rescue simulations  

Supervised 
machine 

learning, CBCA 

Decompositional v v 

36 Chica et al., 2009 Integration of an emo-based 
preference elicitation scheme into a 
multi-objective aco algorithm for time 
and space assembly line balancing 

Goal 
programming 
(preference per 
criterion) 

Compositional v  

37 MacDonald et al., 
2009 

Preference inconsistency in 
multidisciplinary design decision 
making 

CBCA/DCE Decompositional v  

38 van Tijl et al., 
2008 

The Use of Multi-Criteria Decision 
Analysis Weight Elicitation Techniques 
in Patients with Mild Cognitive 
Impairment A Pilot Study 

CA Decompositional  v 

39 Braziunas et al., 
2008 

Elicitation of factored utilities  GAI models Decompositional v 
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No  Authors (year) Title Methods Category Scopus Web of 

Science 

40 Dagher et al., 
2008 

Elicitation and modeling of customers' 
preferences in industrial design: A 
comparative study on vehicle front end 

RBCA Decompositional v  

       
41 Lusk et al., 2008 An incentive compatible conjoint 

ranking mechanism 
RBCA Decompositional v v 

42 Kaplan et al., 
2007 

A new MCDM approach to solve public 
sector planning problems 

Decision rule 
(with machine 
learning 
algorithm) 

Decompositional v  

43 Sell et al., 2007 Ecosystem services from tropical 
forestry projects - The choice of 
international market actors  

Holistic choice, 
Direct rating 

Decompositional, 
Compositional 

v v 

44 Telser et al., 
2007 

Validity of discrete-choice experiments 
evidence for health risk reduction 

CBCA/DCE Decompositional  v 

45 Osssa et al., 2007 Recombinant erythropoietin for 
chemotherapy-related anemia - 
Economic value and health-related 
quality-of-life assessment using direct 
utility elicitation and discrete choice 
experiment methods 

TTO Decompositional  v 

46 Domshlak et al., 
2007 

Efficient and non-parametric reasoning 
over user preferences 

Support vector 
machine 

Decompositional v v 

47 Myers, 2006 The impact of promotions on the 
convergence in preference elicitation 
methods 

Constant sum-
scale, conjoint 
measurement, 
actual choice, 
CA 

Compositional; 
Decompositional 

v  

48 Sassi et al., 2005 
 

Conjoint analysis of preferences for 
cardiac risk assessment in primary care 

CA Decompositional v v 

49 Millet et al., 2005 Incorporating negative values into the 
Analytic Hierarchy Process 

AHP Compositional v  

50 Wanyama et al., 
2005 

Using prediction to provide decision 
support for the elicitation of user 
preferences 

Neural 
networks 

Decompositional v  

51 Avesani et al., 

2005 

Collaborative case-based preference 

elicitation 

Collaborative 

filtering 

Decompositional v  

52 Gajos et al., 2005 Preference elicitation for interface 
optimization 

ARNAULD Decompositional v  

53 Avesani et al., 
2005 

Facing scalability issues in requirements 
prioritization with machine learning 
techniques 

Case-based 
ranking 

Decompositional v  

54 DeSarbo et al., 
2005 

Evolutionary preference/utility 
functions: A dynamic perspective 

Rating-based 
CA 

Decompositional v  

55 Lee et al., 2004 Learning user preferences for wireless 
services provisioning 

 Decompositional v  

56 Cameron et al., 
2002 

Alternative non-market value-
elicitation methods: Are the underlying 
preferences the same? 

CA Decompositional v  

57 Johnson et al., 
2001 

Sources and effects of utility-theoretic 
inconsistency in stated-preference 
surveys 

Rating-based 
CA 

Decompositional v  

58 Paik et al., 2001 Applying natural language processing 
(NLP) based metadata extraction to 
automatically acquire user preferences  

natural 
language 
processing 
(NLP) 

Decompositional v  
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Appendix II. The list of literature from snowball methods 
 
No  Au thor (year) Tit le Ob jective 
1 Goetghebeur et 

al., 2012 
Bridging Health Technology Assessment (HTA) and Efficient 
Health Care Decision Making with Multi-criteria Decision 
Analysis (MCDA) Applying the EVIDEM Framework to 
Medicines Appraisal 

to express individual perspectives of 
policy and decision makers by assigning 
weights to each criterion of the MCDA 
core model 

2 Bottomley and 
Doyle, 2001 

A comparison of three weight elicitation methods: good, 
better, and best 

to compare DR, Max100, and Min10 

3 Hein et al., 2008 Comparison of five common acceptance and preference 
methods 

to evaluate the existing breakfast bars. 
Familiarity needed. 

4 Kroese et al., 
2010 

A Framework for the Prioritization of Investment in the 
Provision of Genetic Tests 

to evaluate genetic tests and rank them 
for entry onto genetic testing. 

5 Cleemput et al., 
2014 

Incorporating societal preferences in reimbursement 
decisions relative importance of decision criteria according to 
Belgian citizens 

to measure public preference weights 
for reimbursement criteria 

6 Nikou et al., 2015 A Process View to Evaluate and Understand Preference 
Elicitation 

to compare AHP and CA 

7 Dolan et al., 2005 Patient priorities in colorectal cancer screening decisions to examine how a group of patients 
established priorities when making 
trade-offs of the five currently  
recommended colorectal cancer 
screening program 

8 Mustajoki et al., 
2005 

Decision support by interval SMART/SWING - Incorporating 
imprecision in the SMART and SWING methods 

to evaluate alternatives. No familiarity 
needed 

9 Oliviera et al., 
2012 

Prioritizing health care interventions: A multi-criteria resource 
allocation model to inform the choice of community care 
programs 

to select and re-design program. No 
familiarity needed. 

10 Pinhero et al., 
2008 

A Multi-criteria Model Applied in the Diagnosis to diagnose Alzheimer disease 

11 e Costa et al., 
2012 

A multi-criteria model for auditing a Predictive Maintenance 
Program 

to evaluate a Predictive Maintenance 
Program.  

12 European 
Medicines 
Agency, 2011 

Benefit-Risk Methodology Project to develop  the testing  
tools and processes for balancing 
multiple benefits and risks, as an aid  to  
provide  
science-based regulatory decisions 
about medicinal products 

13 Felli et al., 2009 A multi-attribute model for evaluating the benefit-risk profiles 
of treatment alternatives. 

to evaluate a medicine’s pre- and post-
marketing performance 

14 Bottomley et 
al.,2000 

Testing the Reliability of Weight Elicitation Methods: Direct 
Rating versus Point 
Allocation 

to evaluate car before buying 

17 Pöyhönen and 
Hämäläinen, 
2001 

On the convergence of multi-attribute weighting methods to re-examine the properties of the 
methods in a computer-aided study 

15 Tervonen, 2015 Applying multiple criteria decision analysis to comparative 
benefit-risk assessment: choosing among statins in primary 
prevention 

to provide guidelines for applying 
MCDA in benefit risk 
assessment 

17 Hansen et al., 
2012 

A new process for creating points systems for prioritizing 
patients for elective health services 

to prioritize patients for surgery based 
on point systems from. No familiarity 
needed. 

18 Golan & Hansen, 
2012 

Which health technologies should be funded? A prioritization 
framework based explicitly on value for money 

to evaluate which health technologies 
should be funded. No familiarity 
needed. 

19 Johnson et al., 
2014 

Multi-criteria decision analysis methods with 1000Minds for 
developing systemic sclerosis classification criteria 

to develop classification criteria for 
systemic sclerosis (SSc) are being 
developed 

20 Al Janabi et al., 
2011 

Estimation of a Preference-Based Career Experience Scale to estimate preference-based index 
values for caring experience  

21 Swancutt et al., 
2008 

Women's colposcopy experience and preferences: a mixed to identify patients' preferences for 
aspects of appointments within the 
colposcopy service and to make 
suggestions for service improvement. 

22 Hein et al., 2008 Comparison of five common acceptance and preference 
methods 

to compare the above five consumer 
acceptance and preference test 
methods 

23 Asioli et al., 2013 Comparison of rating-based and choice-based conjoint 
analysis models. A case study based on preferences for iced 
coffee in Norway 

to compare RBCA and CBCA in product 
evaluations 



A Review of Preference Elicitation Methods 77 

 

No  Author (year) Title Objective 

24 Almli et al., 2015 Investigating individual preferences in rating and ranking 
conjoint experiments. A case study on semi-hard cheese 

to compare conjoint measurement and 
self-explicated method 

25 Gracia and de-
Magistris, 2013 

Preferences for lamb meat: A choice experiment for Spanish 
consumers  

to analyze consumers’ preferences for 
different lamb meat attributes 

26 Annunziata and 
Vecchio, 2012 

Consumer perception of functional foods: A conjoint analysis 
with probiotics 

to explore consumers evaluation of four 
attributes of probiotics functional foods 

27 Karniouchina et 
al., 2008 

Issues in the use of ratings-based versus choice-based 
conjoint analysis in operations management research 

to review recent developments and 
provide new evidence on how the 
choice of different variants of conjoint 
analysis might affect study results 
(RBCA vs CBCA) 

28 Caputo, 2013 Food miles or carbon emissions? Exploring labelling 
preference for food transport footprint with a stated choice 
study 

to evaluate which type of information is 
preferred by consumers in food labels  

29 Wezemeel et al., 
2014 

European consumer preferences for beef with nutrition and 
health claims: A multi-country investigation using discrete 
choice experiments 

to investigate consumer preferences for 
nutrition labelling on beef steaks 

30 Saito, 2012 Motivations for Local Food Demand by Japanese Consumers: 
A Conjoint Analysis with Reference-Point Effects 

to identify the main motivations behind 
the purchase of locally produced foods. 

31 Baltussen et al., 
2007 

Priority setting using multiple criteria: should a lung health 
programme be implemented in Nepal? 

To identify and weight the various 
criteria for priority setting, and to 
assess the health program 

32 Marsh et al., 
2012 

Prioritizing investments in public health: a multi-criteria Review of methods  

33 Defechereux et 
al., 2012 

Health care priority setting in Norway a multi-criteria decision 
analysis 

to compare the values of the country's 
health policy makers with these three 
official principles. 

34 Elahi et al., 2016 A survey of active learning in collaborative filtering 
recommender systems 

to review collaborative filtering 

35 Koren & Bill, 
2011 

Advances in collaborative filtering to review collaborative filtering 

37 Desrosiers & 
Karypis, 2011 

A Comprehensive Survey of Neighborhood-based 
Recommendation Methods 

Review of methods 

38 Adomavicius and 
Tuzhilin, 2005 

Toward the Next Generation of Recommender Systems: A 
Survey of the State-of-the-Art and Possible Extensions 

Review of methods 

39 Franceshet, 2011 PageRank: Standing on the Shoulder of Giants  to review  PageRank method in various 
applications 

40 Grover, 2012 Comparative Analysis Of PageRank And HITS Algorithms to compare PageRank and HITS 
algorithm 

41 Diaby et al., 2016 ELICIT: An alternative imprecise weight elicitation technique 
for use in multi-criteria decision analysis for healthcare 

to introduce ELICIT  

42 Danielson and 
Ekenberg, 2016 

A robustness study of state-of-the-art surrogate weights for 
MCDM 

to compare state-of-the-art surrogate 
weights 

 



 
 

Appendix III. The data analysis for snowball methods 
 
Note : the publications are ordered based on the methods and numbered once.  
No  Au thor (year) Methods W eight typology Uncertainty 

t r eatment 
Ea se of use Sa m p le size Robustness L earning dimension Context of use 

1 Goetghebeur et al., 
2012 

Scales Importance NA Easy, the scoring process 
helps respondents think 

through each issue. 
Software support : Excel 

13 experts   Screen products, 
familiarity needed 

2 Bottomley and 
Doyle, 2001 

Scales Importance Consistency check: 
test and retest 
reliability (more 
reliable than PA) 

 36 No rank 
reversal 

One stage (relatively 
easy to re-evaluate) 

Determine  user’s 
needs, no familiarity 
needed 

3 Hein et al., 2008 Scales Importance 
(central tendency) 

No re-tasting or 
review of previous 
evaluation was 
permitted after 
completion of a 
sample. 

Easy, lack of freedom to 
elicit responses due to 
defined response 
categories, individual scale 
use and can be interpreted 
differently across cultures 

233 divided to 5 
countries 

  Screen existing 
products, familiarity 
needed 

4 Kroese et al., 2010 Point Allocation 
(100) 

Trade-off      Screen products 
(generic test), 
familiarity needed. 

Bottomley and 
Doyle, 2001 

Point Allocation 
(100) 

Trade-off Tend to give 50% 
more weight to their 
most important 
attribute compared 
to those using DR 

 36    

Bottomley and 
Doyle, 2001 

Scales (Max100) Importance Consistency check: 
test and retest 
reliability (Max 100 
& DR are more 
reliable than Min 10) 

Easy, DR and Max100 are 
easier than Min 10 

36    

Bottomley and 
Doyle, 2001 

Scales (Min10) Importance   36    

5 Cleemput et al., 
2014 

AHP Trade-off Consistency check: 
Consistency Index 
(Generally, high 
levels of consistency 
reported) 

Some authors that 
education does not limit 
the understanding of 
questions. 

 Rank reversal One-stage Screen products, 
familiarity needed 

6 Nikou et al., 2015 AHP Trade-off It can deal with 
missing values easily 

It is easy for only limited 
amount of criteria 

Large number 
required 

Rank reversal Easy to incorporate 
additional criteria 

Screen product or 
service, familiarity 
needed 

Bottomley and 
Doyle, 2001 

AHP Trade-off Built-in check on the 
consistency of the 

Relative ease of use 48 Rank reversal   
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judgments  
7 Dolan et al., 2005 AHP Trade-off      Screen/ screen 

products, familiarity 
needed 

8 Mustajoki et al., 
2005 

Interval SMART Importance 
relative to the 
reference 
attribute 

- Intervals to the 
weight ratio 
questions to 
describe possible 
imprecision 
- An empty feasible 
region indicates 
inconsistency 

- Cognitive simplicity of 
SMART/SWING by using 
interval value. 
- Able to select  reference 
attribute  
- Larger problem, more 
difficult computation 
-WINPRE software support 

NA NA Easy to re-evaluate, 
we can continue by 
adjusting the other 
attributes or 
alternatives until 
the best alternative 
is found 

Screen products, 
familiarity needed 

 Cleemput et al., 
2014 

Ranking Importance. No 
indication about 
the true 
importance, just 
acknowledge that 
one is more 
preferable than 
others 

Internal consistency 
weak 

- Easy to complete 
- Easy to analyse 

NA No, because 
all criteria are 
directly 
considered 

One stage, easy to 
re-evaluate 

NA 

9 Oliviera et al., 2012 MACBETH Trade off Consistency check : 
DM can validate the 
weights, sensitivity 
analysis on 

differences among 
DM 

- The definition of “base” 
and “target” improve the 
intelligibility of the criteria 
- Avoiding the difficulty of 

numerical assessment and 
cognitive uneasiness 
- M-MACBETH and PROBE 
software support 

NA Rank reversal Multi stage (1st: 
defining the 
descriptors; 2nd : 
elicitation ) 

Screen products, 
familiarity needed 

10 Pinhero et al., 2008 MACBETH Trade off Consistency check : 
sensitivity analysis 
and dominance 

A difficult task for analyst, 
but it forms good 
judgement 
HI-VIEW (consistency 
check), M-MACBETH 

44 Rank reversal Multi stage 
(defining the 
descriptor first) 

Screen disease 
(diagnose) 

11 e Costa et al., 2012 MACBETH Trade off DM checks the 
weight assessed 

M-MACBETH software 
support 

NA NA NA Screen a program, 
familiarity needed 

12 European 
Medicines Agency, 
2011 

SWING Importance -Extensive sensitivity 
analysis by checking 
how the balance 
changed 
- DM can check their 
judgements 

Software support with 
added value-graph 

   Screen products, 
experts needed 

13 Felli et al., 2009 SWING Trade-off NA NA NA NA NA Screen products,  
experts needed 

14 Bottomley et 
al.,2000 

SWING       Determine user’s 
needs, no familiarity 
needed 
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No  Author (year) Methods Weight typology Uncertainty 
treatment 

Ease of use Sample size Robustness Learning dimension Context of use 

15 Pöyhönen and 
Hämäläinen, 2001 

SWING Trade-off   varied No, all criteria 
considered at 
once 

 Determine user’s 
needs, no familiarity 
needed 

 Pöyhönen and 
Hämäläinen, 2001 

SMART    varied    

 Pöyhönen and 
Hämäläinen, 2001 

SMARTER    varied    

 Pöyhönen and 
Hämäläinen, 2001 

Direct Point 
Allocation 

   varied    

16 Tervonen, 2015 Bisection       Screen product, 
familiarity needed 

 Bottomley et al., 
2000 

Point Allocation 
(DR) 

   113 students    

 Bottomley et al., 
2000 

Direct rating (DR)    113 students    

17 Hansen et al., 2012 PAPRIKA Trade-off between 
two criteria 

Consistency check: 
test and retest 
reliability 

Easy to understand NA Yes, because 
all data is 
stored and 
software 
analyse 
transitivity 

 Screen patient 
prioritizing, 
familiarity needed 

18 Golan & Hansen, 
2012 

PAPRIKA Trade-off between 
two criteria 

Consistency check: 
test and retest 
reliability 

- Eliminates all other 
possible questions that are 
implicitly answered as 
corollaries of those already 
answered (by logical 
property of “transitivity”) 
- Software support 
(1000Minds, PAPRIKA) 

61 (mixed of 
professionals, 
experts) 

No, software 
analyse 
transitivity 

Easy to re evaluate 
because all data is 
stored 

Screen product that 
should be funded, 
familiarity needed 

19 Johnson et al., 
2014 

PAPRIKA Trade-off between 
two criteria 

Consistency check: 
test and retest 
reliability 

-Software eliminates some 
other questions, pairwise 
comparison is easy, 
administered through 
internet 
- 1000Minds, PAPRIKA 

8 experts No, software 
analyse 
transitivity 

Easy to re evaluate 
because all data is 
stored 

Understand user’s 
needs 

 Cleemput et al., 
2014 

BWS Trade-off Consistency check: 
test-retest reliability, 
but lower than DCE. 

OR in most cases – 
not differ 
significantly after 
rescaling 

BWS is easier than ranking, 
but DCE is more preferred 
than BWS 

The number of scenario 
can be reduced by factorial 
design 
 

  Multi stage  

20 Al Janabi et al., 
2011 

BWS Trade-off NA NA 150 (actually min. 
30) 

  Screen experience, 
familiarity needed 
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No  Author (year) Methods Weight typology Uncertainty 
treatment 

Ease of use Sample size Robustness Learning dimension Context of use 

21 Swancutt et al., 
2008 

BWS Trade-off Only fully completed 
questionnaire will be 
analysed, thus no 
extreme scenario are 
present 

Easier than DCEs because 
there is rejection option 
Accompanied by 
information leaflet 

30 respondents 
(min. @group for 
significant result) 

  Screen and improve 
service, familiarity 
needed 

22 Hein et al., 2008 BWS Trade-off No re-tasting or 
review of previous 
evaluation was 
permitted after 
completion of a triad 

-Forced choice 
-No direct rating scale is 
involved which eliminates 
lack of freedom 
- DM is more confident to 
provide accurate 
information 
- It takes longer time to 
finish than DCE 

233 divided to 5 
countries 

 Multi-stage Screen product 
preference, 
familiarity needed 

23 Asioli et al., 2013 RBCA Trade-off significant value Data collection with Eye-
Question system 

101   Screen consumer’s 
preference, 
familiarity needed 

24 Almli et al., 2015 RBCA Trade-off      Investigate 
preference on 
product 

 Asioli et al., 2013 RBCA Trade-off NA -Easy to perform by DM 
ANOVA analysis of rating 
data was easier to perform 
than choice-based 
-Software support MiniTab 

101  Multi-stage  

25 Gracia and de-
Magistris, 2013 

RBCA Trade-off NA -No buy option 
-Pilot survey to test the 
survey 
-SPSS software support 

266 (according to 
confidence 
interval and error) 

 Multi-stage Screen consumers’ 
preferences, 
familiarity needed  

26 Annunziata and 
Vecchio, 2012 

RBCA Trade-off NA NA 600 NA Multi-stage Determine user’s 
needs, no familiarity 
needed. 

27 Karniouchina et al., 
2008 

RBCA Trade-off NA -MAD to check between 
predicted and actual 
choice 
- RB is easier to design and 
estimate 

98 No, all criteria 
considered at 
once 

Multi-stage Screen attributes 
choosing products, 
familiarity needed 

 Asioli et al., 2013 CBCA/DCE Trade-off NA Easy to perform by DM 

STATA 

101  Multi stage  

 Almli et al., 2015 Forced CBCA Trade-off NA Easy to perform by DM 
Data analysis is harder 
than RBCA, but it might be 
software specific problem 
 

102 NA Multi stage  
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No  Author (year) Methods Weight typology Uncertainty 
treatment 

Ease of use Sample size Robustness Learning dimension Context of use 

28 Caputo, 2013 CBCA/DCE Trade off NA Cheap talk 
No buy option 

200 (144 
respondents are 
actually needed) 

NA Multi stage Determine  user’s 
needs for food 
labels, no familiarity 
needed 

29 Wezemeel et al., 
2014 

CBCA/DCE Trade-off Confidence interval 
is introduced. 

- Opt out alternative 
- Cheap talk to reduce 
hypothetical bias 
- SAS software support 

2400 (600 for 
each country) 

NA Multi-stage Determine user’s 
needs for nutrition 
label, no familiarity 
needed 

30 Saito, 2012 CBCA/DCE Trade off NA Increase by the amount of 
attributes. Pre-test can be 
done to select attributes 
prior the survey 

513 NA NA Determine  user’s 
motives of purchase 
local food, no 
familiarity needed 

 Karniouchina et al., 
2008 

CBCA Trade off - Consistency check: 
computation of 
mean absolute 
deviation between 
the predicted and 
actual choice. CB 
usually has lower 
validation than RB 
 

- CB also has no-buy 
option that mimics real 
market 
- It provides less 
information than a ratings 
task but it may be easier 
for respondents. 
 

95 No, all criteria 
are 
considered 
once  

Multi stage  

31 Baltussen et al., 
2007 

CBCA/DCE Multiple trade-offs 
among attributes 

NA Easy 66 NA NA Determine  user’s 
needs, no familiarity 
needed 

32 Marsh et al., 2012 CBCA/DCE Multiple trade-offs 
among attributes 

NA Easy 83 NA NA  

33 Defechereux et al., 
2012 

CBCA/DCE Multiple trade-offs 
among attributes 

NA Easy, with STATA software 
support 

34 NA NA Screen intervention 
programs, 
familiarity needed 

 Cleemput et al., 
2014 

CBCA/DCE Multiple trade-offs 
among attributes 

Consistency check : 
good reproducibility 
test-retest, 
dominance test 

- Easy if the criteria fewer 
than 5 or 6, amount of 
choices should not exceed 
12. 
- Complex data analysis 

NA No, rank 
reversal 
rarely 
happens 
where all 
criteria are 
considered at 
once 

Multi-stage Screen products, 
familiarity needed 

 Nikou et al., 2015 CA Trade-off Missing value 

handles with 
complex methods 

Easy when only afew 

criteria are considered (< 
8) 

Large number of 

subjects required 

No Adding a new 

criteria  

Determine user’s 

needs, no familiarity 
needed 
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No  Author (year) Methods Weight typology Uncertainty 
treatment 

Ease of use Sample size Robustness Learning dimension Context of use 

34 Elahi et al., 2016 CF (Neighbor-
based) 

Trade-off Active learning : 
control on the 
goodness of the 
acquired data. 

-Collecting from more 
users 
-cold start, i.e., when the 
system has not yet 
acquired enough ratings to 
generate reliable 
recommendations. 
- Computer support 

Large number for 
training data 

NA New item problem Screen products, 
familiarity needed 

 Elahi et al., 2016 CF (Latent factor 
models) 

Trade-off  -Easy, based on the 
purchase history, 
computer support 

Large number for 
training data 

NA New item problem Screen products, 
familiarity needed 

35 Koren & Bill, 2011 CF (Neighbor-
based) 

Trade-off Also can include the 
time shifting 

Easy to explain the 
mechanism, thus also 
encourage users to 
interact with the system, 
fix wrong impressions, and 
improve long-term 
accuracy, computer 
support 

Large number for 
training data 

NA, but 
variability of 
ratings might 
lead to 
unstable data 

Possible, Item-item 
neighbourhood 
models can provide 
updated 
recommendations 
immediately after 
users enter new 
ratings. 

Screen products, 
familiarity needed 

 Koren & Bill, 2011 CF (Latent factor 
models) 

Trade-off inclusion of temporal 
dynamics to 
overcome the 
variety of time 

Easy, based on the 
purchase history. High 
predictive accuracy 

Large number for 
training data 

NA Possible, memory 
efficient compact 
model, which can be 
trained 
relatively easy 

Screen products, 
familiarity needed 

37 Desrosiers & 
Karypis, 2011 

CF (Neighbor-
based) 

Trade-off  Item based is more useful 
and efficient (in terms of 
time, when the number of 
users is much greater than 
the  number of items 
(amazon) 

 NA, quality of 
data depends 
 on ratio 
between the 
number of 
users and 
items in the 
system 

Possible, item 
similarity weights 
could then be 
computed  

Screen products, 
familiarity needed 

38 Adomavicius and 
Tuzhilin, 2005 

CF (Neighbor-
based) 

Trade-off     Possible, data 
sparsity problem 
can be tackled by 
using user profile 
information when 
calculating user 

similarity. 

Screen products, 
familiarity needed 

39 Franceshet, 2011 PageRank Trade-off NA Easy, the information is 
obtained through 
purchase/ consumption 
history. It has computer 
support 

   Screen products, 
familiarity needed 
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No  Author (year) Methods Weight typology Uncertainty 
treatment 

Ease of use Sample size Robustness Learning dimension Context of use 

40 Grover, 2012 PageRank Trade-off NA Computer support  NA cold start Screen products, 
familiarity needed 

41 Diaby et al., 2016 ELICIT No-trade off It is an imprecise 
weight elicitation 

- Easy, it requires few 
preference information 
from DM 
- Software support for PCA 
and Monte Carlo 

5  experts 
(evaluation team) 

No, all criteria 
considered at 
once 

Easy to re-evaluate Screen product to 
finally choose one, 
familiarity needed 

42 Danielson and 
Ekenberg, 2016 

Rank and surrogate 
weights 

No-trade off NA Easy, the DM just has to 
rank. The weights are 
obtained from surrogate 
weights 

NA No, all criteria 
considered at 
once 

Easy to re-evaluate NA 

 


