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Abstract

The accelerated urbanizaƟon and steadily growing energy consumpƟon make the urban environments
face an unprecedented challenge in uƟlizaƟon of energy. The implementaƟon of hybrid renewable en-
ergy system (HRES) and the correspondingmanagement strategy become increasingly important. In this
study, three possible configuraƟons of HRES containing micro wind turbines, photovoltaic (PV) cells, a
fermentaƟon system and a hydrogen storage module were proposed. By applying model predicƟve
control (MPC) technique, the future disturbances and system behaviours were well understood. More-
over, the fluctuated energy supply caused by PV and wind power modules was complemented by the
controllable energy source, bio-hydrogen via anaerobic fermentaƟon. By performing a case study on
Slotermeer, Amsterdam, the effecƟveness of MPC was validated. A comparison between the merits
and deficiencies of three configuraƟons were also presented. The impact of control input on system
performance was invesƟgated by sensiƟvity analysis. Future improvements regarding the economic
feasibility and the potenƟal flexibility in HRESs were suggested as well.
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Nomenclature
βbio,other Economic parameter of oƩer cost of bio-hydrogen system (€/kg H2)

βconsumables Economic parameter of consumables of bio-hydrogen system (€/kg H2)

βelectricity Economic parameter of electricity of bio-hydrogen system (€/kg H2)

βel Economic parameter of electrolyzer (€/kg H2)

βfc Economic parameter of fuel cell (€/kW)

βtank Economic parameter of hydrogen storage tank (€/kg H2)

βtransport Economic parameter of transportaƟon of bio-hydrogen system (€/kg H2)

βwater Economic parameter of water of bio-hydrogen system (€/kg H2)

ηbo Efficiency of boost converter

ηbu Efficiency of buck converter

ηel Efficiency of electrolyzer

ηfc Efficiency of fuel cell

ηNG Conversion efficiency between natural gas and electricity

ηpv Efficiency of photovoltaic panels

µ Specific biomass cell growth rate on glucose (1/h)

µmax Maximum specific biomass cell growth rate (1/h)

apv Area of photovoltaic panels (m2)

ASlot Land area of Slotermeer (m2)

C Threshold irradiance of photovoltaic panels (kW/m2)

Capferm Capacity of fermentaƟon tank (L)

Capstorage Capacity of hydrogen storage tank (kJ)

D DiluƟon rate (1/h)

dt Disturbance input at sampling Ɵme t

Edemand Hourly electricity demand (kW)

Eel Electricity consumed by electrolyzer (kW)

Efc Electricity produced by fuel cells (kW)

Epv Electricity generated by photovoltaic panels (kW)

Ereg Final electricity consumpƟon on regional level (kJ)

Esurplus Electricity surplus (kW)

Ewt Electricity generated by micro wind turbines (kW)

f Probability of occurrence of a certain wind speed

FOC Fixed operaƟng cost (€)

FOCfc Fixed operaƟng cost of fuel cell (€)
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G Glucose concentraƟon in CSTR (g/L)

G0,A Low concentraƟon of glucose in feed (g/L)

G0,B High concentraƟon of glucose in feed (g/L)

G0 Glucose concentraƟon in feed (g/L)

GING Incident irradiance on the photovoltaic panels (kW/m2)

GSTC Iirradiance at standarde test irradiance (kW/m2)

H2,bio CumulaƟve biological H2 producƟon per liter broth (mol/L)

H2,el Hourly hydrogen produced by electrolyzer (kW)

H2,fc Hourly hydrogen consumed by fuel cell (kW)

H2,tank Hydrogen energy in storage tank (kJ)

hhub Hub height (m)

href Reference height (m)

Iph Lower pH inhibiƟon term

InhSlot Number of inhabitants in Slotermeer

k Shape parameter of wind distribuƟon

kd Endogeneous rate constant (1/h)

KG Monod half saturaƟon constant on glucose (g/L)

kt Temperature coefficient (1/◦C)

Lstorage,in IniƟal level of hydrogen storage tank (%)

Lstorage,LB Lower bound level of hydrogen storage tank (%)

Lstorage,UB Upper bound level of hydrogen storage tank (%)

Lstorage Level of hydrogen storage tank (%)

n Power-law exponent of wind gradient

nwt Unit number of micro wind turbine

NGnat Natural gas consumpƟon on naƟonal level (kJ)

NGreg Natural gas consumpƟon on regional level (kJ)

Pfc Total capacity of fuel cell (kW)

Pr Rated power of micro wind turbine (kW)

PSTC Maximum power at standard test condiƟon1 (kW/m2)

Pwt Power generated by wind (kW)

PdH2 H2 produced by bio-hydrogen system (kg H2)

pHLL Threshold of completed acid inhibiƟon

pHUL Upper limit of acid inhibiƟon

qHAc Specific producƟon rate of aceƟc acid (mol/g biomass h)

qHBu Specific producƟon rate of butyric acid (mol/g biomass h)
1standard test condiƟon: incident irradiance = 1 kW/m2, reference temperature = 25 ◦C
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Store NG,nat Underground natural gas storage volume on naƟonal level (m3)

Store NG,reg Underground natural gas storage volume on regional level (m3)

t Time (h)

Tcontrol Control horizon (d)

Tc Photovoltaic cell temperature (◦C)

Tprediction PredicƟon horizon (d)

Tr Reference temperature (◦C)

Tsampling Sampling Ɵme interval (d)

Tsimulation SimulaƟon Ɵme (d)

TOC Total operaƟng cost (€)

TOCbio Total operaƟng cost of bio-hydrogen system (€)

TOCel Total operaƟng cost of electrolyzer (€)

TOCfc Total operaƟng cost of fuel cell (€)

TOCtank Total operaƟng cost of hydrogen storage tank (€)

TOCtot Total operaƟng cost of HRES(€)

ut,A Level A of control input

ut,B Level B of control input

ut Control input at sampling Ɵme t

vc Cut-in speed of micro wind turbine (m/s)

vhub Wind speed at hub height (m/s)

vo Cut-out power of micro wind turbine (m/s)

vref Wind speed at reference height (m/s)

vr Rated speed of micro wind turbine (m/s)

V OC Variable operaƟng cost (€)

V OCbio Variable operaƟng cost of bio-hydrogen system (€)

V OCel Variable operaƟng cost of electrolyzer (€)

V OCtank Variable operaƟng cost of hydrogen storage tank (€)

X Biomass concentraƟon (g biomass/L)

yt,max Upper bound of output at sampling Ɵme t

yt,min Lower bound of output at sampling Ɵme t

yt Measured output at sampling Ɵme t

YX/G Biomass yield coefficient on glucose (g biomass/g)
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Chapter 1 IntroducƟon
1.1 Background
The constantly growing global energy consumpƟon has already caused concerns on insufficient energy
supply, exhausƟon of natural resources and severe environmental impacts. The InternaƟonal energy
Agency (IEA) published a set of staƟsƟcal data showing that there was a 102% growth of total final
consumpƟon of fuel during the last 40 years (1973-2014) with an average annual increase of 1.8% [1].

The final energy consumpƟon is usually spliƩed intro three categories which are industry, transportaƟon
and other use [2]. Building related energy use including commercial and residenƟal use, which is covered
by ’other’ sector, has already exceeded the other twomajor sectors since 2004 [2]. According to Eurostat
[3], the residenƟal-related energy consumpƟon took up 25% of overall final energy consumpƟon of EU
in 2014. The high percentagewas probably due to the fact that the European economywas shiŌing from
heavy industry to service industry [2]. With the economic growth, populaƟon explosion, and expansion
of urbanizaƟon, the building-related energy consumpƟon in European ciƟes will conƟnue to increase in
the foreseeable future [4]. Therefore, realizing energy-efficient building clusters is an essenƟal task for
European countries.

In order to construct an energy-efficient system for building clusters, there are many angles to look
at. Two of them were invesƟgated in this study, which are energy source and supply strategy. In the
perspecƟve of energy source, solar and wind power have already been used as alternaƟves to fossil fuel
since the oil crisis of early 1970s owing to their sustainable, non-polluƟng characterisƟcs. Compared to
a diesel engine generator of comparable capacity, although photovoltaic (PV) and wind power systems
usually have higher capital investments, the operaƟng and maintenance (O&M) costs are always lower.
However, due to the high dependence on meteorological condiƟons, wind and PV energy cannot be
trusted as reliable power for long-term running systems. Considering the merits of wind and PV power,
soluƟons for the energy integraƟon have been raised to compensate their deficiencies [5].

1.1.1 Hybrid renewable energy system (HRES)
The term hybrid renewable energy system (HRES) is used to describe energy systems combining two or
more energy sources, at least one of those being renewable energy. The combined energy sources usu-
ally can counteract the weaknesses of each other’s and enhance system efficiency [6, 7, 8]. Depending
on the local availabiliƟes, various renewable energy sources can be integrated in a HRES such as wind,
solar, biomass, biogas, hydro power, etc [9]. Besides mulƟple energy sources, a HRES usually contains a
power condiƟoning equipment, a controller and an opƟonal energy storage system [10]. The conceptual
schemaƟc is shown in Figure 1.1.

The performance of various HRESs installed in many countries over the last decade has demonstrated
that HRESs can compete with convenƟonal energy systems in the perspecƟves of stable supply and total
life-cycle cost [11, 12, 13, 14, 15].

Although in many current designs, power grids or diesel generators are connected to HRESs as back-
up sources to guarantee the stable supply [10]. Many studies have confirmed that ’off-grid’ HRESs are
economically feasible [16, 17, 18]. To seek a cleaner soluƟon for a sustainable future, ’off-grid’ system
which is independent from convenƟonal energy sources is apparently a more aƩracƟve choice.

1.1.2 Anaerobic fermentaƟon producing hydrogen
Hydrogen energy
Among the various types of energy storage technologies, hydrogen energy is a soluƟon with great po-
tenƟal [19]. Hydrogen is a clean fuel with no CO2 emissions and has a high energy yield of 143 MJ/kg
which is 2.5 Ɵmes larger than methane (55.6 MJ/kg) [20]. Besides, it can be easily stored chemically or
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Figure 1.1: The conceptual diagram of HRES

physio-chemically in solid or liquid compounds (metal hydrides, carbon nanostructures, alanates, boro-
hydrides, methane, methanol and light hydrocarbons) and be used in fuel cells for electricity generaƟon
[21].

In many cases, hydrogen is produced as a by-product of oil refinement [22]. Even though the producƟon
cost is low in the current context and the massive producƟon is possible, the extracƟon from fossil fuels
emits loads of greenhouse gasses [22, 23]. Moreover, as a limited resource, the price of fossil fuel will
certainly increase in the future. The other route to produce hydrogen is water electrolysis. The reacƟon
is given by [24]:

H2O −→ H2 +
1
2
O2 (1.1)

Electricity is required to force thewater (H2O)molecules to decompose to hydrogen (H2) and oxygen (O2)
[25]. When the electricity is obtained from an emission-free method such as wind, solar, geothermal,
or other renewable energy systems, the water electrolysis can achieve absolutely sustainable hydrogen
producƟon [24]. Thus, it makes perfect sense to incorporate hydrogen energy into the HRESs devel-
oped in this study. When the wind and solar-based power supply is larger than the demand, the excess
electricity can be stored in the form of hydrogen for later use.

ProducƟon of bio-hydrogen
Other than the usual power sources menƟoned above, biomass resource is also a promising technologi-
cal opƟon in the renewable hydrogen producƟon. Biomass has been regarded as potenƟally the world’s
largest and most sustainable energy source, which comprising 4500 EJ of annual primary producƟon
in theory [26]. About 5% of this annual biomass energy alone should cover almost half of the world’s
total primary energy demand currently [27]. However, in 2007 only 10% of the world primary energy
demand was covered by biomass energy [28]. The high availability and low uƟlizaƟonmakes it a promis-
ing subsƟtute of fossil fuels. Similar to wind and PV power source, using biomass instead of fossil fuels
for hydrogen producƟon can reduce greenhouse gases emission significantly [29]. Moreover, biomass
source is more controllable than wind and solar power. The controllability of energy stream is of great
importance to a HRES with high shares of fluctuaƟng renewable power [30]. The poor performance of
solar and wind power in winter seasons can be compensated by the stable biomass energy supply.

Much research is currently focusing on potenƟal methods for hydrogen producƟon from biomass [31].
In general, the available methods can be divided into two categories which are thermochemical and
biological routes. Hydrogen can be produced through thermochemical conversion such as pyrolysis,
gasificaƟon, steam gasificaƟon, supercriƟcal water gasificaƟon, etc. There are four methods used for
biological producƟon: bio-photolysis of water using green algae and blue-green algae (cyanobacteria),

2



photo-fermentaƟon, anaerobic dark fermentaƟon, and two-stage fermentaƟon (integraƟon of dark- and
photo-fermentaƟon) [32, 33]. Thermochemical conversion has higher efficiency and lower producƟon
cost [34], but the decomposiƟon of feedstocks leads to char and tar formaƟon [35]. Compared to ther-
mochemical process, biological producƟon is found to be more environmental friendly and less energy
intensive [36, 37].

A lot of efforts have been made in the bio-based HRES field so far. The studies cover various designs of
HRES, which include a HRES of a bio-hydrogen and PV system [19, 38], a HRES of biomass gasificaƟon and
wind power [39], a PV/biomass gasifier-based hybrid energy system [40], a biomass gasificaƟon/solid ox-
ide fuel cell/gas turbine HRES [41], and a hybrid energy system of PV, wind turbine and biogas generator
[42]. In this study, a HRES that is more suitable for urban environments consisƟng of PV panels, micro
wind turbines and bio-hydrogen system is proposed.

Thebio-hydrogenproducƟonmethod chosen in this study is anaerobic dark fermentaƟon. Clostridium,
which has been reported as the dominant micro-organisms in anaerobic hydrogen fermentaƟon pro-
cess [37], ferments hexose to aceƟc acids, butyric acids with hydrogen and liƩle carbon dioxide as by-
products. The superiority of this method is the conƟnuous hydrogen producƟon without photo-energy.
The amount of hydrogen produced depends on fermentaƟon pathways, reacƟon kineƟcs, fermentaƟon
condiƟons, etc. This leaves more space for the control strategy of HRES [43, 44].

However, there is a major challenge to commercialize dark fermentaƟon technology, which is the high
running cost of the system. Several studies have shown that the feasibility of the systemmostly depends
on the feedstock cost. Usually two types of feedstocks are available for bio-hydrogen producƟon: en-
ergy crops, and less expensive residues such as organic residues frommunicipal wastes, agriculture and
forestry, and supermarket leŌovers [33, 45]. Sugar-contained organic waste offers an economical opƟon
for hydrogen producƟon. At the same Ɵme this solves a waste treatment problem for urban areas. In
the case study, GFT waste (organic waste in Dutch) produced within the region was proposed as the raw
material for anaerobic bio-hydrogen fermentaƟon.

1.2 Problem formulaƟon
Other than a reliable and renewable energy source, an efficient energymanagement strategy is the other
essenƟal to guarantee the robust performance of HRESs. Within the HRES, complexiƟes exist, such as
mulƟple energy streams, various dynamics and technical constraints, and external disturbances includ-
ing meteorological condiƟons and real-Ɵme electricity demand [46]. The conflict between opƟmizaƟon
goals naturally arises when saƟsfying demand and minimizing cost are being processed at same Ɵme.
Thus, it is important to anƟcipate every process and regulate the system in an integrated way.

OpƟmizaƟon based on mathemaƟcal modelling assists to solve such complex problems in HRES [5, 47].
To find out the feasible operaƟng soluƟon while handling the trade-offs between performance and cost,
plenty of studies have been carried out in modelling and opƟmizaƟon techniques. According to [5],
approximately 90% of the studies focus on design and economic aspects. However, a few studies were
reported on control methods. It can be expected that HRES will become compeƟƟve to convenƟonal
power faciliƟes in the near future, so that there is a necessity to invesƟgate the control techniques on
energy management which improves the performance and reliability of HRES.

The possibiliƟes of several control strategies applied to HRESs were discussed in a few papers. [48]
described a HRES composed of PV, fuel cell, ultra-capacitor systems managed by a classical feedback
control strategy. [49],[50] and [51] employed dynamic fuzzy logic control (FLC) for a wind turbine/PV
based HRES with energy storage unit to handle the peak power demand. FLC is widely used to deal
with uncertainƟes under the condiƟon where not enough knowledges about the explicit mathemaƟcal
models are known [50]. Also due to this reason, a FL controller oŌen requires a long Ɵme for tuning
process [52]. In [53], two control systems were considered for a hybrid energy-storage system. One is a
convenƟonal ’state-of-charge’ control system that uses the current state of the storage unit for control.
The other one presumes knowledge of future demand through feed-forward, neural network or other
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arƟficial intelligence (AI) techniques. Even though AI techniques provide beƩer opƟmizaƟon results
[54, 55], they must be provided with historical data of high quality to be efficient [53]. Furthermore, AI
also involves intense computaƟons [56, 57] and a long learning process [52].

Need for Model predicƟve control (MPC)
Among all kinds of control theories, there is one capable of handling various system dynamics, uncer-
tainƟes, and also easy to synthesize, that is model predicƟve control (MPC). MPC is designated for a
targeƟng operaƟon to future set-points [58]. It integrates a series of control algorithms that opƟmize
the future response of a system based on an online process model. The major advantages of MPC are
the explicit consideraƟons of system dynamics, physical and technical constraints, predicƟons of future
disturbances, and conflicƟng opƟmizaƟon goals [46].

MPCwas originally developed for the refining industry in the late 1970s, and has been established as the
coremethod in advanced process control since the 1990s [46, 59]. Speaking of energymanagement, the
possibiliƟes of implemenƟng MPC have also been discussed in several paper for its ability to deal with
constraints in a systemaƟc and straighƞorward way [47, 59, 60]. [46] proposed a soluƟon for an energy
storage with intermiƩent in-feed from wind and solar power. A MPC strategy is used to alleviate the
effects of forecast uncertainƟes. [59] presented a MPC approach containing a wind power predicƟon
model to smooth the wind power output. [60] designed a novel energy dispatching approach based
on MPC for an off-grid HRES system consisƟng of PV/wind turbine/hydrogen/baƩery components. In
this system, the controller generates the reference power of fuel cell and electrolyzer to saƟsfy the load
power demand and to keep the storage level within their margins.

Based on the work of [60], a further exploraƟon of theMPC applicaƟon on a novel HRES was done in this
thesis work. The applicaƟon of model predicƟve control for an off-grid HRES comprising micro wind tur-
bine/PV cell/anaerobic fermentaƟon/hydrogen storage was proposed. The similar HRES configuraƟon
was raised by [31] already, yet their study focuses on the general economic analysis but not on energy
management or opƟmizaƟon.

1.3 ObjecƟve and research quesƟons
The aim of the current research is to develop an opƟmal energy management strategy based on model
predicƟve control (MPC) for a bio-based hybrid renewable energy system (HRES) in urban environments.
To achieve the goal, following research quesƟons need to be answered:

1. What are the possible design configuraƟons of HRES?

2. What are the advantages and disadvantages of different HRES configuraƟons?

3. How does the MPC facilitate the energy management?

4. What are the effects of the glucose concentraƟon in the feed stream on the HRES performance?

A case study of district Slotermeer, Amsterdam is performed based on the historical and field data.

1.4 Outline
The remainder of this thesis is organized as follows. In Chapter 2, methods performed in this study
are explained, including the formulaƟon of control problem, the five scenarios discussed in the paper,
mathemaƟcal models of system components, economic analysis, introducƟon and implementaƟon of
MPC, and the normalized control input sensiƟvity analysis. In Chapter 3, the data about Slotermeer, the
specificaƟons of system components, and the data of natural gas system on naƟonal level are presented.
Chapter 4 presents the simulaƟon results of HRESs, the sensiƟvity analysis of control input, the technical
and economic comparisons between different HRESs and the comparison about storage sizes between
HRESs and natural gas system. Further discussion on the research work is explained in Chapter 5. Finally
Chapter 6 concludes the thesis paper and gives direcƟons for future research.
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Chapter 2 Method
2.1 Control problem formulaƟon
To help clearly understand the framework of the HRESs proposed in the study, Scenario 1 (Figure 2.1) is
used as an example.

The essence of the system is the conversions between two energy carriers, which are electricity and hy-
drogen. Micro wind turbines and PV panels generate electricity (S) that can be delivered to load power
directly (stream 2) to meet the demand (D). Hydrogen is produced through fermentaƟon (stream 7)
and stored in a storage tank for later use. When demand is less than the generated electricity (S > D),
the excess wind and solar power (stream 3) can be used to produce hydrogen through the electrolyzer
(stream 4) and be stored in the form of hydrogen. When there is a shortage in the supply (S < D),
the stored hydrogen is discharged (stream 5) and drives hydrogen fuel cells to generate electricity
(stream 6) to compensate the shortage. The storage tank brings a flexibility to the system. Since a
strict balance is unrealisƟc and unnecessary, it allows the stored energy to vary within a safety range.
The balances can be described by the following equaƟons:

S = stream 1 + stream 2

D = stream 1 + stream 5
(2.1)

stream 1 = S

stream 2 = 0

stream 3 = 0

}when S < D (2.2)

stream 1 = D

stream 4 = 0

stream 5 = 0

}when S ≥ D (2.3)

Storage = stream 3 + stream 6− stream 4

StorageLB < Storage < StorageUB

(2.4)

where StorageLB and StorageUB are the lower bound and the upper bound of hydrogen storage tank
respecƟvely.

The goal of control is to keep hydrogen level in the storage tank within a safety range while the system
runs perfectly. In other words, equaƟons (2.1) (2.2) (2.3) (2.4) need to be saƟsfied at all Ɵmes. The
output of the system is the level of hydrogen storage tank Lstorage (%). Each of the streams can be
regarded as a variable of the system. It is assumed the number of micro wind turbines and the area of
PV panels are fixed for the case study which means they are constant parameters. Besides capaciƟes,
wind and solar power are dependent on real-Ɵme meteorological data. The uncontrollable features of
wind speed and solar irradiance make them disturbance inputs (S). Electricity demand is historical data
thus it is another disturbance input (D).

According to equaƟons (2.1) (2.2) (2.3) (2.4), stream 1, 2, 3, 4 and 5 are determined by S andD. Thus
stream 6, hydrogen produced via fermentaƟon, is the only controllable variable. The fermentaƟon
system, however, is influenced by plenty of parameters (e.g. strains, temperature, pH, diluƟon rate,
substrate concentraƟon etc.). For the sake of convenience for operaƟon, all these internal parameters
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of fermentaƟon are assumed to be fixed except for the glucose concentraƟon in the feed stream which
is the control input of this system. Therefore, by manipulaƟng the glucose concentraƟon in the feed,
the level of hydrogen storage tank Lstorage, can be kept between Lstorage,LB and Lstorage,UB .

Three configuraƟons of HRESs are presented below: Scenario 1 (Figure 2.1) is a stand-alone system
with no import or export of electricity, and all the renewable energy is stored in the hydrogen tank;
The system of Scenario 2 (Figure 2.2) only stores hydrogen from fermentaƟon, and exports extra wind
and solar power to the power grid. Scenario 3 (Figure 2.3) is a half measure between the two extreme
cases menƟoned above, in which half of the excess wind and solar power is stored and the other half is
exported to the power grid.

The pros and cons of these three bio-based HRESs can be evaluated by comparison, yet whether the
designs are compeƟƟve to exisƟng energy systems sƟll need to be studied. Hence, the comparison be-
tween the natural gas-based system and the HRESs is also included in the study. Two scenarios involving
natural gas were considered: one is the natural gas-only system, in which all the electricity demand is
met by natural gas-generated electricity (Figure 2.4); the other one is a HRES where the fermentaƟon
system in Scenario 2 is replaced by a natural gas system (Figure 2.5). By comparing the sizes of storage
a first judgement can be made.

2.2 Scenarios
2.2.1 HRES scenarios
Scenario 1
The idea of Scenario 1 is to store all the renewable power in the form of hydrogen for later use. The
schemaƟc can be found in Figure 2.1.

Figure 2.1: Scenario 1 of HRES

The system works in a way that complements seasonal energy supply caused by weather condiƟons
and electricity demands. It stores abundant PV energy during summerƟme for later use in winter. An
off-grid system like this does not rely on power grids or diesel generators, which makes it perfect for
remote islands and rural areas where the construcƟon of power grids is challenging, but a large amount
of biomass residues are available for fermentaƟon. However, the system is very demanding for the size
of equipment because peak PV energy supply requires a huge storage system.
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Scenario 2
In this scenario, the excess PV and wind power is directly exported to the power grid system instead of
being stored. In this way the size of storage is significantly reduced, and no need for electrolyzers as well
(Figure 2.2). Without storing wind and solar power, the bio-hydrogen energy producƟon needs to be

Figure 2.2: Scenario 2 of HRES

more to sustain supply-demand balance. Consequently, more biomass residues and a bigger fermenta-
Ɵon tank are required. Besides, a large amount of electricity being exported to power grids during peak
hours may cause serious disturbances. Although this is beyond the boundary of this research, it needs
to be noted that extra effort is required to handle the issue.

Scenario 3

Figure 2.3: Scenario 3 of HRES

The two scenarios described above represent two extreme cases: either storing or exporƟng the excess
wind and PV power. Both soluƟons have their strengths as well as drawbacks. In order to balance
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various aspects, a compromising soluƟon was brought up. In scenario 3, half of the excess PV and wind
electricity is exported to power grids, and the other half is stored as hydrogen (Figure 2.3).

2.2.2 HRES vs natural gas related system
Scenario 4
Since the development of HRES is sƟll in research phase, not many data is available to evaluate the
feasibility. However, it is sƟll possible to make a preliminary judgement by comparing the HRESs to
other energy systems. Natural gas represents 42% of the Netherlands’s total primary energy supply
which makes it the most important energy source to the Netherlands [61]. And almost 60% of the
electricity was generated by natural gas in 2014 [62]. As a dominant energy source of the Netherlands,
an energy system powered only by natural gas was chosen as the baseline scenario to compare with the
HRESs.

In reality, the natural gas system is a centralized system spreading over several countries, consisƟngmany
transportaƟon pipelines and underground storages. To make it possible to be compared with HRES on a
district level, the natural gas system was scaled down linearly based on the raƟo between naƟonal and
regional electricity consumpƟons.

Figure 2.4: Scenario 4 of natural gas-based system

It is assumed that the natural gas coming from naƟonal pipeline (Figure 2.4) is stored in a local under-
ground cavern. When needed, the stored natural gas is converted to electricity through an electricity
power plant.

Scenario 5

Figure 2.5: Scenario 5 of natural gas-based system
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In the last scenario (Figure 2.5), natural gas system replaces the hydrogen system in scenario 2. Linear
scaling down was also applied in this scenario. By comparing scenario 5 and 2, it can be concluded
whether hydrogen is beƩer as an energy carrier than natural gas is, and whether hydrogen fermentaƟon
system is compeƟƟve compared to the natural gas system.

2.3 Modelling of system components
In this secƟon, mathemaƟcal models for each component of HRES are presented. The approach of
scaling down the natural gas system from naƟonal level to local level is also explained in the end of
the secƟon.

Due to the data limitaƟon and pracƟcal purpose, the opƟmizaƟon was conducted for 1-year simulaƟon
with a Ɵme interval of 1 hour. Hence the inputs/disturbances/outputs are constant within one hour.

2.3.1 Electricity demand
The electricity demand Edemand (kW) was simulated based on the hourly staƟsƟcal data of 2014 in
Slotermeer, Amsterdam which is provided by Alliander as a project partner.

2.3.2 Model for wind power system
The following model is adopted for the simulaƟon of wind-generated power Pwt (kW) [63]:

Pwt =



0 vhub < vc

Pr
vhub

2 − vc
2

vr2 − vc2
nwt vc ≤ vhub ≤ vr

Pr nwt vr ≤ vhub ≤ vo

0 vhub > vo

(2.5)

where vhub (m/s) is the wind speed at the hub height of wind turbine; nwt is the unit number of micro
wind turbines; Pr (kW), vr (m/s) vc (m/s), and vo (m/s) are specificaƟons of wind turbine model types,
which are rated power, rated speed, cut-in speed and cut-out speed respecƟvely.

Wind speed is highly affected by ground surface fricƟon. The wind speed becomes slower when it gets
closer to ground [64]. Due to the fact that the wind measuring point usually does not have the same
height as the wind turbine does, the measured wind speed data cannot be used directly in the model.
To esƟmate the actual wind speed at hub height of wind turbines, the available measured wind data can
be adjusted by using a power-law relaƟon:

(
vhub
vref

)
=

(
hhub
href

)n

(2.6)

where vhub (m/s) is the wind speed at a given hub height (distance between the centre of turbine and
ground)hhub (m); vref (m/s) is thewind speed at reference heighthref (m); n is the power-law exponent

which is oŌen taken as
1

7
[65].

Hourlywind speeddata are not accurate enough since thewind is not steadywithin an one-hour interval.
Therefore, the Weibull distribuƟon is used to esƟmate the probability of occurrence of a certain wind
speed f(vhub) [66, 67, 68]:

f(vhub) =
k
√
π

2 · vhub

(√
π

2

)k−1

e−(
√
π/2)

k

(2.7)
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where shape parameter k is typically taken as 2. A typical probability of occurence of wind speed at the
hub height f(vhub) distribuƟon is shown in Figure 2.6.

Figure 2.6: Wind speed Weibull distribuƟon

The electricity generated bymicro wind turbinesEwt (kW) can be presented by the following expression
[64]:

Ewt = f(vhub) Pwt(vhub) (2.8)

2.3.3 Model for photovoltaic energy system
To simulate the performanceof photovoltaic panels, the followingmodelwas used to calculate electricity
produced by solar irradiance Epv (kW) [69]:

Epv =


0 GING ≤ C

PSTC
GING

GSTC
(1 + kt (Tc − Tr)) apv GING > C

(2.9)

When the incident irradiance GING (kW/m2) shed on PV cells is less than the threshold irradiance C
(kW/m2), no solar power is produced. Otherwise solar-generated power is determined by irradiance
GING, cell temperature Tc (◦C), area of PV apv (m2), and characterisƟcs of the PV cell including PSTC ,
GSTC (kW/m2), kt (1/◦C), C (kW/m2).

The maximum power at standard condiƟon PSTC (kW/m2) can be calculated by eq.(2.10) with PV cell
efficiency ηpv [64] :

PSTC = ηpv GSTC (2.10)

2.3.4 Energy balance
So far the electricity supply comes frommicrowind turbinesEwt and photovoltaic panelsEpv. However,
it is highly dependent on weather and seasonal condiƟons. Certainly there is a gap between supply and
demand Edemand, which is named ’electricity surplus’ Esurplus (kW) in this research:
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Esurplus = Ewt + Epv − Edemand (2.11)

2.3.5 Bio-Hydrogen energy system
KineƟc model for dark fermentaƟon
Hydrogen producƟon via anaerobic fermentaƟon comes with the formaƟon of aceƟc acid and butyric
acid as major metabolites [70, 71]. The stoichiometric formulas [72] are shown below:

glucose︷ ︸︸ ︷
C6H12O6 + 2H2O −→ 2

acetic acid︷ ︸︸ ︷
CH3COOH + 2CO2 + 4H2 (2.12)

glucose︷ ︸︸ ︷
C6H12O6 −→

butyric acid︷ ︸︸ ︷
C3H7COOH + 2CO2 + 2H2 (2.13)

The fermentaƟon process is simulated as a conƟnuous sƟrred-tank reactor (CSTR) system. Several ki-
neƟc models based on material balances were developed to describe the steady-state behaviour of (1)
formaƟon of biomass, (2) consumpƟon of substrate and (3) producƟon of hydrogen.

Combining endogenous metabolism [73] and acid inhibiƟon caused by the formaƟon of volaƟle faƩy
acids (VFAs), the general material balance equaƟons [74, 75] can be wriƩen as follows:

For biomass formaƟon,

dX

dt
= µXIpH − (D + kd)X (2.14)

where X is the biomass concentraƟon (g biomass/L); µ is the specific growth rate on glucose ((1/h));
IpH is the pH inhibiƟon term;D is the diluƟon rate (1/h); kd is the endogenous metabolism (1/h).

For glucose consumpƟon:

dG

dt
= D(G0 −G)− 1

YX/G
(µXIpH − kdX) (2.15)

where G is the glucose concentraƟon in CSTR (g/L); G0 is the glucose concentraƟon in the feed (g/L);
YX/G is the biomass yield on glucose (g biomass/g).

The Monod equaƟon [74] was used to fit cell growth. The specific cell growth rate on glucose is defined
as [73]:

µ =
µmaxG

KG +G
(2.16)

where µmax is the maximum specific cell growth rate (1/h), and KG is the Monod half saturaƟon con-
stant on glucose (g/L).

The formaƟon of VFAs is assumed to be growth-associated [73]. Hydrogen is always produced coupled
with VFAs formaƟon in a fixed stoichiometric raƟo. Therefore, the differenƟal equaƟon of hydrogen
producƟon can be expressed as:
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d(H2,bio)

dt
= 2 · qHAcX + 2 · qHBuX (2.17)

whereH2,bio is the cumulaƟve H2 producƟon per broth volume (mol/L); qHAc and qHBu (mol/g biomass
h) denote specific producƟon rates of aceƟc acid and butyric acid respecƟvely. The factor of 2 is taken
based on the stoichiometric relaƟons (eq. (2.12)(2.13)).

According to the Anaerobic digesƟon model No.1 (ADM1) [76], the empirical lower pH inhibiƟon term
IpH is defined as:

IpH =


1 pH ≥ pHUL

exp[−3

(
pH − pHUL

pHUL − pHLL

)2

] pH < pHLL

(2.18)

where pHUL and pHLL denote the upper limit at which the bacteria are not inhibited, and the lower
limit at which complete inhibiƟon occurs. The reference values of pHUL and pHLL are pH 5.5 and pH 4
respecƟvely [76]. However, as the focus of this research is on energy dispatch instead of fermentaƟon,
pH is assumed to be controlled always around 7. Thus, the term IpH is assumed to be close to 1.

Conversion between glucose and GFT waste
The kineƟcmodels described above use glucose as the substrate. GFTwaste (organic waste in Dutch) has
been proposed as the substrate source in this study. In the research of [44], a high hydrogen producƟon
potenƟal of 180ml H2/g TVS (total volaƟle solid) was achieved. An adjusted organic facƟon of municipal
solid waste (OFMSW) composed of GFT waste was used as the substrate and was fermented with night
soil sludge and sewage sludge. According to [77], yields of 3.2 mol H2/mol hexose were obtained which
is comparable to the result from [44].

A basic assumpƟon in this study is that the two results are comparable. Because the two results are in
different units, which involve hexose and TVS, a quanƟtaƟve link between hexose and GFT waste can be
bridged. To simplify the situaƟon, hexose was assumed to be glucose. As a result, approximately 0.2723
g glucose is contained in 1 g GFT waste. The detailed calculaƟon can be found in Appendix C.

2.3.6 Hydrogen storage system
Electrolyzer
According to the energy balance calculaƟon eq (2.11), when the value ofEsurplus is posiƟve, there is an
excess power generated by wind and solar, which can be used in water electrolysis to produce hydrogen.
The electricity consumed by electrolyzer Eel (kW) is presented by the following equaƟon:

Eel =

 0 Esurplus ≤ 0

Esurplus Esurplus > 0
(2.19)

The procedure of electrolysis can be represented by a power source (the buck converter) feeding the
power needed by the electrolyzer [49]. Since both buck converter and electrolyzer have quite com-
plicated dynamics, they were both modelled as ideal components with fixed efficiencies for simplicity.
Thus, hourly hydrogen produced by electrolyzerH2,el (kW) is described as:
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H2,el =

 0 Esurplus ≤ 0

Esurplus ηbu ηel Esurplus > 0
(2.20)

where ηbu and ηel are efficiencies of the buck converter and the electrolyzer.

Fuel cell
When Esurplus is negaƟve the shortage of electricity can be compensated by hydrogen fuel cells. This
part consists of a hydrogen fuel cells and a boost converter, which is very similar to the buck converter
& electrolyzer group. The same simplificaƟon was done for the efficiencies of the boost converter and
the fuel cell.

The electricity generated by the fuel cell Efc (kW) is described as:

Efc =

 0 Esurplus ≥ 0

−Esurplus Esurplus < 0
(2.21)

Hourly hydrogen uƟlized by the fuel cellH2,fc (kW) is described as:

H2,fc =


0 Esurplus ≥ 0

−Esurplus

ηbo ηfc
Esurplus < 0

(2.22)

where ηbo and ηfc are efficiencies of the boost converter and the fuel cell.

Hydrogen balance in storage tank
As shown in Figure 2.1, the balance in the hydrogen storage tank can be presented as below:

d(H2,tank)

dt
= H2,el +H2,bio −H2,fc (2.23)

whereH2,tank (kJ) is the energy stored in the storage tank; t (s) is the Ɵme.

2.3.7 Natural gas system
Natural gas consumpƟon
During the transformaƟon from natural gas to electricity, only part of the energy is valid due to the
efficiency loss. The regional natural gas consumpƟonNGreg (kJ) can be calculated by:

NGreg =
Ereg

ηNG
(2.24)

where Ereg is the final electricity consumpƟon on regional level (kJ), and ηNG is the conversion effi-
ciency.

Storage esƟmaƟon
Due to the fact that natural gas supply involves both transportaƟon and storage, it is too complicated
for this study to get deep into natural gas systems. Therefore, a rough calculaƟon was made to esƟmate
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the natural gas storage volume.

It is assumed that the natural gas storage system is linearly correlated to the natural gas consumpƟon.
Thus, the regional natural gas storage volume Store NG,reg (m3) can be esƟmated by:

Store NG,reg =
NGreg

NGnat
Store NG,nat (2.25)

whereNGnat (kJ) is the naƟonal natural gas consumpƟon; Store NG,nat (m3) is the naƟonal natural gas
storage volume.

2.4 Economic analysis
The total operaƟng cost of the HRES is part of the MPC’s cost funcƟon.

2.4.1 OperaƟng cost
For the same scenario, there could bemulƟple feasible operaƟng soluƟons. For example, 15 g glucose/L
and 20 g glucose/L in the feed stream could bothmake the system run successfully. However, the opƟmal
soluƟon is the one with the lowest total cost. The capital cost is fixed because the size of the system
remains the same, but the operaƟng cost varies as operaƟng condiƟons change. Therefore, to obtain the
opƟmal soluƟon of each scenario, operaƟng cost was used as an important variable in model predicƟve
control, which is presented in the following secƟon.

There are two types of operaƟng cost which are variable operaƟng cost V OC and fixed operaƟng cost
FOC. Variable operaƟng costs are calculated based onmaterial balances from the processmodel. Fixed
operaƟng costs are esƟmated frommanpower requirement, maintenance, capaciƟes of system faciliƟes
of similar size [78]. The variable and fixed operaƟng cost can be added up to the total operaƟng cost
TOC:

TOC = V OC + FOC (2.26)

OperaƟng cost of wind & photovoltaic power systems
It is assumed that micro wind turbines are operated at its rated power Pr (kW) over the year, therefore
the operaƟng cost of the wind power system can be regarded as fixed. The same assumpƟon was made
for PV power system, in which the PV panels generate power in its maximum capacity at standard test
condiƟons PSTC (kW). This means as long as the systems are running, the operaƟng cost per unit is
fixed.

Therefore, for both wind and PV power systems, the variable operaƟng costs V OC can be taken as 0:

V OCj = 0 (2.27)

where the subscript j denotes wind power system or PV power system.

And the fixed operaƟng costs FOC are described as:

FOCj = Pj nj βj (2.28)

wherenj represents the unit number ofmicrowind turbines or the area of PV panels; βj is the economic
parameter of micro wind turbines or PV panels (€/kW).

The total operaƟng cost of wind PV power system TOCj is:
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TOCj = Pj nj βj , with j = {wt, pv} (2.29)

OperaƟng cost of bio-hydrogen system
OperaƟng costs of the bio-hydrogen system is more complicated. According to the data from [79], op-
eraƟng costs of fermentaƟon are all related to hydrogen producƟon. Therefore, the total operaƟng cost
TOCbio was taken as variable V OCbio:

TOCbio = V OCbio = (βelectrity + βwater + βconsumables + βtransport + βbio,other)PdH2 (2.30)

where βelectricity, βwater, βconsumables, βtransport and βbio,other represent the economic parameters
(€/kg H2) of electricity, water, consumables, transportaƟon and other costs during fermentaƟon. PdH2

refers to the hydrogen produced through fermentaƟon (kg H2).

OperaƟng cost of electrolyzer
The total operaƟng cost of electrolyzer TOCel is also considered as variable operaƟng cost V OCel:

TOCel = V OCel = βel PdH2 (2.31)

where βel is the economic parameter of electrolyzer (€/kg H2); Pd bio is the hydrogen produced through
fermentaƟon (kg H2).

OperaƟng cost of fuel cell
The calculaƟon of operaƟng cost of fuel cell is based on its capacity, therefore the fixed operaƟng cost
FOCfc equals to the total operaƟng cost TOCfc:

TOCfc = FOCfc = Pfc βfc (2.32)

where Pfc is the total capacity of fuel cells (kW); βfc is the economic parameter of fuel cells (€/kW).

OperaƟng cost of hydrogen storage tank
Since the hydrogen storage tank is under a pressure of 30 bar, hydrogen needs to be compressed before
being stored. The electrolyzers produce compressed hydrogen, thus only hydrogen produced by fermen-
taƟon needs an extra compression process [80]. The major operaƟng cost of hydrogen storage tank is
on gas compression, which means it is a variable cost V OCtank related to the bio-hydrogen producƟon
PdH2 .

TOCtank = V OCtank = βtank PdH2 (2.33)

where βtank is the economic parameter of hydrogen storage tank (€/kg H2).

Total operaƟng cost
The total operaƟng costTOCtot is the addiƟon of operaƟng costs of all components. Due to the different
system design, the TOCtot of scenario 2 has a slight difference to those of scenario 1 and 3:
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For Scenario 1 & 3:

TOCtot = TOCwt + TOCpv + TOCbio + TOCel + TOCfc + TOCtank (2.34)

For Scenario 2:

TOCtot = TOCwt + TOCpv + TOCbio + TOCfc + TOCtank (2.35)

2.5 Model predicƟve control (MPC)
Model predicƟve control (MPC) is an opƟmal control based strategy [81] which uses an explicit dynamic
model to find the opƟmal control inputs that force the output to follow the best predicted behaviour of
the system over a predicƟon horizon [82].

Figure 2.7: Control problem

Taking Figure 2.7 as an example, without adding any controls the control input ut keeps constant before
and aŌer current Ɵme i (i = 2, 3, 4, ......, n). The measured output yt starts from low level and exceeds
the constraints between yt,min and yt,max quickly. The goal of MPC is to maintain the measured output
yt within the allowable range yt,min ≤ yt ≤ yt,max by changing the control input ut.

MPC is a specific receding horizon control method which is illustrated in Figure 2.8(a) and 2.8(b). It is
assumed that the sampling Ɵme interval equals to 1. The lengths of predicƟon horizon is p (1 ≤ p). At
current Ɵme i (i = 2, 3, 4, ......, n), the MPC controller firstly makes predicƟons on control inputs ui+1,
ui+2, ..., ui+p over a predicƟon horizon p in the future to make the measured outputs, yi+1, yi+2, ...,
yi+p, stay in the range of [yi,min, yi,max]. But only the first move ui+1, is implemented to the system.

As Ɵme horizon moves one step forward, new measurement of yi+1 at Ɵme i+ 1 is obtained. Because
of the uncertain disturbance inputs dt, some deviaƟons between measured and predicted outputs are
expected. Then, based on the new measurement yi+1, a new predicƟons of the control input ui+2,
ui+3, ..., ui+p+1 and the output yi+2, yi+3, ..., yi+p+1 are done. AŌerwards the same procedure is
repeat every Ɵme Ɵme horizon moves unƟl the simulaƟon ends.

2.5.1 Numerical soluƟon
EnumeraƟon is employed to solve the MPC problem in this study. The control input ut only has 2 levels,
low-level and high-level denoted by ut,A and ut,B . At each sampling Ɵme, control input enters the
system only as a constant (ut,A or ut,B) but Ɵme varying parameter [83]. For instance, at a predicƟon

16



(a) MPC at Ɵme i

(b) MPC at Ɵme i+ 1

Figure 2.8: MPC principles

horizon from Ɵme i to i + p with a control horizon from i to i + c (c ≤ p), each of the control inputs
within the control horizon (ui, ui+1, ..., ui+c−1) can be either ut,A or ut,B . The inputs beyond the control
horizon (ui+c, ui+c+1, ..., ui+p−1) remain the same as ui+c−1. Therefore, 2c different combinaƟons of
ui, ui+1, ..., ui+p−1 can be obtained for one predicƟon horizon. Then the combinaƟon that makes yi,
yi+1, ..., yi+p−1 stay in yt,min ≤ yt ≤ yt,max and with the minimum cost funcƟon is selected as the
opƟmal control inputs.

There are two main reasons why enumeraƟon is more suitable for this case study than a search-based
soluƟon. First, enumeraƟon significantly reduces the computaƟon Ɵme [84]. Due to the presence of
fermentaƟon system which is relaƟvely slow, the predicƟon horizon has to be long enough to predict
its potenƟal behaviours. Such a long predicƟon horizon will lead to massive computaƟons for a search-
basedmethod. By performing enumeraƟon, the opƟmal soluƟon can be obtained through the selecƟon
among limited combinaƟons. Moreover, the result from a search-based soluƟon might be too compli-
cated in actual pracƟce. The two-level input leads to much convenience.

2.5.2 Set-up of MPC controller
The controller setup is descirbed as below:

the simulaƟon Ɵme (d):
Tsimulation = 365
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the sampling Ɵme interval (d):
Tsampling = 1

the control horizon (d):
Tcontrol = 4

the predicƟon horizon (d):
Tprediction = 14

System variables
For all three HRESs discussed in the study, the system variables are listed as below:

yt Outputs

Lstorage Level of hydrogen storage tank (%)

ut Control inputs

G0 Glucose concentraƟon in feed (g/L)

dt Disturbance inputs

vhub Wind speed at hub height (m/s)

Tc PV cell temperature (◦C)

GING Irradiance on PV cells (kW/m2)

Edemand Electricity demand (kW)

ObjecƟve and constrains
The objecƟve of MPC controller is minimizing the cost funcƟon. The cost funcƟon described below is
applicable to the systems in Scenario 1, 2 and 3. However, it should be noted that the total operaƟng
cost TOCtot varies from different scenarios because of changes in system size and design (See eq. (2.34)
and (2.35)).

J =



∑i−1+Tprediction

t=i TOCtot(ut) 0 ≤ i < 240(∑i−1+Tprediction

t=i
TOCtot(ut)

)
︸ ︷︷ ︸

term 1: sum of operating cost

+α ·
(
y(t=i−1+Tprediction) − y(t=0)

)2

︸ ︷︷ ︸
term 2: penalty on terminal cost

240 ≤ i ≤ 351

(2.36)

subject to the constraints on control input and output:

ut ∈ {ut,A, ut,B} (2.37)

yt,min ≤ yt ≤ yt,max (2.38)

where t is the sampling Ɵme; i is the current predicƟon Ɵme; ut is the control input; yt is the system
output; TOCtot is the total operaƟng cost; Tprediction is the length of predicƟon horizon (d); α is the
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weighƟng factor; ut,A and ut,B are the low- and high-level of control input; yt,min and yt,max are the
lower bound and the upper bound of output yt.

From January to August, the cost funcƟon only depends on total operaƟng cost over each predicƟon
horizon. It means as long as the storage level is in the safety range the controller would choose the solu-
Ɵon with the lowest operaƟng cost. In order to run the system for several subsequent years, the storage
at the end of the year needs to be reset to a comparable level to the iniƟal storage at the beginning of
the year. Thus, a penalty term is added to the cost funcƟon when i ≥ 240.

2.6 Normalized control input sensiƟvity analysis
At the early stage of the simulaƟon so far, the two levels of control input ut,A and ut,B were pre-defined
based on the result of [85]. However, the result from other’s work is not necessarily applicable to the
different model developed in this study. In order to provide an evaluaƟon of the confidence in the pre-
defined control input, a normalized sensiƟvity analysis of control input on several system outcomes was
performed.

ut,A is designed as a value close to 0 which merely supports the growth of micro-organisms to be in
balance with the endogenous decay. ut,B is a higher value that is favourable for biomass to grow and
produce. In fact the two-level input strategy mimics a situaƟon where either zero producƟon or high
producƟon occurs. In this case it is unnecessary to perform a sensiƟvity analysis on the low-level ut,A
but on the high-level uB only.

In order to evaluate the relaƟve effects of the ut,B on different outcomes y, a dimensionless sensiƟvity
coefficient S is introduced, that is [86]:

Sj =
uB,j

yj

∂yj
∂uB,j

(2.39)

where subscript j denotes different test scenarios. uB,j is the control input and yj is the corresponding
outcome. Each of the uB,j is then perturbed by a fixed variaƟon (e.g. ±5% of uB,j). The perturbaƟon
around uB,j is indicated by ∂uB,j . The variaƟon of yj is represented by ∂yj .

There are two main criteria for selecƟng the range of uB,j . First, the baseline value should be included
which in this case is pre-defined ut,B ; second, the selecƟons should be realisƟc. Thus, the control input
which is the glucose concentraƟon in feed for test scenarios should be able to provide reasonable con-
diƟon for biomass growing and producing. According to [87, 85], the test range is decided to be [20, 30]
(g/L) which is the opƟmal glucose concentraƟon for hydrogen producƟon.
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Chapter 3 Case Study & data collecƟon
The developed models of the HRES was applied to the district Slotermeer, Amsterdam. The simulaƟon
was performed based on the real historical meteorological and field data of 2014 1. In this chapter,
the obtained data source and related ploƫngs, the specificaƟon parameters of the HRESs, the data of
naƟonal natural gas system are presented.

3.1 Field and historical data
3.1.1 Hourly electricity demand of 2014
The hourly electricity demandEdemand wasmodelled based on the staƟsƟcal data of 2014 in Slotermeer
which is provided by Alliander as a project partner. The according ploƫng Figure A.1 is presented in
Appendix A.

3.1.2 Hourly wind speed and solar irradiance of 2014
The hourly wind speed, solar irradiance and temperature data were obtained from Koninklijk Neder-
lands Meteorologisch InsƟtuut (KNMI) [88]. The observaƟon staƟon is located at Schiphol. The hourly
reference wind speed vref and incident solar irradianceGING data are ploƩed in Figure A.2 and Figure
A.3 respecƟvely which can be found in Appendix A. The measurement point of wind is assumed to be
10 m high (href = 10m).

3.1.3 SpecificaƟons of Slotermeer
Some informaƟon about Slotermeer is needed for the case study. The invesƟgated zone belongs to Ams-
terdamNieuw-west with the populaƟon of 146,700 [89] and the land area of 32.38 km2 [90]. Slotermeer
takes up about 2/3 of the total area ofNieuw-west. It is assumed that the populaƟon is distributed evenly
within Nieuw-west, thus the land areaASlot and the inhabitants InhSlot can be calculated as 21.59 km2

and 97,800 respecƟvely.

To esƟmate the potenƟal GFT wastes producƟon in Slotermeer, the average data of the Netherlands was
used. In 2014, 527 kg/capita municipal wastes are generated [91], of which 38% are GFT wastes [92].
So that the annual GFT producƟon in Slotermeer is assumed to be calculated as 97,800×527×0.38 =
19,585,428 kg = 19,586 ton.

3.2 CharacterisƟc parameters of systems
The HRES is composed of mulƟple component models as elaborated in Chapter 2. The specificaƟons of
these components are necessary for systemmodelling and opƟmizaƟon. Table 3.1 lists all characterisƟc
parameters of the components and system parameters applied in this thesis.

1All data applied in the study are of year 2014 without specific indicaƟons
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Table 3.1: Component characterisƟc and system parameters

Component Parameter Value * Unit

Micro wind turbine

Pr 2.4 [93] kW
vr 10.3 [94] m/s
vc 3.2 [95] m/s
vo 63 [93] m/s
nwt 8,000 a -
hhub 40 b m
href 10 c m

Photovoltaic panel

GSTC 1 [96] kW/m2

C 0.05 d kW/m2

kt -0.0045 [97] 1/◦C
apv 460,000 a m2

Tr 25 [96] ◦C
ηpv 0.154 [98] -

Dark fermentaƟon

D 1/12 [99, 100, 73] 1/h
kd 0.02 1/h
YX/G 0.15 [101] g biomass/g
µmax 0.172 [100] 1/h
KG 0.0637 e g/L
qHAc 0.003 mol/g biomass h
qHBu 0.0021 mol/g biomass h
IpH 1 f -

Electrolyzer
ηbu 95% [50] -
ηel 80% [102] -

Fuel cell
ηbo 95% [50] -
ηfc 60% [103] -

* The parameters without references and footnotes are the reasonable assumpƟons made based on various lit-
eratures.

a Based on the results of [64], themaximumnwt and apv are 10,000 and 842,500 respecƟvely. In this study, 8,000
and 460,000 are taken as the values of nwt and apv .

b The hhub is calculated based on the average height of buildings in Amsterdamwhich is 30m [104] and the tower
height of the micro wind turbines which is approximately 10 m [94].

c See SecƟon 3.1.2.
d The threshold irradiance C is taken as 5% ofGSTC .
e TheKG is converted from 68 mg COD/L [100] (1 g glucose = 1.0667 g COD).
f See SecƟon 2.3.5.
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3.3 Natural gas system
According to eq. (2.24) and (2.25), several variables are needed to esƟmate the regional natural gas stor-
age volume Store NG,reg, which are the naƟonal natural gas storage volume Store NG,nat, the naƟonal
natural gas consumpƟon NGnat, the naƟonal final electricity consumpƟon Ereg, and the conversion
efficiency from natural gas to electricity ηNG. The adopted data are listed as below:

Table 3.2: Data related to the natural gas system

Parameter Value Unit

Store NG,nat 3.14× 107 a m3

NGnat 1.65× 1015 [105] kJ

Ereg 2.34× 1011 b kJ

ηNG 0.68 c -
a Store NG,nat is calculated based on the total working capacity of underground storage cav-
ern in the Netherlands (9.3× 109 m3 natural gas [62]). The storage condiƟons are assumed
to be 300 bar and 0 ◦C. [106, 107].

b Ereg is calculated based on the hourly electricity demand data in Slotermeer provided by
Alliander.

c ηNG is calculated based on the staƟsƟcal data from CBS [108, 105, 109] which is comparable
to 58% from literature [110].
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Chapter 4 Results
The following three figures are applicable to the Scenario 1, 2, 3 and 5which involvesmicrowind turbines
and PV panels. The hourly-based electricity generaƟon bymicrowind turbines and PV panels, the hourly
electricity demand of Slotermeer, the corresponding electricity surplus from wind and PV power are
ploƩed in Figure 4.1, 4.2 and 4.3 respecƟvely.

Figure 4.1: Hourly electricity generated by micro wind turbines and PV panels

Figure 4.2: Hourly electricity demand

Figure 4.3: Hourly electricity surplus from wind and PV power
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Figure 4.1 shows a trend similar to the seasonal change of solar irradiance. In every month there are
some hours with no electricity generaƟon. This is due to the lack of solar radiaƟon during night and
weak wind. The hourly electricity demand is simulated according to the staƟsƟcal data (Figure 4.2). The
demand in cold seasons are a liƩle higher than that in spring and summer. Figure 4.3 is calculated by
the subtracƟon of Figure 4.1 and 4.2. When the wind/PV-generated power is larger than the demand,
the posiƟve surplus occurs, vice versa. It can be observed even in summer when the solar irradiaƟon is
intense and the duraƟon Ɵme is longer, energy shortage sƟll occurs during night.

4.1 Comparison between HRESs with and without MPC
To verify whether the MPC facilitates the energy management, the performances of HRESs with and
without MPC were compared in Scenario 1. The results of comparison including the glucose concen-
traƟon in feed, hourlyH2 produced via fermentaƟon and hydrogen storage are ploƩed in the following
figures. The design parameters are listed in Table 4.1. The reference control input levelsG0,A andG0,B

are taken as 0.27 and 27.23 g/L respecƟvely.

4.1.1 Glucose concentraƟon in feed
By applying MPC, the glucose concentraƟon in the feed is manipulated to match the Ɵme-variant de-
mand and supply (Figure 4.4). The high level glucose is mainly applied in winter season when the solar
andwind power is not sufficient (Figure 4.1). FromMay on, the glucose is delivered in low concentraƟon
just to keep the micro-organisms alive.

Figure 4.4: Hourly glucose concentraƟon in feed with MPC

According to the results of opƟmizaƟon, the total glucose consumpƟon in 2014 can be determined.
For the same configuraƟon of HRES without MPC, the same amount of total glucose consumpƟon was
assumed to be distributed evenly over a year (Figure 4.5).

4.1.2 Bio-hydrogen producƟon
Due to the different feeding strategies, the hydrogen produced via fermentaƟon shows two different
trends (the detailed dynamics of fermentaƟon can be found in Appendix A). The fermentaƟon system
with MPC appears an undulant moƟon (Figure 4.6). The bio-hydrogen producƟon with steady feeding
keeps low, constant producƟon over the year (Figure 4.7).

4.1.3 Hydrogen storage
Since the MPC does not affect the behaviours of electrolyzers and fuel cells, the related responses are
not presented here but can be found in Appendix A Figure A.4 - A.9.

Figure 4.8 shows that the hydrogen storage presents a disƟnct wave of which the trend is a bit delayed
than the trend of wind and solar power (Figure 4.1). In the firstmonth the system runs smoothly without
high glucose concentraƟon. The reason for low demand in glucose is the iniƟal storage of 40% where it
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Figure 4.5: Hourly glucose concentraƟon in feed without MPC

Figure 4.6: Hourly H2 produced via fermentaƟon with MPC

Figure 4.7: Hourly H2 produced via fermentaƟon without MPC

sustain on. StarƟng from the beginning of February, the fermentaƟon system is fed with concentrated
glucose to cope with the low wind and PV power supply in order to keep the storage above the lower
bound. As the solar radiaƟon duraƟon and intensity increases, the power frommicro wind turbines and
PV cells exceed the electricity demand. The MPC stops providing concentrated glucose and begins to
store the extra power from solar irradiaƟon. UnƟl mid-September, the storage reaches a peak value,
which means the hourly hydrogen producƟon and consumpƟon are nearly equivalent. AŌerwards, due
to the decreased wind and PV power in winter and the constraint on the storage level at the end of the
year (represented by the penalty term in the cost funcƟon, see SecƟon 2.5), concentrated glucose is
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delivered.

Figure 4.8: Hydrogen storage with MPC

In contrast, the constant bio-hydrogen supply without MPC ignores the future behaviours of wind and
PV power. The amount of stored hydrogen exceeds the capacity of storage tank (Figure 4.9). This is
because without MPC the bio-energy system cannot be complementary to the fluctuaƟng renewable
energy but simply an addiƟon.

Figure 4.9: Hydrogen storage without MPC

It can be imagined that a HRES without MPC would work when the storage system is large enough. Yet
any increases in size of such an enormous energy system for a city district will be a significant waste in
terms of space, costs, as well as resources. Moreover, a HRES without MPC is not capable of dealing
mulƟple constraints such as lower/upper bound of storage and disturbances automaƟcally.

4.2 Comparison among different configuraƟons of HRES
Three possible configuraƟons of HRES presented in SecƟon 2.2.1 have their ownmerits andweaknesses.
To make an intuiƟve comparison, Scenario 1 is taken as a reference, and all the parameters in Scenario 1
are represented by factor ’1’. Then the parameters and outputs of other two scenarios are divided by the
corresponding values in Scenario 1 to obtain the relaƟve factors. Thus, the size and performance of three
HRESs can be compared relaƟvely. The result is presented in Figure 4.10. See Appendix A for detailed
dynamics and Appendix B for complete simulaƟon results of each scenario. The design parameters are
listed in Table 4.1. The reference control input levels G0,A and G0,B are taken as 0.27 and 27.23 g/L
respecƟvely.

Since the electricity demand is fulfilled by wind, PV power and fuel cells in case of shortage, the capacity
of fuel cells are the same for three scenarios. Compared to the other two scenarios, the biggest advan-
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Table 4.1: Design parameters of three HRESs

Parameter DescripƟon (unit) Scenario 1 Scenario 2 Scenario 3

Capstorage Hydrogen storage capacity (kJ) 8.26× 1010 1.20× 1010 1.50× 1010

Capferm FermentaƟon tank capacity (L) 2.40× 106 3.40× 106 3.10× 106

Lstorage,LB Lower bound of storage level (%) 10

Lstorage,UB Upper bound of storage level (%) 90

Lstorage,in IniƟal storage level (%) 40 80 80

Figure 4.10: RelaƟve comparison among Scenario 1 , 2 & 3

tage of Scenario 2 is no need for electrolyzers since PV and wind power are not converted into hydrogen
for storage. However, the disadvantage is the requirement for a large fermentaƟon system as well as
a large amount of substrates. As for Scenario 3, the capacity of electrolyzers are reduced by half. The
increase of fermentaƟon tank is approximately half of the difference between fermentaƟon tank sizes
in Scenario 1 and 2. The GFT and bio-hydrogen producƟon have the similar trends. Although only half
of the excess wind and PV energy is delivered into storage system, the size of hydrogen storage tank
is significantly reduced. This implies the inflow and ouƞlow of hydrogen tank is much beƩer balanced
than those in Scenario 1, which means the storage tank is uƟlized more efficiently.

However, in all three scenarios, the GFT wastes produced locally cannot totally cover the GFT consump-
Ɵon. Thus, other biomass sources such as wood chips and forestry residues, or imporƟng GFT wastes
from other regions should be considered as supplements.

4.3 Normalized control input sensiƟvity analysis
As explained in SecƟon 2.6, normalized sensiƟvity analysis of G0,B was performed for three HRES sce-
narios. By changing the value ofG0,B , the impact on system outcomes can be determined. The design
parameters are listed in Table 4.1. The control input levels (g/L) G0,A and G0,B are presented in Table
4.2.

4.3.1 Scenario 1
The responses of five system outcomes are ploƩed againstG0,B to evaluate the performance of HRESs.

As shown in Figure 4.11, the zoom-in responses of operaƟng cost, bio-H2 producƟon, ending storage
level apparently have linear relaƟons. The different yearly bio-H2 producƟon leads to the difference
in the ending storage level. Since the design parameters and system disturbances are the same for
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Table 4.2: Control parameters of three HRESs

Control input levels Scenario 1 , 2 & 3

G0,A (g/L) 0.27

G0,B (g/L) 21.78 23.15 24.51 25.87 27.23 28.59 29.95

each simulaƟon, the changes in ending level is proporƟonal to that in bio-hydrogen producƟon. The
reason that the changes in operaƟng cost is also linearly related to bio-hydrogen producƟon is because
the change in operaƟng cost is coupled with the hydrogen producƟon via fermentaƟon. The detailed
explanaƟon can be found in secƟon 2.4.1. As for GFT consumpƟon whose curve is a liƩle different from
other threemenƟoned above, it is because the hydrogen yield slightly varieswith different concentraƟon
of glucose in-feeds.

Figure 4.11: System responses with differentG0,B for Scenario 1

As the set-point for ending level is a soŌ constraint, it is allowed for the ending level to vary within a
reasonable range. The results with different G0,B are all acceptable. This ensures the system with an
appropriate iniƟal state for next year.
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According to the result of normalized sensiƟvity analysis (Figure 4.12), the GFT consumpƟon have the
most sensiƟvity toG0,B which makes sense, because the inflow concentraƟon directly links to the total
substrate consumpƟon when the flow rate is fixed. Since the Bio-H2 yield is less sensiƟve, the bio-H2
producƟon has a similar result as GFT consumpƟon does. Although the changes of operaƟng cost is
caused by different hydrogen producƟon via fermentaƟon, the proporƟon of Bio-hydrogen related cost
is low in total operaƟng cost, thus the operaƟng costs is the least sensiƟve term. As a whole, when the
high level of glucose concentraƟon in the feedG0,B is between 24 and 25 g/L the system under Scenario
1 is robust because the changes inG0,B do not have significant effects on system performance.

Figure 4.12: Normalized sensiƟvity ofG0,B on system outcomes for Scenario 1

4.3.2 Scenario 2
In Scenario 2, an adjustment of iniƟal level is made to fit the different configuraƟon. When G0,B is
above 24 g/L, the ending level is close to 80% which is the iniƟal storage level (Figure 4.13). Apart from
this range, the successful running for next round might be endangered. The curve of GFT consumpƟon
appearsmore disƟnct fromothers in Scenario 2, which is parƟally because of bigger changes in hydrogen
yield. Moreover, the fermentaƟon system in Scenario 2 ismuch larger than that in Scenario 1. Therefore,
a liƩle change in yield makes big difference in the consumpƟon of substrate.

The normalized sensiƟviƟes of system outcomes for Scenario 2 are quite different from that of Scenario
1. The significance of fermentaƟon system in Scenario 2 has been further demonstrated. Since the
G0,B below 24 g/L might endanger the reliability of the system, the first data point in Figure 4.14 is
considered invalid. As shown in Figure 4.14, bio-H2 yield becomes themost sensiƟve term together with
GFT consumpƟon. Apparently the posiƟve and negaƟve sensiƟviƟes of these two cancelled the effect
on Bio-H2 producƟon. Furthermore, the hydrogen yield decreases more quickly as theG0,B increases.
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Figure 4.13: System responses with differentG0,B for Scenario 2
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Figure 4.14: Normalized sensiƟvity ofG0,B on system outcomes for Scenario 2

4.3.3 Scenario 3
As an intermediate soluƟon, the results of Scenario 3 can be regarded as the combinaƟon of the previous
two except for the ending level. The iniƟal level of the feasible soluƟon for Scenario 3 is 80% which is
the same as the Scenario 2. A smaller fermentaƟon system with glucose concentraƟon below 26 g/L
cannot fulfil the soŌ constraint on ending level (Figure 4.15).

Considering the reliability, the first two data points are not taken into account in the following discus-
sion (Figure 4.16). From 26 to 29 g/L G0,B , the sensiƟviƟes go through a transiƟon from Scenario 1 to
Scenario 2. This can be interpreted as that whenG0,B is low, the H2 yield is of less importance; asG0,B

increases, the HRES becomes more dependent on the efficiency of fermentaƟon system.
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Figure 4.15: System responses with differentG0,B for Scenario 3
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Figure 4.16: Normalized sensiƟvity ofG0,B on system outcomes for Scenario 3

4.4 Natural gas system
4.4.1 Scenario 4
The baseline scenario is a system enƟrely powered by natural gas. Based on the eq.(2.24) & (2.25) and
data from Table 3.2, the yearly natural gas consumpƟon NGreg and the natural gas storage volume in
Slotermeer can be roughly esƟmated as 3.44× 1011 kJ and 6,550 m3 respecƟvely.

4.4.2 Scenario 5
Scenario 5 is similar to Scenario 3 inwhich the fermentaƟon system is subsƟtuted by a natural gas system.
The simulaƟon result of natural gas system is ploƩed in Figure 4.17.

Figure 4.17: Natural gas consumpƟon for Scenario 5

The yearly natural gas consumpƟonNGreg for Scenario 5 is 1.73× 1011 kJ. According to eq.(2.25), and
the natural gas storage volume is calculated as 3,310 m3.
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4.5 HRES vs Natural gas system
Based on the results obtained in SecƟon 4.2 and 4.4, a comparison between the storage sizes of stand-
alone HRES and natural gas system can bemade. The result is shown in Figure 4.18. In respect of storage
size, Scenario 2 and 3 have major advantage over natural gas scenarios.

Figure 4.18: Comparison of storage sizes between HRESs and Natural gas systems
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Chapter 5 General Discussion
During the study, three possible configuraƟon of HRESwere proposed and theirmerits and shortcomings
were compared. The posiƟve effect of model predicƟve control on energy management was validated
by performing a case study in Slotermeer, Amsterdam. A normalized sensiƟvity analysis was performed
to invesƟgate the effects of the glucose concentraƟon in the feed stream on the HRES performance.

However, due to the Ɵme and data limitaƟons, the economic feasibility of the HRESs were not studied
in depth. A simple comparison about the sizes of storage systems between natural gas system and HRES
was made. As one of the most important energy carriers, natural gas adopts a centralized management
strategy. Natural gas is transported through pipelines which connect its storage faciliƟes crossing several
countries. In the study only underground storage is taken as a storage volume, yet in reality the transport
pipelinesmight also contribute to the storage. It is difficult to esƟmate the total size and costs of a stand-
alone system for one district. For a conceptual design, most of the components such as hydrogen storage
unit and electrolyzers are in large size. Usually the large equipment are custom-made which makes it
difficult to find the related economic parameters.

As explained in SecƟon 4.2, the preliminary study on the compromising soluƟon, Scenario 2, shows an
efficient usage of the storage system and less dependence on fermentaƟon. A pre-defined raƟo of 0.5
to 0.5 is used to split the energy stream. However, more flexibiliƟes should be introduced to regulate
the energy flow.

Since the focus of this study is the combinaƟon of hydrogen energy and fluctuated solar andwind power,
the anaerobic fermentaƟon process was simplified to serve the goal. In fact, the hydrogen producƟon
via fermentaƟon is someƟmes coupled with the formaƟon of methane which is the dominant energy
source in the Netherlands [111, 61]. In the proposed HRES, the products from anaerobic fermentaƟon
are assumed to be separated and purified. The purified bio-methane then can be merged into the local
natural gas pipelines or delivered to households. The fermentaƟon system needs to be operated at
about 35 ◦C. The heat generated by fermentaƟon process is not enough for biomass producƟon, thus
external energy is required. This part of energy consumpƟon is not included as an energy stream in
the HRES, but simply as an operaƟng cost. Similarly, dynamics inside electrolyzers and fuel cells are
simplified to efficiency factors. And the AC/DC conversion which is beyond the subject is also included
in the study.

In Scenario 2, 3 and 5, the excess electricity was exported directly to the power grid. However in reality,
the import of a large amount of electric current in a short Ɵme could cause serious disturbances in the
grid. This issue needs to be addressed in pracƟce.
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Chapter 6 Conclusions
In this study, three possible configuraƟons of HRES system involving anaerobic fermentaƟon and hy-
drogen storage system are proposed. The major energy source of the HRES in Scenario 1 are wind and
PV power. The bio-H2 works as a complement to cope with the electricity shortage caused by seasonal
change. Although the fermentaƟon system in Scenario 1 is smaller than that in other two scenarios, it is
in low use in 3/4 Ɵme of a year. Furthermore the large hydrogen storage system is used mainly to deal
with the seasonal energy fluctuaƟons. Scenario 2 holds two advantages which are the avoiding of elec-
trolyzers and small size of storage tank. The HRES is highly dependent on bio-fermentaƟon systemwhich
leads to a bigger fermenter and large GFT wastes consumpƟon which is far beyond what Slotermeer can
provide. Therefore, external biomass source needs to be included such as lignocellulosic residues from
forestry, agricultural and algae residues, etc [45]. The successful running of the HRES in Scenario 2 beƩer
incorporates the producƟon of bio-methane to balance the material costs. The Scenario 3, a compro-
mising scheme between Scenario 1 and 2, presents a more flexible soluƟon. Compared to Scenario 2,
a small increase in the size of storage tank brings significant reducƟon in GFT consumpƟon. The beƩer
uƟlizaƟon of storage tank shows that the original fluctuated power provided by wind and solar genera-
tor is excess for Slotermeer. The stable energy source which is bio-hydrogen plays an important role in
the system.

The model predicƟve controller provides reliable predicƟons about system behaviours and considering
various constraints. It turns the complex control problem into aminimizaƟon of cost funcƟon. As shown
in SecƟon 4.1.3, by applying MPC, the size of storage tank is successfully reduced. It is worth noƟng that
the iniƟal state is absolutely important for a system with highly fluctuated disturbances. In the three
scenarios, the iniƟal tank level is a determined operaƟng parameter.

The glucose concentraƟon in feed has been demonstrated to have disƟnct influences on GFT consump-
Ɵon, bio-H2 yield and bio-H2 producƟon. Among all three scenarios, GFT consumpƟon is themost sensi-
Ɵve parameter to the glucose concentraƟon. For HRES with small fermentaƟon system such as Scenario
1, bio-H2 producƟon is posiƟvely sensiƟve which is related to the GFT consumpƟon. However for HRES
with larger fermentaƟon system, as in Scenario 2 and 3, the bio-H2 yield has an apparently negaƟve sen-
siƟvity. The negaƟve sensiƟvity of bio-H2 yield and the posiƟve sensiƟvity of GFT consumpƟon cancel
the effect of glucose concentraƟon in feed on the bio-H2 producƟon. Overall, the system performance
is robust when the glucose concentraƟon in feed is in range of 25 to 28 g/L. Apart from this range, the
feasibility of subsequent running for years will be endangered.

To sumup the study, the three HRESs possess respecƟvemerits which suit different circumstances. How-
ever in the case of Slotermeer, the opƟmal HRES configuraƟon is Scenario 3 in terms of performance and
uƟlizaƟon of equipment. Model predicƟve controller fully uƟlizes the historical data, weather forecast,
mathemaƟcal models to predict system behaviour and manage energy streams. In general, the HRESs
are more robust when the high-level of glucose concentraƟon in the feed is between 25 to 28 g/L.

For future research, two opƟons are suggested. As menƟoned before that more flexibiliƟes are possible
in Scenario 3. By changing the fixed raƟo or more radically, adding another controller to manage the
energy stream from PV cells an wind turbines in order to realize the enƟrely opƟmal control of the
HRES. Another direcƟon is to further invesƟgate the economic aspects of HRESs to find the concrete
proof that bio-based HRES is feasible technically and economically as well.
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Appendix A Ploƫngs

Figure A.1: Hourly electricity demand of Slotermeer in 2014

Figure A.2: Hourly wind speed at Slotermeer in 2014

Figure A.3: Hourly solar irradiance at Slotermeer in 2014

45



Figure A.4: Hourly electricity generated by fuel cell for Scenario 1, 2 & 3

Figure A.5: Hourly hydrogen consumed by fuel cell for Scenario 1, 2 & 3

A.1 Ploƫngs of Scenario without MPC

Figure A.6: Biomass concentraƟon in the fermenter whenG0,B = 27.23 g/L, without MPC
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Figure A.7: Glucose concentraƟon in the fermenter whenG0,B = 27.23 g/L, without MPC

A.2 Ploƫngs of Scenario 1

Figure A.8: Hourly electricity consumed by electrolyzer for Scenario 1 whenG0,B = 27.23 g/L

Figure A.9: Hourly hydrogen generated by electrolyzer for Scenario 1 whenG0,B = 27.23 g/L
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Figure A.10: Hourly glucose concentraƟon in feed for Scenario 1 whenG0,B = 27.23 g/L

Figure A.11: Biomass concentraƟon in the fermenter for Scenario 1 whenG0,B = 27.23 g/L

Figure A.12: Glucose concentraƟon in the fermenter for Scenario 1 whenG0,B = 27.23 g/L
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A.3 Ploƫngs of Scenario 2

Figure A.13: Hourly glucose concentraƟon in feed for Scenario 2 whenG0,B = 27.23 g/L

Figure A.14: Biomass concentraƟon in the fermenter for Scenario 2 whenG0,B = 27.23 g/L

Figure A.15: Glucose concentraƟon in the fermenter for Scenario 2 whenG0,B = 27.23 g/L
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Figure A.16: Hourly H2 produced via fermentaƟon for Scenario 2 whenG0,B = 27.23 g/L

Figure A.17: Hydrogen storage level for Scenario 2 whenG0,B = 27.23 g/L

A.4 Ploƫngs of Scenario 3

Figure A.18: Hourly electricity consumed by electrolyzer for Scenario 3 whenG0,B = 27.23 g/L
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Figure A.19: Hourly hydrogen generated by electrolyzer for Scenario 3 whenG0,B = 27.23 g/L

Figure A.20: Hourly glucose concentraƟon in feed for Scenario 3 whenG0,B = 27.23 g/L

Figure A.21: Biomass concentraƟon in the fermenter for Scenario 3 whenG0,B = 27.23 g/L
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Figure A.22: Glucose concentraƟon in the fermenter for Scenario 3 whenG0,B = 27.23 g/L

Figure A.23: Hourly H2 produced via fermentaƟon for Scenario 3 whenG0,B = 27.23 g/L

Figure A.24: Hydrogen storage level for Scenario 3 whenG0,B = 27.23 g/L
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Appendix B Tables
Table B.1: Complete comparison among Scenario 1, 2 & 3

Component size/capacity Unit Scenario 1 Scenario 2 Scenario 3

H2 storage tank m3 10,690 1,550 1,940

FermentaƟon tank m3 2,820 4,000 3,650

Electrolyzer m3H2/h 15,390 0 7,690

Fuel cell MW 12 12 12

System outcomes Unit Scenario 1 Scenario 2 Scenario 3

GFT consumpƟon ton 34,070 171,460 98,630

Bio-H2 producƟon mol 1.43e+08 7.11e+08 4.28e+08

OperaƟng cost €/year 2.89e+06 4.72e+06 3.81e+06
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Appendix C CalculaƟons
Conversion between glucose and GFT waste
Assuming H2 yield obtained from [44] (180 ml H2/g TVS) and [77] (3.2 mol H2/mol hexose) are close, the
following equaƟon exists:

180 [ml H2/g TVS] = 3.2 [mol H2/mol hexose]

with 1 mol H2 = 22.4 L H2, the relaƟon between TVS and hexose can be built:

1 [g TVS] <=> 2.51× 10−3 [mol hexose]

The total volaƟle solids takes up 93% of the total solids which is assumed to be the dried mixture of
organic fracƟon of municipal solid waste (OFMSW) and sludge [112, 44]. Thus:

1.0753 [g mixtureDW] <=> 2.51× 10−3 [mol hexose]

The moisture content of the mixture is assumed to be 70%:

3.5842 [g mixture] <=> 2.51× 10−3 [mol hexose]

The composiƟon of GFT waste in the mixture is 46.3% [44]:

1.6595 [g GFT] <=> 2.51× 10−3 [mol hexose]

The hexose is assumed to be glucose, thus the relaƟon between GFT and contained glucose can be
esƟmated as:

1 [g GFT] <=> 0.2723 [g glucose]
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