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ABSTRACT 

P. van der Voet, CA. van Diepen en J. Oude Voshaar, 1994. Spatial interpolation of daily 
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A calculation procedure is described for interpolating daily weather data within the European 
network of meteorological stations. Historical daily meteorological data over a period of five 
years for 275 stations were used. The procedure consists in selecting the optimum set of at most 
four stations, followed by interpolation through averaging the daily values at the selected stations. 
The selection of the optimum set of stations for a point involves proximity, similarity in terms 
of altitude and distance to the coast, the position in relation to climatic harriers, the degree to 
which the stations surround that point, and the number of stations of a set. 
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Preface 

This report, prepared by the DLO-Winand Staring Centre in Wageningen, the Nether­
lands, describes the procedure for interpolating daily weather data within the Euro­
pean network of meteorological stations and the validation of this procedure. It is 
the third in a series on spatial interpolation of daily meteorological data. The first 
two reports by Eric Beek dealt with the theoretical evaluation of available techniques 
for the spatial interpolation of meteorological parameters, and the application of 
kriging to predict rainfall in a few test cases. The development and validation study 
in this report was carried out in 1992, and a draft report was available in January 
1993. The completion of the report was then delayed because the first author took 
up another assignment. A final draft was ready by November 1994. Whereever feas­
ible, references has been updated, but the general context described in this report 
is the one in 1992. The study made use of historic daily meteorological data over 
a period of five years for 275 stations in the 12 EC countries and some adjacent 
countries. The procedure has been designed for the specific purpose of estimating 
weather data on a 50 x 50 km grid over the E.C. for use as input data for a crop 
growth simulation model, but the procedure has universal validity for spatial weather 
interpolation, as demonstrated by the validation study. 

The study was carried out in 1992 as part of a contract study to develop a Crop 
Growth Monitoring System for the Joint Research Centre (JRC-Ispra Site) of the 
Commission of the European Communities. The methodology makes use of 
agrometeorological models, e.g. crop growth simulation models, for yield forecasting 
purposes. This is done in the framework of the JRC pilot project for the Application 
of Remote Sensing to Agricultural Statistics, also called Agriculture Project, or 
MARS Project (Monitoring Agriculture by Remote Sensing). This project is carried 
out by the Agricultural Information Systems Unit of the Institute for Remote Sensing 
Applications of JRC, in support to the Statistical Office of the EC (EUROSTAT) 
and to the Directorate General for Agriculture of the EC (DGVI). Within the Agricul­
ture Project the crop modelling is organized under Action 3 Yield Forecasting 
Models. 

The authors are indebted to Ben van der Pouw for his sustained encouragement and 
critically reviewing earlier drafts of this report. The study has benefitted from the 
continuous professional and constructive support of Arnold Bregt. We acknowledge 
the contribution of Gert Jan Reinds on data handling, Jandirk Bulens on map compila­
tion, IJke van Randen on optimizing calculation procedures, and Bert Sterling for 
designing specific FORTRAN tools. 
Many thanks are also due to Paul Vossen (JRC) for his kind support and counsel. 

Paul van der Voet 
Kees van Diepen 
Jan Oude Voshaar 



Summary 

In the framework of Action 3 of the 'Agriculture Project' of the Joint Research 
Centre (JRC) the Winand Staring Centre is developing a system for regional crop 
growth monitoring (CGMS) over the whole of the European Communities (EC). 

It is assumed that meteorological factors explain year to year variation in production. 
Therefore the system makes use of weather data as determining factors for crop 
growth and crop production. This concerns daily weather data on radiation, tempera­
ture, rainfall, windspeed and humidity. Such weather data can be fed into the crop 
growth model WOFOST to calculate per simulation run the growth of a given field 
crop on a given location in a given year. Daily weather data were available in a 
historic data base called DBMETEO on about 360 stations. The areal unit for zones 
wherein the weather is considered as homogeneous is a square grid cell of 50 km 
x 50 km. The land area of the EC is covered by 1389 of these grid cells. 

The purpose of this study is to develop and validate an algorithm to estimate the 
daily weather in each of the grid cells from the weather data of the stations. This 
weather on grid cells should be sufficiently accurate to serve as input to the crop 
growth model. Furthermore JRC stipulated that the weather on gridcells should be 
realistic itself. The algorithm has been implemented in the Crop Growth Monitoring 
System. 

In a preparatory study it was concluded that the prospects of applying simple linear 
interpolation techniques would yield satisfactory results for all variables but rainfall 
(Beek, 1991). The simple techniques include application of Thiessen polygons to 
assign values of the nearest weather station to a location, application of the technique 
of moving averages or of weighted moving averages such as the 'inverse distance' 
method, using the values of several neighbouring observation stations. 

Rainfall is known to show more spatial and temporal variation than the other weather 
variables. It was concluded on theoretical grounds that kriging could be promising 
for rainfall, but it was expected that a method based on kriging for the whole of 
the EC would also meet a considerable amount of (computer) technical problems. 
Therefore the practical application of kriging was not implemented within the frame­
work of the current project on agrometeorological yield models. It was decided to 
concentrate on the simpler linear interpolation techniques for rainfall as well. 

In another preparatory study (Van den Brink et al., 1991) it was pointed out that 
important weather characteristics related to crop growth modelling are the number 
of rainy days and total rainfall per time period. These characteristics appeared to 
be best estimated with the rainfall data of only one station as interpolation with more 
stations leads to a considerable averaging effect, resulting in an overestimate of the 
number of rainy days. 

In the present study a knowledge-based procedure is proposed to predict daily meteo 
data. The procedure consists of the selection of the optimum set of at most four 



stations to be used in the interpolation, followed by the interpolation through averag­
ing of the observed daily values at the selected stations without weighting for dis­
tance. 

The selection of the optimum set of stations involves several criteria: proximity, 
similarity in terms of altitude and distance to the coast, the position in relation to 
climatic barriers, the degree to which the selected stations are surrounding the loca­
tion, and the number of stations of a set. 

The criteria are combined and quantified by calculating difference-scores for pairs 
of observed and estimated values for a point. In the case of several observations, 
the criteria are quantified by a score for a group of point observations and point 
estimations. 

While developing the selection procedure different alternatives had to be compared. 
For the evaluation of these alternatives all suitable stations in or close to the EC 
were used (except for the stations in Italy). For all these stations the observed data 
were compared with the predictions using the other stations (the leave-one-out 
method). 

As criterion for evaluating the accuracy of the estimated result the root mean squared 
error (RMSE) between observed and predicted values has been used. For each indi­
vidual station the RMSE was determined for all alternative station selections. 

In addition, for every station separately it has been computed (per variable) which 
set of at most four stations gives the best estimate, i.e. has the lowest RMSE value. 
Division of the RMSE by the RMSE of this best set, gives the relative RMSE of 
all alternative selection procedures. After averaging over the four most important 
variables (radiation, sunshine duration, minimum temperature and maximum tempera­
ture) and over all stations in a region, a country or the EC, the alternative selection 
procedures can be compared on the basis of the regional mean of the average relative 
RMSE over the four variables. The procedure with the lowest average RMSE has 
been identified. 

The performance of the station selection algorithm was evaluated by comparing the 
results obtained with six alternative selection rules, followed by either averaging 
without weighting for distance or by inverse distance interpolation methods with 
several weighting powers. 

It was found that if a fixed number of stations was used in the interpolation, the 
use of two stations lead to a large improvement in interpolation results as compared 
to the use of only one station. Increase from two to three stations gives a small 
additional improvement, and from three to four stations there is hardly any improve­
ment. Some further improvement is obtained by taking into account the similarity 
of the stations in terms of altitude and distance to the coast. If more expert knowledge 
is built into the station selection procedure by stipulating that the stations in the set 
should be located around the reference station in a regular pattern, and by assigning 
penalties to stations for differences in altitude, for differences in distance from the 
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coast, and for position on the other side of climatic barriers, the interpolation result 
improves again. The number of stations in the optimum set may be variable between 
one and four. 

Applying weighting rules for distance does not improve the results any further. 
The interpolation results varied somewhat between variables. The best results were 
found for radiation and sunshine data (correlated), followed by temperature and 
humidity. The results for windspeed were clearly worse than for the other variables. 

Finally some country effect was found. For the countries situated in the temperate 
zone better results were found than for the countries in the mediterranean zone. The 
larger countries gave better results than the smaller countries. Within the temperate 
zone the best results with the interpolation procedure were obtained for the United 
Kingdom, the poorest results for the Netherlands. 

In order to validate these results, the computations have been repeated for an indepen­
dent set of stations, i.e. the stations in Italy. They were not yet available while devel­
oping the algorithm. 
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1 Introduction 

1.1 Background and aim 

In the framework of Action 3 of the 'Agriculture Project' of the Joint Research 
Centre (JRC) the Winand Staring Centre is developing a system for regional crop 
state monitoring over the whole of the European Communities (EC). 

It is assumed that meteorological factors explain year to year variation in production. 
Therefore the system makes use of weather data as determining factors for the crop 
growth and crop production. 

Weather data ared used in two ways: 
- indicative, which means that weather data themselves serve as indicators; 
- integrated, all weather data are evaluated for their combined influence on crop 

growth by feeding them as daily input parameters to a dynamic crop growth model. 

The system makes use of the crop growth model WOFOST (Van Diepen et al., 1989, 
Hijmans et al., 1994, Supit et al., 1994). This model calculates the growth and pro­
duction of an annual crop, growing under given weather conditions. For a defined 
crop, the model calculations are carried out per year and per location. The WOFOST 
model is used to derive crop state variables serving as indicators for the evolution 
of the current agricultural season. The results of simulation of crop growth for historic 
years serve as reference values. 

The dynamic simulation model needs daily weather data on radiation, temperature, 
rainfall, windspeed and humidity. The areal unit for zones wherein the weather is 
considered as homogeneous is a square grid cell of 50 km x 50 km. The land area 
of the EC was covered by 1389 of these grid cells (Fig. 1). 

At the time of the study the EC was joined by 12 countries, not including East Ger­
many. 

Daily weather data are collected in a historic data base called DBMETEO (Reinds, 
1991) on about 360 stations with generally 15 to 30 years of data (van der Drift and 
van Diepen, 1992), and in a current year data base on about 650 stations. 

The purpose of this study is to develop an algorithm to estimate the daily weather 
in each of the grid cells from the weather data of the stations. First of all this weather 
on grid cells should be sufficiently accurate to serve as input to the crop growth 
model. As a more objective requirement the JRC stipulated that the weather on 
gridcells should be realistic itself, i.e. showing a representative day-to-day variation. 
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1.2 Overview and results from preparatory studies 

Some preparatory studies have been carried out to identify appropriate techniques 
for the spatial interpolation of these daily meteorological station data. 

In (Beek, 1991-1) an overview is given of the main spatial interpolation techniques. 
They can be divided into global and local techniques. 

Global techniques such as Trend Surface Analysis and Fourier series interpolate 
values with the use of all available data. 

Local techniques such as Thiessen polygons, (weighted) Moving Averages, Splines, 
and Kriging estimate values from neighbouring points only. 

Common meteorological practise is to use Thiessen polygons that assign the values 
of the nearest weather station to a location. 

An other interpolation method which is often applied makes use of moving averages. 
The method uses a window to achieve an interpolation of values within an area. The 
size of the window either emphasizes or rules out short range variations. 

The technique of weighted moving averages allows to assign some values more 
influence on the interpolated value than other values: the most common 'inverse 
distance' method diminishes the influence of values with increasing distance. 

Splines are piecewise (polynomial) functions that are exactly fitted to a small number 
of data points while at the same time ensuring that the joins between one part of 
the curve and another are continuous. It is useful to obtain a quick and aesthetic 
visualization of a variable, but its calculated values are not very accurate. 

Kriging is based on the assumption that spatial variation of a regionalized variable 
is too irregular to be modelled by a mathematical function, but can be described more 
appropriately by a stochastic distribution. The interpolation procedure proceeds 
exploring and then modelling stochastic aspects of the regionalized variable. The 
resulting information is then used to estimate weights for interpolation. 

Some of these local techniques can be extended in order to use information of extra 
variables like distance from the coast and altitude. For instance cokriging uses the 
information of such 'covariables'. 

Considering the spatial and temporal scale of the meteorological processes Beek 
(1991-1) expects simple linear interpolation techniques to yield satisfactory results 
for the variables sunshine duration, radiation, temperature, windspeed and relative 
humidity. 

Rainfall is known to show more spatial and temporal variation. Therefore a special 
study was carried out to investigate the spatial variability of daily precipitation 
amount in relation to meteorological conditions (Beek, 1991-2; Beek et al., 1992). 
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Four different weather conditions at four selected days in 1984 in North-western 
Europe were investigated. Rainfall data were interpolated using kriging. The 
interpretation of the involved parameters increased the understanding of the spatial 
behaviour of daily rainfall. Large differences in the spatial structure of daily rainfall 
were observed as a result of different meteorological conditions. Stratification of 
the study area into a coast, a mountain and an interior stratum reduced the Mean 
Squared Error of Prediction considerably. 

Within the limited range of this study it appeared to be possible to interpolate rainfall 
using kriging. Semi-variograms were computed for every location for every day. 

A further development towards an operational interpolation system for daily weather 
based on kriging for the whole of the EC is expected to meet a considerable amount 
of (computer) technical problems. It would involve the daily computation of regional 
semi-variograms for every variable. For the time being the practical application of 
kriging was not implemented within the framework of the current project on 
agrometeorological yield models. It was decided to concentrate on the simpler linear 
interpolation techniques for rainfall as well. 

A preliminary study (Van den Brink et al., 1991) compared the performance of the 
interpolation using several (weighted) moving average techniques, including the 
Thiessen approach. The study involved regions in Northern Germany, Central 
Germany, and Southern/Central Spain. 

From the results in the three test regions the following conclusions were drawn: 
- With regard to the number of stations, it appeared that interpolation using two or 

more stations gave better estimation results as compared to substitution using one 
station. 

- The best results were obtained when the number of stations was 3, 4, or 5. On the 
other hand, to minimize the effect of smoothing, it was recommended to use as 
few stations as possible. 

- Little differences in interpolation results were observed from varying the value of 
the exponent in the distance weighting functions. As no preference for one of these 
weightings can be formulated on a physical basis, a zero value for the exponent 
was recommended, implying no weighting for distance. 

- It appeared that no significant differences exist between seasonal and yearly based 
evaluations of the interpolation methods. 

- Important weather characteristics related to crop growth modelling are the number 
of rainy days and total rainfall per time period. These characteristics appeared to 
be best estimated with the meteo data of only one station. 

- Furthermore it was suggested that the interpolation can be improved by selecting 
stations that are similar with respect to altitude and distance to the coast. 

The conclusions of the preliminary study are indicative, because they are based on 
a relatively limited number of test cases. In particular it was not made clear how a 
set of 3, 4 or 5 stations could be selected from all theoretically possible sets, or how 
geographic similarity with respect to altitude and distance to the coast could be 
quantified. 
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1.3 Specific aim of the present study 

The present study aims at developing and validating an operational interpolation 
procedure based on the findings of the preliminary study. 

This involves: 
- quantifying criteria for the selection of a set of stations to be used for the 

interpolation of daily meteo data from stations to a grid cell. 
- translating the criteria into an algorithm suited for automated implementation, with 

modest computing time requirements. 
- developing the station selection procedure by comparing its interpolation results 

with the results of all other possible alternative station selections. 
- comparing the interpolation results of several alternative interpolation methods when 

applied to large regions such as countries or the whole EC-area. 

Therefore, a knowledge-based interpolation method has been developed using the 
idea of selecting geographically similar stations. This method could be regarded as 
a counterpart of cokriging. Cokriging cannot be implemented for such large data sets, 
but the proposed method uses the same extra geographic information. 

1.4 Outline of this report 

The procedure was developed in an iterative way, but Chapter 2 starts with a descrip­
tion of the final version, consisting of the selection of the optimum set of stations 
to be used in the interpolation, followed by the interpolation through averaging of 
the observed daily values at the selected stations without weighting for distance. 

The selection of the set of stations involves several criteria: proximity, similarity 
in terms of altitude and distance to the coast, the position in relation to climatic 
barriers, the degree to which the selected stations are surrounding the location, and 
the number of stations of a set. 

Several alternative methods of selecting stations are compared with the final version. 
In some alternatives altitude, distance to the coast or climatic barriers are omitted 
during the selection stage. Also simpler procedures selecting a fixed number of (1 
to 4) stations are considered. Furthermore alternatives are used with inverse distance 
weighing. 

In order to compare alternative procedures the prediction error is used. 

Since no observations are available for the grid cells of 50 km x 50 km, applying 
the interpolation procedure on these grid cells does not enable a comparison of pre­
dicted and observed data. Therefore the leave-one-out method is used by applying 
an interpolation procedure to a reference station. The reference station is excluded 
from the collection of stations, and its daily weather values are predicted by means 
of interpolation using the data of other stations. 
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The comparison of alternative station selection procedures was first applied to single 
reference stations. Later, the comparisons were extended to a number of reference 
stations within specified regions. 

The comparison of the alternative methods was carried out for 233 stations in all 
of the EC except Italy and Greece and for 18 stations in some bordering areas in 
Switzerland, Austria and Slovenia. Alternative variants of the procedure were tested 
as well on subregions. 

In order to validate these comparisons and the final choice of the selection method, 
the computations were repeated on an independent set of 24 stations in Italy. 

In Chapter 3 the results are presented and discussed. Chapter 4 contains the 
conclusions and evaluation, justifying the choice of the algorithm. 
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2 Methodology 

An interpolation procedure for estimating daily weather data on a regular grid has 
been developed and validated. Section 2.1 describes the meteorological data and 
the grid that have been used, Section 2.2 the interpolation procedure and Section 
2.3 the statistical validation method. In Section 2.2.1 the interpolation method is 
given. Rainfall is estimated by using the data of the station that is most similar to 
the centre of a grid cell. In Section 2.2.2 the criteria for selecting such a single, most 
similar station are quantified. The other variables are estimated by selecting a set 
of stations. In Section 2.2.3 criteria are quantified to select such a set of stations. 
During the process of identifying the best selection algorithm various alternatives 
were compared. Section 2.2.4 describes some alternative procedures. Section 2.3 
describes the method applied for the statistical validation of the interpolation results. 
In Section 2.3.1 the method to compare alternative interpolation procedures for a 
reference point is presented. Section 2.3.2 presents the method to compare 
interpolation procedures over regions. 

2.1 Description of data 

The dynamic simulation model needs daily weather data on radiation, temperature, 
rainfall, windspeed and humidity. The areal unit for zones wherein the weather is 
considered as homogeneous is a square grid cell of 50 km x 50 km. The land area 
of the EC was covered by 1389 of these grid cells (Fig. 1). 

At the time of the study the EC was joined by 12 countries, not including East 
Germany. 

Daily weather data are collected in a historic data base called DBMETEO (Reinds, 
1991) on about 360 stations with generally 15 to 30 years of data (Van der Drift 
and Van Diepen, 1992), and in a current year data base on about 650 stations. 

Due to a considerable amount of missing data in the period 1975-1979 (mainly 
sunshine duration) some (mostly Spanish) stations are excluded from the comparison. 
The Greek stations are excluded because of the monthly character of the data. The 
Italian data were not available at that time. 

A total number of 233 meteo stations of the United Kingdom, Ireland, Denmark, 
The Netherlands, Belgium, France, Spain, Portugal, and Germany and 18 meteo 
stations in some bordering areas in Switzerland, Austria and Slovenia were used as 
reference stations. The comparisons were then made for all 233 stations together, 
and countrywise. 

Afterwards 24 Italian stations were used as an independent data set to validate the 
developed procedure. Figure 2 shows the location of all of these 275 stations. 
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Fig. 2 Location of all meteo stations within DBMETEO suitable for the development and validation 



Although the worst stations were already excluded, omissions of up to 60% of the 
period were found in the interpolation results for some of the remaining reference 
stations in Spain and Italy, caused by missing values. 

The whole EC, except Italy and Greece, including bordering regions in Switzerland, 
Austria and Slovenia was used to compare alternatives and develop the proposed 
algorithm. In order to validate the comparisons and the final choice of the selection 
method the computations were repeated on an independent set of stations, i.e. the 
stations in Italy. For practical reasons the results of the stations used for the 
development of the algorithm, and the results of the (Italian) stations that were used 
for the validation of the algorithm are presented in the same Tables and Figures. 

2.2 Interpolation procedure for daily weather data 

2.2.1 Outline of the procedure 

A procedure has been designed to provide an estimate of daily weather data on a 
regular grid on the basis of station data. The estimation differs for the various 
variables. The stations to be used for the estimation of weather on a location are 
selected from the list of European weather stations, available within DBMETEO 
(Reinds, 1991). 

Rainfall is estimated by using the data of a single station that is most similar to the 
centre of the grid cell. The following criteria are used to select the most similar single 
station as compared to the location: 
o proximity; 
o similarity in terms of: 

altitude; 
distance to the coast; 
the position relative to climatic barriers. 

The use of more than one station to estimate rainfall by interpolation may improve 
the mean prediction error of the estimate of the amount of rainfall. However, the 
averaging effect will overestimate the number of wet days considerably. The temporal 
distribution of rainfall has a strong influence on the availability of soil water for a 
crop through its effect on evaporation and percolation. Therefor it was decided to 
use the rainfall data of only one weather station, in order to achieve a realistic 
representation of the number of rainy days for the grid cell. 

The other variables (on radiation, temperature, windspeed and humidity) are estimated 
by means of averaging the data of the optimum set of stations, surrounding the centre 
of the grid cell. The averaging is carried out without weighting for distance. For the 
interpolation of other weather variables one or more similar stations can be selected. 
The selection criteria for this set of stations are an extension of the criteria to identify 
the most similar single station. Besides the already mentioned criteria the following 
criteria are used: 
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o the degree to which the selected stations are surrounding the location; 
o the use of at most four stations; 
o the number of stations in a set. 

For the meteo variables minimum temperature, maximum temperature and humidity, 
the values of the stations to be used for interpolation are corrected for differences 
in altitude between these stations and the average altitude of the grid cell. Before 
interpolation all values are adjusted to the average altitude of the grid cell. For every 
100 m of increase in altitude a decrease in temperature of 0.6 °C and a decrease in 
vapour pressure of 2.5% are assumed. 

The estimation procedure is universally valid and is applicable to any arbitrary 
location situated in the area covered by a network of meteo stations. The centre of 
a grid cell is such an arbitrary location. But also a weather station can be chosen 
as a location. In the following 'location' is used to indicate the points for which daily 
weather must be estimated. 

2.2.2 Quantification of criteria for selecting one station 

The estimation of rainfall involves the selection of a single station on the basis of 
similarity criteria. 

For locations where rainfall has to be estimated the selection of the most similar 
station is determined by calculation of a 'difference-score'. This difference-score 
is conceived as a measure of difference between locations, expressed in terms of 
distance in kilometers. All geographic differences are evaluated empirically in terms 
of kilometer equivalents and added to the score. The higher the difference-score, the 
less similarity between a station and the location. If the station is located at the same 
place as the location, its value becomes 0. For any of the stations Sl5 S2, ..., Sn in 
DBMETEO and location L this score is defined as follows: 

DSCORE.= DIST.+ WALT*DALT.+ DIFCST.+ CLBINC. (1) 

with: 
DSCOREj : the difference-score of the station S; in relation to location L (km); 
DIST; : the distance between S; and L (km); 
DALTj : the (absolute) difference in altitude between S ; and L (m); 
WALT : the weighting factor for DALT (km/m); the value of the weighting 

factor WALT determines the relative importance of altitude in 
comparison with the other criteria like distance. Meaningful values for 
the weighting factor WALT appear to be around 0.5 (Van den Brink 
et al, 1991); 

DIFCSTi : the (absolute) difference in (corrected) distance to the coast between 
S; and L (km). This difference is expected to be most important close 
to the coast and to be of no importance in zones too far from the coast 
to be climatically influenced by it. Therefore the distance to the coast 
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CLBINC 

of both S; and L are corrected according to their climatic importance. 
Figure 3 shows the assumed relation between real distance and 
climatologically corrected distance to the coast. From Figure 3 can be 
derived that differences in distance to the coast are considered to be 
most important within 50 km of the coast and of no influence anymore 
further than 200 km from the coast. The distance to the coast is 
calculated by a geographic information system using a generalized 
coastline, disregarding estuaria and bays; 
an increment of the difference-score in the case that a station S4 is 
separated by a climatic barrier from location L (km). In practice the 
increase of the difference-score with a value of 1000 proved to be 
sufficient to disqualify this kind of stations. 

100 

E 

.C 

<u 
tJ 
o 

o 

Real distance to the coast [km] 

Fig. 3 Assumed relation between real and climatologically corrected distance to the coast 

The station with the lowest difference-score is considered the most similar station 
and the optimum one to be used for the estimation of rainfall at location L. 

The effect of the different components of the formula is explained in Annex 1. It 
contains some figures with examples of two stations and a location L. In Annex 1.1 
station Sj is most similar because it is located nearer to location L. In Annexes 1.2 
and 1.3, station S2 becomes most similar because of respectively less difference in 
altitude, and less difference in distance to the coast. 

If in (1) the terms of altitude, distance to the coast and the separation by climatic 
barriers would be omitted, then the method of Thiessen polygons is obtained. 
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2.2.3 Quantification of criteria selecting a set of stations 

For other variables than rainfall a set of 1, 2, 3 or 4 stations is selected to be used 
for interpolation. The selection is done by computing for all such sets a 'suitability 
score'. The set with the lowest score is selected. The suitability score is defined by 
extending the difference score to sets of more than one point, whereas configuration 
criteria and a penalty for using one or two stations are added. 

The importance of a surrounding configuration of a set of stations is taken into 
account by calculation of the distance from the location towards the centre of gravity 
of a given set. Annex 1.4 explains the effect of the configuration criterium in the 
case of three stations Sj, S2, and S3. For all sets possible with these three stations 
it shows the location of the centre of gravity (e.g. Z12, is the centre of gravity of the 
set Sj + S2). 

Around each centre of gravity a Thiessen polygon can be drawn. Discarding other 
criteria, the optimum configuration of stations for any location is indicated by the 
set of stations of the centre of gravity of the Thiessen polygon to which the location 
belongs. 

For a set C of stations Sj, S2, ..., Sn and location L the suitability score is defined 
as follows: 

SSCORE = DIST + WALT*DALT + DIFCST + DCG + NSF *DSCORE (2) 
c c c c c c nun 

with: 
SSCOREc : the suitability score of the set C of stations Sl5 S2, ..., Sn in relation 

to location L (km); 
DISTC : the average distance between Sl5 S2, ..., Sn and L (km); 
DALTC : the average (absolute) difference in altitude between Sx, S2,..., Sn and 

L(m); 
WALT : the weighting factor for DALT (km/m) (see (1)); 
DIFCSTC : the average (absolute) difference in (corrected) distance to the coast 

between Sx, S2, ..., Sn and L (km) (see (1)); 
DCGC : the distance between L and the centre of gravity of (Slf S2, ..., Sn) 

(km); 
NSF : a factor that increases as the number of stations of the set of stations 

Sj, S2, ..., Sn decreases; as a result the sets of more than two stations 
(NSF=0) are preferred compared to sets of two stations (NSF=0.2) 
or to a single station (NSF=0.5); 

DSCOREmin: the minimum difference-score of all of the calculated difference-scores 
of all available stations (km). This value characterizes the range of 
the other components of the formula; it balances the importance of 
the number of stations in relation to the other components. 

According to the just mentioned definitions formula (2) can be written into more 
detail like: 
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SSCORE= 1XDIST.+ WALT*Ü\DALT.\+ Ü\DIFCST\ + 
c ni=i ' m=i ' m< ' (3) 

+ DCG + NSF *DSCORE_ 
nun 

In order to save computer time the calculation of the suitability score is not carried 
out for all possible sets of 1, 2, 3 or 4 stations. In stead, for each location only the 
seven stations with the lowest DSCORE are used. This results in 98 sets for which 
the suitability score according to (3) is calculated. The set of stations with the mini­
mum suitability score is considered as the optimum set of stations to be used for the 
estimation of the other weather data at location L. 

Theoretically, it is possible that there is a set of stations with a lower suitability score 
than the one identified as the optimum set. Such a 'better than optimum' set would 
include one or more other stations than the seven stations with the lowest DSCORE. 
However it is unlikely for the configuration of the available stations within 
DBMETEO, which are quite evenly distributed. The probability would increase if 
seven or more stations are located close to each other in a cluster. In that case it 
might occur that due to low DSCORE's all seven of them are selected for the 
determination of the lowest suitability score, while because of a more advantageous 
configuration another station would have resulted in a lower suitability score. 

Note that the occurrence of climatic barriers is not explicitly part of the calculation 
of the suitability score. Since it was already used for the computation of the 
difference score, no climatic barriers will occur anymore between the given location 
and the seven most similar stations. 

2.2.4 Alternative selection procedures 

During the iterative process of trying to identify the best selection algorithm, various 
alternatives were compared. The alternatives involved the use of a fixed number of 
1, 2, 3 or 4 stations, or a variable number of 1-4 stations, selecting the stations by 
(combinations of) the criteria proximity, similarity in distance to the coast, and 
similarity in altitude. Moreover a penalty for sets with one or two stations could be 
incorporated. 

The case of only one station means that the results of prediction are obtained by 
substituting the meteo data of one other station. 
This station is selected as the most similar one. The similarity is defined in four 
alternative ways: 
- as the nearest one (n.), the common Thiessen approach; 
- as the nearest one corrected for differences in altitude (msa.); 
- as the nearest one corrected for differences in distance from the coast (msc); 
- as the nearest one corrected for differences in altitude and distance from the coast 

(ms.). 
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The similarity definitions n., msa., msc, and ms. are effectuated by simpler versions 
of the calculation of the difference-score in (1). 

2.3 Statistical validation of interpolation results 

2.3.1 Comparison of alternative interpolation procedures for a reference 
station 

The preceding Sections presented a procedure to select an optimum set of weather 
stations to estimate daily weather data for a given location. It is recalled that the 
estimation is made by means of averaging the data of the optimum set of stations 
without weighting for distance. The station values for temperature and humidity are 
adjusted for difference in elevation before averaging (see Section 2.2). 

This Section describes the procedure followed to compare the interpolation results 
obtained with different sets of stations. The same procedure has also been used as 
a validation procedure to investigate whether the 'optimum set of stations' indeed 
offers the best estimates. 

The interpolation procedures are compared on the basis of the prediction error, the 
difference between observed and interpolated values at a given reference location. 
Since no observations are available for the grid cells of 50 km x 50 km, these cells 
cannot be used as reference location. Therefore the comparison is made for a 
reference station. The procedure consists of two steps, firstly the estimation of daily 
weather data at the reference station using a specified method of selecting stations, 
and secondly a statistical evaluation of the interpolation results by comparing 
estimated with observed values. As a measure to quantify the precision of each 
interpolation method the mean root of the squared values of the prediction errors 
was used. 

For the meteorological variables radiation, sunshine duration, minimum temperature, 
maximum temperature, humidity, and windspeed, daily values are predicted at a 
reference meteo station in the years 1975-1979. This amounts to the prediction of 
1826 daily values for every variable. 

For the five years under consideration every day j the difference between the 
predicted value xpred j and the observed value xobs i is calculated for every 
meteorological variable. 

If on a certain day for any of the meteorological variables a missing value occurs 
in the data to be used for interpolation, for all variables this day is left out in the 
evaluation of the interpolation method. 

For the whole period of M days these differences between predicted and observed 
values are evaluated by calculation of the Root Mean Squared Error (RMSE), defined 
as: 
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RMSE= 

with: 
RMSE 
M 

Xobsj 

J 

(4) 
-h M * j ^ obs pred.' 

N M F 

Xpred j 

Root Mean Squared Error 
total number of days 
observed value X at day j 
predicted value X at day j 
day number 

Smaller values for this statistic indicate better prediction of a meteorological variable 
for a reference meteo station. The RMSE exaggerates the influence of large errors. 
Therefore it is a good indicator for the occurrence of outliers, complying to JRC's 
requirement to make realistic weather estimates for every day. 

As a first example of constructing the basis for comparison may serve the application 
of the interpolation method 'average of 3 nearest stations' using Rouen as reference 
station (Table la). The table lists the seven most similar stations sorted on distance 
(DIST). Note that similarity in this case is restricted to proximity only (code P). The 
daily weather in Rouen is estimated by averaging the weather data of the set of the 
three nearest stations: Beauvais, Trappes and Abbeville. The root mean squared error 
over the whole period has been calculated for every variable (listed under abs). The 
results of nine days have been excluded because of missing values. The absolute 
values of the RMSE give an indication how well the algorithm performs. But it is 
more interesting to know how well this performance is in comparison with alternative 
procedures, and especially relative to the best possible procedure. The identification 
of the best possible procedure requires the testing of all theoretically possible 
alternatives and ranking of their results. For practical purposes the number of 
alternative station selections has been limited to 98 for each reference station, 

The RMSE of each set is compared with the statistics of the other 97 sets, especially 
with the set that shows the lowest prediction error for that variable. 

Division of the RMSE of each set by the RMSE of the best set gives the relative 
RMSE of each alternative station selection procedure. Table lb gives the RMSE 
values of all sets. In this case the sets are ranked according to the suitability score 
of the proposed algorithm (1), so that its performance can be evaluated easily. 

The selection algorithm works out perfectly, if the set that is selected by the 
algorithm is also the set that gives the lowest RMSE. The algorithm works out well 
if the prediction error of the selected set is not much larger than the lowest RMSE. 

Table lb gives an example for the reference station of Rouen. The Table lists the 
seven most similar stations calculated according to (1). The stations are sorted on 
their difference-score (see under DSCORE). The station of Beauvais has the lowest 
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difference-score and will be used for the prediction of daily rainfall values of the 
reference station. 

For the selection of the optimum set for interpolation the suitability score has been 
computed for all (98) different sets of at most four stations out of the seven stations 
(see under SSCORE). These sets are specified in a string of four positions (see under 
SET), with at each position the number (1 uptill 7) of a station; a zero at resp. the 
second, third or fourth position reflects a set of resp. one, two or three stations. E.g. 
in Table 1 set '1000', refers to the station of Beauvais and set '2367' refers to the 
stations of Trappes, Chartres, Paris and Caen. For all these sets out of seven stations 
the suitability scores are determined according to (3). The sets are sorted on their 
suitability score. 

Table 1 gives the results of the 30 sets with the lowest suitability scores, and in 
addition, the results of the 7 sets representing the single stations. 

Thus the set '1450' (Beauvais, Alencon, Abbeville) has been selected for the 
interpolation. 

For a given reference station the mentioned 98 sets are sorted according to the RMSE 
of every variable. The lowest RMSE of all 98 sets is considered to reflect the best 
possible prediction for a variable to be found at all. 

For every set a relative RMSE per variable (see under rel) is calculated by division 
of the absolute RMSE (see under abs) with the lowest RMSE of all 98 sets. The 
relative RMSE is an indicator for the accuracy of the prediction of a set in 
comparison to the best possible prediction of all sets: a value of 1.00 [rmse raise"1] 
indicates the optimum prediction, a value of e.g. 1.15 [rmse raise"1] indicates an 
increase of prediction error of 15%. In Table lb the best possible prediction for 
minimum as well as maximum temperature is found using set '1257'. 

In addition to the variable-specific relative RMSE's, an average relative RMSE (see 
under AVE) of every set is calculated as the average of the relative RMSE's of the 
variables radiation, sunshine duration, minimum temperature, and maximum 
temperature. These variables are selected because they are the most important input 
data for crop growth modelling and display more variation than the variables 
windspeed and vapour pressure. 

Note however that radiation and sunshine duration are strongly correlated as the used 
radiation is calculated on the basis of sunshine duration. To some extent, the 
minimum and maximum temperature are correlated as well. In Chapter 3 the 
differences in performance between the variables will be investigated. 

An average relative RMSE of e.g. 1.20 [rmse rmse"1] indicates that for the set the 
prediction error of the combined prediction of the variables radiation, sunshine 
duration, minimum temperature, and maximum temperature is on average 20% larger 
than the errors of the best possible prediction for the separate variables. These 
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optimum predictions are not necessarily given by the same set. Therefore an average 
relative RMSE of 1.00 [rmse rmse"1] does not have to exist. 

The sets are ranked according to their average relative RMSE's, the set with number 
one having the lowest average relative RMSE. E.g. in Table lb the set with rank 
number 1 (see under rnk) corresponds with an average relative RMSE of 1.01 [rmse 
rmse"1] (see under AVE rel). 

Table 1 Example of reference station statistics: Rouen 
la 

Reference Station: Rouen 
WMONR: 7037; LAT.: 49.4; LON. 
7 Most similar stations: 

1.2; ALT.: 157.0; DCOAST: 58.8 

NR NAME WMONR LAT LONG ALT DCOAST DIST DSCORE 

1 Beauvais 7055 49.5 2.1 109.0 82.8 68.8 68.8 
2 Trappes 7145 48.8 2.0 168.0 143.6 91.4 91.4 
3 Abbeville 7005 50.1 1.8 74.0 21.0 95.7 95.7 
4 Paris/Le Bou 7150 49.0 2.5 66.0 142.2 103.1 103.1 
5 Chartres 7143 48.5 1.5 155.0 142.6 104.3 104.3 
6 Caen 7027 49.2 -0.4 78.0 13.0 120.4 120.4 
7 Alencon 7139 48.5 0.1 144.0 92.7 130.2 130.2 

Combination with 3 most similar p station(s): 
Station < RMSE > IDMIS 

RAD SSD TMN TMX AVE VAP WIN 
abs rel abs rel abs rel abs rel rel abs rel abs rel 

7037 1613 1.14 1.44 1.11 1.06 1.05 0.86 1.05 1.09 0.06 1.17 0.80 1.07 9 

lb 

Reference Station: Rouen 
WMONR: 7037; LAT.: 49.4; LON.: 1.2; ALT.: 157.0; DCOAST: 58.8 
7 Most similar stations: 

NR NAME WMONR LAT 

1 Beauvais 7055 49.5 
2 Trappes 7145 48.8 
3 Chartres 7143 48.5 
4 Alencon 7139 48.5 
5 Abbeville 7005 50.1 
6 Paris/Le Bou 7150 49.0 
7 Caen 7027 49.2 

LONG 

2.1 
2.0 
1.5 
0.1 
1.8 
2.5 

-0.4 

ALT 

109.0 
168.0 
155.0 
144.0 
74.0 
66.0 
78.0 

DCOAST 

82.8 
143.6 
142.6 
92.7 
21.0 

142.2 
13.0 

DIST DSCORE 

68.8 104.8 
91.4 128.4 

104.3 136.5 
130.2 153.7 
95.7 170.6 

103.1 179.7 
120.4 201.4 

Selected set for reference station 7037 is 1450 

30 Sets with the lowest scores: 

RAD SSD 
abs rel abs rel 

1 1450 155.9 1522 1.07 1.36 1.05 
2 1357 162.7 1417 1.00 1.30 1.00 
3 1257 165.7 1456 1.03 1.31 1.00 
4 2570 166.8 1588 1.12 1.43 1.09 
5 1245 170.7 1550 1.09 1.38 1.06 

TMN 
abs rel 

1.11 1.09 
1.03 1.02 
1.01 1.00 
1.07 1.06 
1.03 1.01 

TMX 
abs rel 

0.84 1.03 
0.82 1.01 
0.81 1.00 
0.93 1.14 
0.88 1.08 

AVE VAP WIN 
rel rnk 

1.06 4 
1.01 1 
1.01 2 
1.10 11 
1.06 5 

abs rel abs 

0.06 1.10 0.84 
0.05 1.00 0.78 
0.05 1.07 0.77 
0.06 1.16 0.83 
0.06 1.10 0.92 

-̂  miMTS 

rel 

1.12 
1.04 
1.03 
1.11 
1.24 

49 
126 
12 
8 

54 
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Continuation Table lb 

Nr set sscore <-
IDMIS 

-RMSE-

6 
7 
8 
9 

1270 171.7 
1345 173.2 
1457 179.5 
2450 181.9 

10 1570 182.7 
11 5670 183.9 
12 1350 184.0 
13 1240 185.4 
14 1670 185.8 
15 2357 186.4 
16 1370 186.4 
17 1567 187.3 
18 1456 187.4 
19 1235 188.8 
20 1237 189.0 
21 3570 189.9 
22 1250 193.9 
23 3450 194.1 
24 1267 194.2 
25 2567 194.2 
26 1247 196.0 
27 3567 196.4 
28 2345 196.6 
29 1340 196.7 
30 1230 197.2 
Sets with only 
1 1000 226.0 
43 2000 272.2 
69 3000 293.2 
84 4000 336.3 
92 5000 318.6 
96 6000 335.2 
98 7000 374.2 

R A D 
abs rel 

1578 1.11 
1530 1.08 
1528 1.08 
1700 1.20 
1534 1.08 
1606 1.13 
1537 1.08 
1789 1.26 
1595 1.12 
1589 1.12 
1580 1.11 
1485 1.05 
1566 1.10 
1616 1.14 
1659 1.17 
1585 1.12 
1613 1.14 
1725 1.22 
1669 1.18 
1607 1.13 
1686 1.19 
1569 1.11 
1756 1.24 
1817 1.28 
1918 1.35 

one station: 
1846 1.30 
2411 1.70 
2601 1.84 
2732 1.93 
2359 1.66 
2526 1.78 
2658 1.88 

SSD 
abs rel 

TMN TMX AVE VAP WIN 
abs rel abs rel rel nik abs rel abs rel 

1.41 
1.39 
1.37 
1.51 
1.38 
1.44 
1.40 
1.59 
1.43 
1.45 
1.44 
1.34 
1.40 
1.47 
1.50 
1.46 
1.44 
1.56 
1.49 
1.44 
1.50 
1.43 
1.58 
1.64 
1.73 

1.66 
2.14 
2.31 
2.41 
2.07 
2.24 
2.39 

1.09 
1.07 
1.05 
1.16 
1.06 
1.11 
1.07 
1.22 
1.10 
1.11 
1.11 
1.03 
1.07 
1.13 
1.15 
1.12 
1.11 
1.20 
1.15 
1.11 
1.15 
1.10 
1.22 
1.26 
1.33 

1.27 
1.64 
1.78 
1.85 
1.59 
1.72 
1.84 

1.07 
1.09 
1.09 
1.05 
1.13 
1.12 
1.11 
1.17 
1.17 
1.06 
1.12 
1.09 
1.13 
1.08 
1.10 
1.09 
1.06 
1.14 
1.13 
1.07 
1.11 
1.08 
1.11 
1.27 
1.23 

1.44 
1.53 
1.58 
1.80 
1.45 
1.65 
1.73 

1.06 
1.08 
1.08 
1.04 
1.12 
1.10 
1.09 
1.15 
1.15 
1.05 
1.10 
1.08 
1.11 
1.06 
1.09 
1.08 
1.05 
1.12 
1.11 
1.06 
1.10 
1.07 
1.09 
1.25 
1.21 

1.42 
1.51 
1.56 
1.77 
1.43 
1.63 
1.71 

0.94 
0.94 
0.89 
0.97 
0.94 
0.95 
0.85 
1.20 
1.02 
0.91 
1.00 
0.86 
0.95 
0.92 
1.03 
0.93 
0.86 
1.08 
1.04 
0.92 
1.08 
0.94 
1.09 
1.29 
1.21 

1.09 
1.43 
1.66 
2.11 
1.44 
1.73 
1.95 

1.16 
1.15 
1.10 
1.19 
1.16 
1.17 
1.05 
1.48 
1.25 
1.12 
1.23 
1.05 
1.17 
1.13 
1.26 
1.15 
1.05 
1.32 
1.28 
1.13 
1.33 
1.16 
1.34 
1.59 
1.48 

1.34 
1.77 
2.05 
2.60 
1.78 
2.13 
2.39 

.10 13 
,09 9 
.08 7 
,15 22 
10 12 

.13 19 

.08 6 

.28 53 
16 26 
,10 10 
14 20 
,05 3 
,12 17 
11 16 
,17 28 
12 18 
,09 8 
22 39 
18 31 
11 14 
19 36 
11 15 
22 42 
35 62 
34 60 

1.33 
1.66 
1.80 
2.04 
2.62 
2.82 
2.95 

57 
91 
95 
98 
87 
96 
97 

0.06 
0.05 
0.06 
0.06 
0.06 
0.06 
0.06 
0.06 
0.06 
0.05 
0.06 
0.05 
0.06 
0.06 
0.06 
0.05 
0.06 
0.06 
0.06 
0.06 
0.06 
0.05 
0.06 
0.06 
0.07 

0.08 
0.09 
0.09 
0.10 
0.08 
0.10 
0.10 

1.16 
1.06 
1.13 
1.19 
1.13 
1.15 
1.11 
1.26 
1.18 
1.07 
1.11 
1.09 
1.12 
1.12 
1.13 
1.09 
1.17 
1.16 
1.21 
1.13 
1.21 
1.07 
1.16 
1.25 
1.32 

1.49 
1.69 
1.78 
2.02 
1.57 
1.95 
1.98 

0.84 1 
0.81 
0.76 1 
1.02 1 
0.89 
0.86 
0.75 

1 
1 
1 

1.24 1 
0.83 1 
0.77 1, 
0.81 1, 
0.79 1, 
0.87 1. 
0.78 1, 
0.82 1, 
0.88 1, 
0.80 1. 
0.88 1. 
0.86 1. 

0.95 
0.78 

0.91 
1.48 
1.12 
1.86 
1.29 
1.25 
1.36 

.13 12 
09 168 
.02 49 
.37 50 
.19 7 
,16 8 
.00 123 
.66 54 
,11 12 
,04 127 
,08 126 
05 12 
,17 49 
05 128 
10 131 
18 122 
08 9 
18 164 
16 17 

0.80 1.07 13 
.27 54 
.05 127 

0.95 1.28 169 
1.07 1.43 168 
0.99 1.32 128 

1.21 
1.99 
1.50 
2.49 
1.73 
1.68 
1.83 

4 
5 

119 
45 
0 
5 
3 

Description of acronyms in tables l a and lb: 
WMONR : station number of the World Meteorological Organisation 
LAT : latitude of the station (decimal degrees) 
LON : longitude of the station (decimal degrees) 
ALT : altitude of the station (m) 
DCOAST : distance to the coast (km) 
DIST : distance from a station to the reference station (km) 
DSCORE : difference-score between a station and the reference station (km) 
SET : a set of stations 
NR : number of a set of stations, the numbers increasing with the suitability score 
SSCORE : suitability score of a set of stations for a reference station (km) 
RMSE : root mean squared error in the unit of that variable or as a [rmse RMSE-1] 
RAD : radiation (kj) 
SSD : sunshine duration (hrs) 
TMN : minimum temperature (°C) 
TMX : maximum temperature (°C) 
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AVE : average relative RMSE of RAD, SSD, TMN, and TMX ([rmse raise"1]) 
VAP : vapour pressure (kPa) 
WIN : windspeed (m/s) 
abs : absolute RMSE of a variable, in the unit of that variable 
rel : relative RMSE of a variable ([raise raise"1]) 
rnk : ranking of a set increasing with AVE (-) 
IDMIS : number of missing days not used to calculate the RMSE 

The selection algorithm could be considered to perform well if the increase in 
suitability score (see Table lb, under SSCORE) corresponds with an increase in the 
average relative RMSE. For Table lb the algorithm will select set nr 1 (stations 
number 1, 4 and 5) because it has the lowest suitability score (optimum set). This 
set shows a good average relative RMSE (1.06 [rmse rmse"1]) and ranking (number 
4). The algorithm will identify the best possible set, i.e. the set with the lowest 
relative average RMSE, as the second one to be selected. This is set '1357' which 
has an average relative RMSE of 1.01 [rmse rmse"1] and of course rank number 1. 

The three stations of the example in Table la Beauvais, Trappes and Abbeville, are 
ranked as number 1, 2, and 5 on the basis of the DSCORE. The results of Table la 
can be found in Table lb for station set 1250 on the 22nd line. This set shows an 
average relative RMSE of 1.09 [rmse rmse"1] and is ranked as the 8th best performer. 

2.3.2 Comparison of alternative interpolation procedures for regions 

In order to compare the successive alternative interpolation procedures defined during 
the development process, several reference stations were grouped into test regions. 
For such specified groups of reference stations regional means of the average relative 
RMSE are calculated. These means serve to identify regional differences in the 
performance of the interpolation procedures. 

In this next level of comparison the 97 other station selections are no longer 
considered, and in stead the comparison is focussed on alternative ways of selecting 
the 'optimum set' and of weighting for distance. 

As basis for the comparison serves always the best performing set among the 98 
investigated for each reference station, with interpolation by averaging without 
weighting for distance. The results of the comparison are expressed by the average 
relative RMSE. In this way the comparison procedure offers the possibility to 
investigate how well the various alternatives perform over regions. 

Initially, during the iterative development and validation process, test regions were 
defined, comprising a number of test regions. For example Northern Germany and 
the Netherlands to evaluate the coastal effect, Southern Germany to evaluate the effect 
of altitude, and Spain to evaluate both effects. The algorithm was then applied to 
test regions within France and refined further. Application of the algorithm to the 
United Kingdom and Ireland did not indicate a need for further refinement. It was 
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then decided to apply the algorithm to as much as possible meteo stations of the 
DBMETEO database for comparison of the alternative interpolation procedures. 

Due to a considerable amount of missing data in the period 1975-1979 (mainly 
sunshine duration) some (mostly Spanish) stations are excluded from the comparison. 
The Greek stations are excluded because of the monthly character of the data. The 
Italian data were not available at that time. 

A total number of 233 meteo stations of the United Kingdom, Ireland, Denmark, The 
Netherlands, Belgium, France, Spain, Portugal, and Germany and 18 meteo stations 
in some bordering areas in Switzerland, Austria and Slovenia were used as reference 
stations. The comparisons were then made for all 233 stations together, and 
countrywise. 

Afterwards 24 Italian stations were used as an independent data set to validate the 
developed procedure. 

Figure 2 shows the location of all of these 275 stations. 

Although the worst stations were already excluded, omissions of up to 60% of the 
period were found in the interpolation results. Due to the occurrence of missing 
values this was found in some of the remaining reference stations in Spain and Italy. 

To develop and compare the proposed algorithms the program VALMET was 
developed. VALMET offers various alternatives to estimate weather variables with 
the use of a fixed number of 1, 2, 3 or 4 stations, or a variable number of 1-4 
stations, selecting the stations by (combinations of) the criteria proximity, and 
similarity in distance to the coast, and in altitude. It is also possible to incorporate 
a penalty for sets of stations with one or two stations. Annex 2 describes VALMET 
into more detail. It also describes the program REGVAL (REGionalize VALidation) 
to deduce specific regional results. 
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