
SARP Research Proceedings 

Towards integration of simulation models in rice research 

Selected papers presented at workshops on crop simulation of SARP 
network in 1995 

P.K. Aggarwal, F.P. Lansigan, T.M. Thiyagarajan & E.G. Rubia 
(Editors) 

SARP Research Proceedings - January 1996 

DLO-Research Institute for Agrobiology and Soil Fertility, Wageningen 
WAU-Department of Theoretical Production Ecology, Wageningen 
International Rice Research Institute, Los Banos 

"3 



ISBN: 90-73384-42-7 

Cover design: Ernst van Cleef, DUOTONE, Wageningen 

Printing: Grafisch Service Centrum Van Gils B.V., Wageningen 



Preface 

Process-based crop simulation models together with other tools of systems research such 
as optimisation techniques, databases, and geographical information systems have 
provided us an opportunity to accelerate the use of interdisciplinary knowledge in 
agricultural planning and development. The Simulation and Systems Analysis in Rice 
Production (SARP) project involving the cooperation of almost 100 scientists in eight 
Asian national agricultural research systems, the Research Institute for Agrobiology and 
Soil Fertility, Wageningen, the Department of Theoretical Production Ecology, 
Wageningen Agricultural University, Wageningen, and the International Rice Research 
Institute has developed the capacity in systems analysis and crop simulation in Asian 
national agricultural research systems. Since the last few years, the project transformed 
into a collaborative research network focusing on applications of crop models for 
increasing the efficiency of crop breeding programmes, assessing the impact of climate 
change, optimising resource use in cropping systems, determining agroecological zones, 
and developing practices for integrated pest management. In the final year of the project, 
several workshops were organised to review the results achieved in the various 
application programmes. This book together with a special issue of the Field Crops 
Research journal documents the proceedings of these workshops. 

The papers presented in this issue of the proceedings are grouped into categories by 
application programmes. The first section includes two papers on the use of simulation 
models in evaluating soil erosion risk in cropping systems and in the analysis of yield 
gaps. Another paper proposes an alternative method of conducting sensitivity analysis 
with simulation models. 

The second section documents results of case studies for using crop models in plant 
type design for specific environments varying in nitrogen availability, drought and pest 
incidence, and for greater weed competitiveness. In addition, a framework on the 
possible use of systems approaches in increasing the efficiency of multienvironment 
trials and limitations in applications due to genotype by environment interactions on 
inputs of crop models are also described. 

The next section deals with applications relating to use of models in optimising the N 
fertiliser applications. The various papers present results of experiments conducted in the 
People's Republic of China and India to compare nitrogen recommendations generated by 
the ORYZA_0 model with the local practices. 

The last section describes the applications of simulation models in understanding 
host-pest interactions with an aim to develop integrated pest management strategies. 

The editors wish to thank Perlita Villamayor, Anaida Ferrer, Cecilia Lopez and 
Benjamin Nunez, Jr., SARP staff at IRRI, for their excellent support in organising the 
workshops and helping the participants in the simulation analyses and typing of papers. 

T „ « . . . . The Editors 
Los Banos, Wageningen 
January 1996 
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Simulation of soil erosion in rice-based cropping systems in sloping 
uplands 

E.P. Paningbatan, Jr., A.E. delà Cruz and F.P. Lansigan 

University of the Philippines Los Banos 

4031 College, Laguna, Philippines 

Abstract 
There is a high risk of massive soil erosion associated with upland rice 
cultivation in sloping fields that could rapidly deplete soil fertility and 
threaten the enviroment particularly in the humid tropics. To understand 
and predict soil erosion under sloping upland rice-based cropping system, a 
water balance subroutine called UPSWAT (Upland Soil Water Balance) and 
a soil erosion module were incorporated into ORYZA W rice growth 
model. The modified ORYZAW model simulated rice growth efficiently 
under upland soil conditions. Surface cover, which is a strong determinant 
of soil loss, was found to be highly correlated with weight of the 
aboveground dry matter which is an output variable of ORYZA_W and is an 
essential input to the soil erosion model. The modified ORYZA W also 
gave a highly acceptable prediction of soil moisture content, runoff and soil 
loss. The model can be used to evaluate and design upland rice-based 
cropping systems that are environment-friendly and acceptable to upland 
farmers. 

Introduction 

Nearly a sixth of the world's riceland is planted to upland rice. In Indonesia, Bangladesh 

and the Philippines, about 20% of the total ricelands are grown to this system of rice 

culture (De Datta, 1975). Upland rice is commonly cultivated on a sloping field that is 

not bunded. Land is prepared and seeded during the start of the rainy season and the 

crop depends entirely on rainfall and on what is stored in the soil for its water needs. Its 

cultivation is therefore limited to areas with abundant and well-distributed rainfall 

during the growing season. 

Unlike in lowland rice where a large amount of water can be impounded during 

heavy rainfall, favourable soil moisture regime in sloping uplands is determined closely 

by the amount and distribution of daily rainfall. Soil water availability throughout the 

growing season could be the most important constraint to optimum rice production in 

rainfed uplands. Even in the humid tropics where annual rainfall is usually beyond 1500 

mm, moisture stress can occasionally happen during drought periods between rains. A 

better understanding of soil moisture regime in sloping uplands is crucial to attaining the 

optimum upland rice production. 

Eds P.K. Aggarwal, F.P. Lansigan. P.M. Thiyagarajan & E.G. Rubia 1 
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Another important constraint associated with upland rice cultivation on sloping land 

is too much rainfall during the wet season cropping that leads to high runoff and intense 

soil erosion. In the humid region in Asia, the physical environment is highly favourable 

to massive soil erosion particularly in cultivated sloping lands. In the Philippines, annual 

erosion rates were more than 100 t ha-1 in several field sites conducted in the Southern 

Tagalog Region (Paningbatan, 1994). This is excessively more than the tolerable soil 

loss of less than 10 t ha-1 y r ' . Using the Universal Soil Loss Equation (USLE), 

El-Swaify (1993) reported that potential soil erosion in an Alfisol in Indonesia was 

1840 t ha-1 y r 1 while it was 1625 t ha-1 yr1 in an Andisol in the Philippines. These high 

values were primarily attributed to the very high rainfall erosivities in the region. 

Without effective soil conservation measures, there is the high risk of massive soil 

erosion that could rapidly deplete soil fertility and threaten the environment. 

There is a need for a precise water balance subroutine for sloping upland conditions 

to predict soil moisture availability and other components of water balance like runoff, 

infiltration, drainage, capillary rise, surface evaporation and transpiration. Besides 

improving our capability to simulate growth and yield of upland rice, it will allow us to 

quantitatively predict soil erosion under various land management schemes. Also, this 

will help in designing appropriate soil conservation measures for sloping farmlands. This 

paper describes an alternate soil water balance and soil erosion subroutines suitable for 

upland rice-based cropping system in sloping lands. 

Simulation model 

The ORYZA_W model (Bouman et a l , 1994) can simulate growth and development of 

rice crop under water-limited field condition. It uses SAHEL (Soils in semi-Arid 

Habitats that Easily Leach; van Keulen, 1975), a water balance module which is suitable 

for nonpuddled, freely draining, sandy and loamy upland soils with a deep groundwater 

table (Penning de Vries et a l , 1989). This type of soil permits fast downward water 

movement when wet so that saturation of the soil surface layer does not occur. When 

used in clayey soils with impeded drainage, SAHEL poorly predicts soil moisture. Also, 

it does not simulate runoff and as such, cannot be used to predict soil erosion that 

considers runoff. 

Hydrology and soil moisture prediction 

As an alternative to SAHEL, a water balance module for ORYZA_W called UPSWAT 

(Upland Soil WATer balance) subroutine was developed. UPSWAT can be used to 

predict soil moisture regime for a wider range of upland soils. Precise prediction of 

runoff and infiltration was given emphasis in the new water balance module so that soil 

erosion could likewise be simulated and predicted. Fig. 1 illustrates the vertical soil 



profile and the different water fluxes used in UPSWAT that determine the water balance. 
Volumetric moisture content of each soil layer is predicted using the mass balance 
equation (Eqn 1). 
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where 9 is volumetric soil moisture content (mm mm-1), F is flux (vertical) of water 
(mm h_1), Z is vertical distance (mm), U is a sink term representing water lost per unit 
time transpiration (mm mm-1 h_I) and t is time (h). 

The flux (see Fig. 1) of infiltration (I) is determined by the antecedent moisture of the 
soil surface layer and the given rainfall rate (P). Runoff flux (R) is calculated using a 
simple hydrology equation R = P - I. The vertical redistribution flux (FRe) at the 
boundary of two soil layers is calculated using Darcy's equation (Eqn 2) in which the 
moisture-dependent hydraulic conductivity K(8) and matric potential *P(9) of each soil 
layer are inputs in the calculation. Drainage is set to be highly dependent on saturated 
hydraulic conductivity of the bottom layer while capillary rise is considered negligible. 
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Figure 1. Vertical soil profile and fluxes of 
water in the UPSWAT (Upland Soil Water 
balance) subroutine for upland rice soils 
(P = precipitation, R = runoff, I = infiltration, 
Re = redistribution, D = drainage, C = capillary 
rise, E = surface evaporation, T = transpiration). 



Soil loss prediction 

A subroutine to predict soil erosion was incorporated to the current ORYZA_W. The 
theory of Rose (1985) provides the quantitative description of the subprocesses of 
erosion, such as rainfall detachment (ri), entrainment (ei), and deposition (di) occurring 
during an erosive rainfall event as illustrated in Fig. 2. The net sediment flux 
contribution of the subprocesses determines the average sediment concentration during a 
runoff producing rainfall event. Erosion is then calculated as the cross product of 
sediment concentration and runoff as presented in the simplified Eqn 3 derived by Rose 
(1985). 

E = 2700S(1.0-cover)X-
100 

(3) 

where E is soil loss event (t ha"1), S is sine of the slope angle, cover is fractional surface 
cover, 1 is a factor approximating efficiency of entrainment, and Q is the amount of 
runoff. 

Eqn 3 was successfully used by Littleboy et al. (1993) in their model PERFECT 
(Productivity Erosion Runoff Functions to Evaluate Conservation Techniques) wherein 
amount of erosion is estimated. 

In the erosion model, the fractional surface cover (parameter cover in Eqn 3) is a 
strong determinant of soil loss (Paningbatan, 1994). It is not commonly measured in the 
field but is expected to be closely related to leaf area index (LAI) or the weight of the 
aboveground (WAG) parts and, hence, could be generated using crop growth simulation 

x+dx 

Figure 2. The subprocesses of soil erosion that determine sediment concentration 
(ri = rate of rainfall detachment, ei = rate of entrainment, di = rate of deposition) 
(Based on the theory of Rose, 1985). 



model ORYZAJW. The functional relationship between LAI or WAG and surface cover 

is therefore needed to run erosion Eqn 3. The efficiency of entrainment is related to soil 

strength and the roughness of the soil surface, a soil erodibility parameter. It is best 

evaluated in the field using bare erosion plot data of soil loss and runoff. 

The amount of soil loss calculated using Eqn 3 is also highly dependent on the 

amount of runoff. This could be generated by ORYZAJW with UPSWAT as the water 

balance subroutine. 

Model validation 

The simulation model was validated using data from erosion plots in a field experiment 

conducted at the Central Experiment Station of the University of the Philippines Los 

Banos (UPLB) located in Bay, Laguna, Philippines. The soil is Lipa clay loam, a 

Tropudalf, with field slope from 19 to 25%. Each erosion plot has 6 m width and 12 m 

slope length. Soil loss and runoff measuring devices (erosion trough, tipping bucket, 

event counter, magnetic switches, sediment sampling tubes) were connected at the lower 

end of each erosion plot. Mechanical counter and data loggers were installed to record 

runoff and rainfall. Rice was planted in the erosion plots on 13 Aug 1995. 

Measurements were made from July to November 1995. 

To validate ORYZA_W and UPSWAT as the water balance module, soil moisture 

content was measured weekly at 0-20 cm and 20-50 cm soil depths. Biomass production 

of the rice was monitored periodically. Canopy and surface contact cover were estimated 

using a quadrant technique. 

Results and discussion 

There was good agreement between simulated and observed weight of the total 

aboveground dry matter (WAG) as presented in Fig. 3. The slight overestimation of 

WAG by ORYZA_W was attributed to slight N stress. ORYZA_W simulates rice 

growth under sufficient N. Rice was fertilised with a total of 90 kg N ha"1 split three 

times but there were occasions when high amounts of erosion and runoff may have 

washed out the N fertiliser applied. 

The measured surface cover, expressed in percent (%), was highly correlated to the 

observed and predicted WAG as shown in Fig. 4. It was also highly correlated to 

simulated LAI. The regression equation was Y = 3.0 + 4.8 X, where Y is the surface 

cover in % while X is the WAG in t ha-1. It is a nescessary equation in the erosion 

subroutine. The intercept may be adjusted depending on the initial surface cover 

condition of the soil. For example, if a crop residue is applied as mulch, the intercept 
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Figure 3. Predicted and observed weight of aboveground dry matter of rice (upland), 
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Figure 4. Contact cover as a function of aboveground dry matter of upland rice. 



should be increased proportionately to the amount of mulch cover. Mulching is a soil 
conservation practice that could lead to a considerable reduction of soil erosion 
particularly if done during the crop establishment phase when the soil is highly 
vulnerable to the impact of runoff and erosion. The 4.8% slope of the line implies a 
considerable protection effect of crop vegetation against soil erosion particularly toward 
maturity when the amount of WAG is already high. This explained the observed small 
amount of soil loss (13 t ha"1) in Julian date 173 in spite of a very heavy rainfall of 212 
mm that generated runoff of 159 mm in 1 d (Fig. 5). 

The good agreement between observed and simulated soil moisture content (Fig. 6) 
and runoff (Fig. 7) implies that the water balance subroutine UPSWAT is compatible 
with ORYZAW. The modified simulation model is useful for upland rice-based 
cropping system. Besides soil moisture and runoff, it is also expected that the improved 
model will also give good prediction of the other water balance parameters for a wide 
variety of upland soils provided that the input data, namely, moisture-dependent 
hydraulic conductivity K(9) and matric potential ^(9) for each soil layer are available. 
Data base of these two hydraulic parameters and validation of UPSWAT for other soil 
types, however, is still necessary. The prediction of daily soil loss by the model was 
highly acceptable as shown in Fig. 8. It is important to mention, however, that the 
validation was done for an upland rice cultivation without any soil conservation measure. 
There is still a need for more model validation, calibration and further improvement for 
situations where soil conservation is practised. 
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Figure 5. Amount of daily rainfall, 1995 wet season. 
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Figure 6. Observed and predicted soil moisture content at different soil depths (0-20 cm) 
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Figure 7. Observed (•) and predicted (bar) runoff. 
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Figure 8. Observed (•) and predicted (bar) soil loss. 

Concluding remarks 

The new soil water balance module UPSWAT developed and incorporated in the 

ORYZAW crop growth model enables the estimation of runoff and soil loss in rice-

based cropping systems in sloping lands. The modified ORYZAW model with a water 

balance module suitable for sloping uplands will facilitate the evaluation of soil erosion 

risk of rice-based cropping strategies in sloping uplands. The model can be used to 

design appropriate soil conservation strategies that can minimise soil erosion. 
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Yield gaps in selected rice-producing areas in the Philippines 
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Agrobiology and Soil Fertility, New Delhi, India 
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Abstract 
Analysis of yield gaps in selected rice-producing provinces in the 
Philippines was conducted with the use of a crop simulation model which 
provided estimates of potential and attainable yields. Simulated rice yields 
were compared with reported productivity statistics for each of the locations. 
Yield gaps based on potential yields in these areas vary from 5.6 to 8.2 t ha-1 

during the dry season and from 4.0 to 5.7 t ha-1 during the wet season. 
Attainable yields estimated in these locations at the present level of fertiliser 
applications are lower than potential yields. The magnitude of yield gaps in 
these areas justifies the need to address the factors that limit and reduce rice 
yield to meet the increasing demand for the staple food. 

Introduction 

Rice production in the Philippines has increased tremendously from 5.3 million t in 1970 
to 9.1 million t in 1992. The increase in rice production is attributed mainly to the 
increase in productivity from 1.71 t ha-1 in 1970 to 2.85 t ha-1 in 1992 (Fig. 1). Area 
planted to rice has remained relatively stable at around 3.1 million ha. Productive rice 
areas near urban centers are continuously being put to pressure by expanding industrial 
sites, residential complexes, increasing population and natural disasters such as lahar and 
earthquakes. The great pressure due to increasing population demands increasing rice 
production which can only be achieved by increasing productivity per unit area. 

Crop growth and development are affected by several biotic and abiotic factors such 
as radiation, temperature (yield determinants), water and nutrients (yield limiters) and 
pest and diseases (yield reducers) (Rabbinge 1993). Moreover, yield is also determined 
by many factors such as varietal characteristics and cultural management practices. Yield 
gap analysis can be facilitated when different levels of crop production are distinguished 

Eds P.K. Aggarwal F.P. Lansigan, P.M. Thiyagarajan & E.ii Ruhia 11 
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Figure 1. Area, production and productivity of rice in the Philippines, 1970-92 (PhilRice-

BAS, 1994). 

(Penning de Vries et al., 1989), allowing for the quantification of yields at optimum, 

water-limited, and N-limited conditions. Potential or theoretical rice yield is the 

productivity level determined solely by radiation and temperature in a given 

agroenvironment. This can be estimated using a crop growth simulation model that 

requires temperature and solar radiation data as well as crop/varietal data as inputs. 

Attainable yield is the yield obtained under present management level. 

Yield gap may be used as a criterion for quantitative land evaluation. This is useful in 

delineating hot spots or areas where research activities and extension support services to 

reduce yield losses can be concentrated or focused. Geographic information systems-

generated maps of yield gaps and associated probabilities of occurrence and risks can be 

used in making recommendations by extension workers as well as development 

institutions (e.g., crop insurance companies) to determine the recommended production 

strategy with minimum risks (economic risk and environmental risk). 

This paper presents the use of crop simulation modeling in the analysis of the 

productivity levels of selected rice-producing areas in the Philippines and the 

characterisation of these areas in terms of yield gaps. 
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Materials and methods 

Selected rice-producing areas 

The areas selected for the study are the major rice-producing provinces in the 

Philippines—Cagayan, Nueva Ecija, Tarlac and Laguna (Table 1). An important criterion 

in the selection of these provinces is the availability of necessary agrometeorological data 

for crop simulation such as maximum and minimum temperature, solar radiation, 

rainfall, vapor pressure and windspeed. Other major rice-producing provinces were 

excluded because the weather stations in these areas collect only rainfall and temperature 

data which are inadequate for quantitative evaluation of yield potentials using crop 

growth simulation model. Table 1 also shows the coordinates of the weather stations 

used including the relevant information on the weather data sets available. 

Time series of reported rice yields from 1970 to 1993 in these areas were obtained 

from PhilRice-BAS (1994, 1995). Data on yields reported for each selected area were 

compared with the simulated yields to determine yield gaps. The actual yields already 

included the aggregated effects of all yield-limiting and yield-reducing factors. 

Crop simulation model 

The modified rice crop model (Aggarwal et al., 1996) based on ORYZA1 model (Kropff 

et a l , 1994) is utilised to simulate attainable yield under the farmers' practice of N 

application and management. The crop simulation model has been calibrated and 

validated for different rice varieties and environmental conditions (Kropff et a l , 1994). 

The model requires daily values of weather variables as input data. The model has also 

been calibrated and validated under the agroenvironmental conditions in the selected 

Table 1. Locations and available weather data" for the selected rice-producing areas in 

the Philippines. 

Weather 
Province . Coordinates Years available 

station 

Cagayan Solana 17°39'N 14 

121°41'E 

Tarlac Hacienda Luisita 15°26'N 14 

120° 36' E 

Nueva Ecija CLSU 15°43'N 17 

120° 54' E 

Laguna UPLB 14°10'N 35 

121°41'E 

flWeather data in FSE format available at the IRR] Climate Unit. 
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rice-producing areas. Standard crop parameters for IR72 variety were used in the 

simulation. 

The weather data in Fortran Simulation Environment (FSE) format (Kraalingen et al., 

1990) used in the crop simulation were obtained from the IRRI Climate Unit. Maximum 

temperature in the selected locations varies from 26 °C to 34 °C while minimum 

temperature ranges from 19 °C to 25 °C in these areas. Solar radiation varies from 12 to 

22MJm-2d-1 . 

Results and discussion 

Current rice productivity 

Table 2 shows the reported rice area, rice production level and productivity statistics as 

well as fertiliser use in the selected major rice-producing areas in the Philippines. The 

province of Nueva Ecija has 80,000 ha planted to rice which contributes about 389,000 t 

of rice annually. Average farm productivity in this province is about 4.9 t ha-1. It has 

the highest total fertiliser usage compared with other provinces. Almost all of the rice 

areas in these provinces are irrigated, and relative to other areas, average fertiliser 

application is also higher. Productivity in the other selected provinces ranges from 

2.6 t ha-1 (Cagayan) to 4.1 t ha-1 (Laguna), relatively higher than in other areas. 

Potential yields and yield gaps 

Table 3 shows the average potential rice yields estimated for both dry season (DS) and 

wet season (WS) in selected provinces. The simulated potential yields for the location 

were assumed as the potential yields for the province. The average simulated potential 

grain yields varied between 9.4 t ha-1 (in Laguna) and 10.5 t ha-1 (in Tarlac) during DS 

and from 6.9 (in Laguna) to 8.8 t ha-1 (Cagayan) during WS. Actual DS yields ranged 

from 2.4 t ha-1 (in Tarlac) to 4.2 t ha-1 (in Nueva Ecija). while actual WS yields varied 

from 2.4 t ha"1 (Cagayan) to about 3.0 t ha-1 in Laguna. 

Table 2. Rice statistics for dry season (DS) cropping in the selected irrigated rice-

producing areas in the Philippines (PhilRice-BAS 1995). 

Province 

Cagayan 

Tarlac 

Nueva Ecija 

Laguna 

Production" 

(1000 t) 

96.7 

60.8 

389.6 

67.7 

Area 

(1000 ha) 

36.75 

18.47 

80.88 

16.71 

Productivity 

(tha-1) 

2.58 

3.28 

4.89 

4.06 

Fertiliser 

All 
(kg ha-') 

186 

221 

282 

236 

• use* 

Urea 
(kgha-i) 

96 

135 

136 

195 

«Average for 1990-94 DS. * Average for 1988-93. 
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Table 3. Average potential and actual irrigated rice yields (in t ha-1) in the selected areas 
during the dry season (DS) and wet season (WS). 

Province 

Cagayan 

Tarlac 

Nueva Ecija 

Laguna 

Potential 

9.75 

10.53 

9.86 

9.41 

DS 

Actual 

2.44 

2.38 

4.15 

3.85 

Yield gap 

7.31 

8.15 

5.71 

5.56 

Potential 

8.10 

8.00 

8.04 

6.94 

WS 

Actual 

2.44 

2.80 

2.85 

2.99 

Yield gap 

5.66 

5.20 

5.19 

3.95 

The difference between potential yield and actual yield reported was considered as 
the yield gap. Based on the simulated and reported yields, yield gaps for the different 
locations were estimated. During DS, yield gap in Cagayan was about 7.3 t ha-1 and at 
least 8.0 t ha-1 in Tarlac. Yield gaps for Nueva Ecija and Laguna average about 5.6 t ha-1. 
For WS cropping, yield gap in Laguna was about 4.0 t ha-1, while in Nueva Ecija and 
Tarlac, yield difference was about 5.21 ha-1. Cagayan had the highest yield gap of 5.71 ha-1. 

The time series of simulated and actual yields in Laguna for the period 1970-94 are 
shown in Fig. 2. The increase in reported actual yields even with the introduction of 
HYVs during the 1970s and beyond has not been very dramatic. This may be attributed 
to apparent increase in the effect of yield-reducing factors which may have also increased 
with these new introduced varieties. The increase in DS yields from 1973 to 1979 may 
be attributed to the extensive rice production enhancement programme implemented 
during that period where Laguna was one of the pilot areas. 

12 

10 

8 

6 

4 

2 

0 

Yield (t ha'1 

-xy^ n DS, 
• WS 
• DS, 
o WS 

Sim 
Sim 
Obs 
Obs 

1971 1973 1975 1977 1979 1961 1983 1985 1987 1989 1991 1993 
Year 

Figure 2. Actual yields and simulated potential yields during the dry season (DS) and wet 
season (WS) in irrigated rice areas in Laguna, Philippines. 
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The magnitude of yield gap determined based on potential yield is considerable 
because conditions are assumed to be optimal—i.e., no nutrient and water limitations and 
without pests and diseases and other yield-reducing factors. It is, however, unrealistic to 
assume that all environmental and management factors and inputs are optimal, and 
therefore, the large magnitude of yield gaps are expected. Thus, it is reasonable to 
compare reported actual yields with what can be achieved or attained under the best 
management strategy. 

Attainable yield under adequately high N fertiliser application is expected to be lower 
than potential yield level. Fig. 3 shows the average simulated potential yield, attainable 
yield, and actual yield for Laguna for irrigated DS for the period 1970-94. Attainable 
yields for high fertiliser application average about 8.2 t ha-1. For comparison, estimated 
attainable yields without additional application of fertiliser will give yields of about 
3.9 t ha-1, which is only slightly higher than the reported average actual yield of 
3.85 t ha-1. A similar analysis conducted for the other selected rice-producing provinces 
resulted in lower yield gaps based on what can be realised. For example, Fig. 4 shows 
the extent of yield gaps during the DS and WS for Tarlac Province. 

Conclusions 

There is considerable difference in yield potentials and actual yield levels in major rice-
producing areas. The yield gaps are attributed to aggregated effect of several constraints 

Yield (t ha 1 
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4 

3 

2 

1 

0 

— 
-

-

-

Potential Attainable Limited Actual 

Figure 3. Average simulated and actual irrigated rice yields for dry season (DS) for the 
period 1970-94 in Laguna. 
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Figure 4. Average simulated and actual irrigated rice yields for dry season and wet 
season for the period 1970-90 in Tarlac. 

that limit and reduce crop productivity such as soil nutrients, irrigation water, pests and 
diseases and weeds. Comparison of actual yields with attainable yields suggest that 
yield targets can be increased if limiting factors such as N fertiliser application can be 
maximised and yield-reducing factors can be controlled at a reasonable level. 

Crop simulation modelling provides the methodology to analyse and quantify the 
yield potentials and attainable yield levels which will enable evaluation of the extent of 
the constraints to crop production in different agroenvironments. Quantification of 
magnitude and identification of causes of yield gaps can help define research priorities 
and extension support services in the rice-producing areas. 
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Abstract 
An alternative method based on the use of the analysis of variance technique 
(ANOVA) for factorial experiments is proposed for sensitivity analysis of 
model outputs. The approach is illustrated with the simulated output (grain 
yield) of ORYZA1 model by varying the model parameters (DVRV, FLV 
and FSTR) by +/-15% and +/-30% for four generalized linear model 
structures with and without added noise assuming either fixed and random 
effects. It is noted that the F-test statistics for significance of main effects 
and first-order interactions via ANOVA is not valid, and can be misleading, 
for deterministic models when higher order effects are ignored. 

Introduction 

Several methods of sensitivity analysis in modeling with widely differing conceptual 
approaches and computational efforts have been proposed (Steinhorst et al., 1978; 
Kohberger et al., 1978; Henderson-Sellers, 1992). But it is often difficult to decide 
which of these methods are appropriate for the problem at hand. For many models, the 
effect of one input may depend on the values of other inputs. Hence, there is a need to 
develop methods whereby possible parameter interactions and their effects on model 
outputs can be investigated. Steinhorst et al. (1978) applied the analysis of variance 
(ANOVA) technique to the values of the output variable from a fractional factorial 
design and used the F-test to provide a ranking of the parameter sensitivities based on 
mean squares. On the other hand, Kohberger et al. (1978) advocated the use of a linear 
regression model containing linear, quadratic and all two-parameter interaction terms 
over ANOVA. Rose (1983) noted, however, that the inclusion of all two-parameter 

Eds P.K. Aggarwal F.P. Lansigan, T.M. Thiyagarajan & E.G. Rubia 1 9 

Towards Integration of Simulation Models in Rice Research. SARP Research Proceedings, 
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interactions restricts the regression model to designs of resolution greater than or equal to 

5. A quarter factorial design was used by Henderson-Sellers (1992) for sensitivity testing 

assuming that higher order interactions are negligible. 

This paper aims to demonstrate an alternative method for conducting sensitivity 

analysis based on the ANOVA using simulated results from an ecophysiological rice 

simulation model. The objectives of this study are (1) to examine the response of the 

model to simultaneous variation of selected model parameters on simulated grain yield; 

and (2) to demonstrate that interpreting the F-statistics as tests of significance for main 

effects and first-order interactions, assuming that higher order effects resulting from 

simultaneous errors in the parameters can be ignored, is not warranted for deterministic 

models. 

Conceptually, the simplest method of sensitivity analysis is to take each input 

parameter, one at a time, and perturb its nominal value while all other inputs are left 

unperturbed. For a simple model, this is often not difficult to do, but for large and 

complex models, it can be extremely arduous since the number of simulations increases 

with more inputs. Furthermore, there is a potential weakness in perturbing a parameter 

singly since such a method assumes that interactions among parameters are nonexistent 

or negligible. 

In a factorial experiment, however, all possible combinations of factors at different 

levels are used. This allows the estimation of not only the effects of each factor 

individually (called main effects), which can be assessed using the one-factor-at-a-time 

approach, but also the interactions between factors. The ability of this type of design to 

estimate interaction effects makes it more efficient and also more effective. The 

ANOVA is used to test for significance of main effects and interactions. 

The use of a complete factorial design (with replication) permits evaluation of all 

interaction effects. However, if the model has many factors, using a full factorial design 

involves a large number of simulations. To reduce the number of simulations, a 

fractional factorial design is often used. However, with such fractional factorial designs, 

there is a loss of information about higher order interactions and the introduction of 

confounding patterns. That is, the inability to distinguish effects due to the particular 

parameter chosen (i.e., some effects are confounded or aliased). Thus, fractional 

factorials may give false conclusions if there are interactions. 

In unreplicated experiments (such as simulation outputs of deterministic models), the 

problem lies in evaluating its variability. In a full (complete) or fractional factorial 

design in a usual biological experiment, this can be done by assuming that random 

experimental error gives rise to Gaussian noise. Interactions between a large number of 

variables are less likely to be important, and such high-order interactions can be safely 

ignored (Swartzman & Kaluzny, 1987; Henderson-Sellers, 1992); any significance being 

attached only to the lower order parameter effects. The analysis of results using full or 

fractional design can proceed using the ANOVA technique. 
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Theoretical considerations 

The particular simulation experiment considered is a deterministic one in that every set 

of the same input parameters gives the same model outputs. Nevertheless, even though 

the model itself is deterministic, it is often assumed that the variability of the model 

output is the same as that of the data (Swartzman & Kaluzny, 1987). This is because the 

model can be viewed as a transformation between model inputs, having some underlying 

probability distributions, and model output. It can be assumed then that variability enters 

deterministic models via the estimation of input parameters. Thus, output in a simulation 

is composed of a deterministic term and a stochastic term. 

There are two models that may be considered: fixed and random effects models. A 

fixed-effect factor model arises when the levels of a factor constitute the entire 

population of interest. On the other hand, an effect is classified as random when 

inference is made on an entire population of effects and the levels in the experiment 

constitute only a random sample from that population (Ott, 1988). 

The linear model for ANOVA is the same for both models but the difference lies in 

the inferences made from the treatment effects. In a fixed effects model, each treatment 

or factor contributes a fixed amount to the expected values of the dependent variable. 

For a random effects model, the treatment effect is a sample from a population of 

normally distributed variables with mean 0 and variance a 2 „ . The computations for the 

sums of squares in the analysis of variance will be the same regardless of the model, 

though the choice of the error term and the type of inference may vary depending on the 

complexity of the model. 

In deterministic simulation, the simulated responses for given values of parameters 

are completely fixed (not random). Consequently, the variance of a response for given 

model inputs is zero. Thus, if it is also assumed that the higher order interaction effects 

are negligible and they are pooled with the error variance, then an unreasonably small 

estimate of error could be obtained which may lead to an incorrect interpretation of 

results. It will be demonstrated that in sensitivity analysis for a deterministic model, the 

pooled interaction effects is not a useable estimate of error. Furthermore, applying the 

ANOVA technique to analyse the simulation results will provide test statistics for 

significance which are not appropriate because there is no random error component in the 

deterministic model. 

If ANOVA is intended to be used as a technique to test the sensitivity of response to 

variations in the parameter (factor) levels, it is essential that some form of random error 

be applied to the model outputs (e.g., simulated yield from a crop model). To do this, it 

is proposed that a suitable normally and independently distributed (NID) error with zero 

mean and certain finite variance be generated and added to the output from the 

deterministic model. The variance can be parameterised using variance estimates from 

data obtained from field experiments used in the validation procedure. 
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Sensitivity analysis methods 

The ORYZA1 model (Kropff et al., 1994) was used to investigate the applicability of 

four basic models in examining possible interaction effects between three parameters. 

Generally, it is sensible to select only a few parameters of special interest for 

examination. For the ORYZA1 model, these parameters were 

a) development rate constant during the vegetative phase (DVRV), 

b) fraction of shoot dry matter allocated to leaves (FL V) and 

c) fraction of carbohydrates allocated to the stems stored as reserves (FSTR). 

The development rate during grain filling (DVRR) was not considered because the 

values of DVRR measured from a number of experiments in a range of environments 

showed that these values were relatively constant, suggesting that there is not much 

genetic variation available for selection (Dionora et al., 1995). For this study, four 

models were considered and are described as follows: 

Model 1. Deterministic model with fixed effects. 

This model is an extension of the one-parameter-at-a-time approach. It assumes the 

highest order (i.e., three-way) interaction as the estimate of error. 

Yijk = u + ai + ßj+Yk + (aß)ij+(aY},k + (ßY)jk+(aßY)ijk 

where Y(jk is the response variable model output, u. is the overall mean, a ; is the DVRV 

parameter at the i tn level, ßj is the FLV parameter at the j ^ level, yk is the FSTR 

parameter at the k'h level and interaction effects are defined accordingly. 

Model 2. The same form as in Model 1 but with an added normally and independently 

distributed error s ^ which is NID (O,o2). 

% = ^ + ai + ßJ+Yk + (aß)ij+(aY)ik+(ßY)jk+(aßY\ik+£ijk 

Model 3. Deterministic model with random factor levels. 

It has been suggested by Rose (1981), as cited by Swartzman and Kaluzny (1987), that 

information on the variability associated with parameter estimates must be included, thus 

generating factor levels as random samples from populations of sets of factors would 

introduce a suitable experimental error. The values for each factor level can be varied so 

that the model can be written as 

Yijk = I* + a ' i + ß'.i + Y'k + (a'ß')ij + (a'Y')ik + (ß'Y'}k + (a'ßY}jk + Sjk 

where a\, ß'j, y'k, (a'ß')jj, (a'y')jk, (ß'y')jk» ar*d (a'ßY)ijk a r e random samples generated 
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from normal populations, each with a particular mean and a particular variance. Thus, 

effectively, a random effect is added over and above the fixed effect for each level of a 

particular factor. 

Model 4. The same form as in Model 3 but with an added normally and independently 

distributed error with mean 0 and variance cr2„. 

The main objective of the simulations using the four models is to demonstrate that the 

ANOVA procedure is not valid statistically when the higher order interactions are used to 

estimate error in a deterministic model which has no random error (Models 1 and 3). An 

alternative method (using Models 2 and 4) where random error is incorporated (based on 

field experimental mean square error [MSE] as an estimate of the variance a 2
e ) is 

proposed and investigated. 

Application 

There are five levels for each parameter including the nominal (standard) value used in 

the model making a total of 125 combinations. The ranges of the factor levels are given 

in Table 1. It was not obvious in advance which of the parameters and first-order 

interactions would have important effects on the model's output, i.e., grain yield. The 

four models described earlier were used to generate data. As in field experiments, the 

simulated data were used to test the existence of interaction. 

First, a 53 complete factorial design with levels of factors specified in Table 1 was 

performed using the ORYZA1 model. The 125 data points were analysed with Model 1 

using the GLM (Generalized Linear Model) procedure in SAS (Statistical Analysis 

System) version 6.03 with the highest order interactions as the estimate of experimental 

error. 

Table 1. Parameters and the range of values used for simulations. 

Parameter Range 

DVRV(oCd)"1 

FLV ( - ) 

FSTR ( - ) 

-30%(a) 

0.000526 

0.42 

0.14 

-15%(a) 

0.000638 

0.51 

0.17 

(a) 

0.000751 

0.60 

0.20 

+15%(a) 

0.000864 

0.69 

0.23 

+30%(a) 

0.000976 

0.78 

0.26 

(a) - refers to the nominal value. 
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Second, the data from the above simulation were provided with a properly 

parameterised normally and independently distributed error with zero mean and variance 

s2. This was done by generating 125 NID (0,1) values and multiplying these by the 

standard deviation, s, estimated from the field data used in the validation of the 

simulation model. The MSE for grain yield obtained from field data was 445,926 and a 

standard deviation of 668. The generated random errors using this standard deviation 

were then added to each of the 125 values derived from the deterministic model. 

Third, the random effects model requires the levels of the factors to be random 

samples from the population for each factor. A coefficient of variation of 3% for DVRV, 

5% for FLV and 10% for FSTR were assumed. The random level of any factor (Fy) was 

generated as 

Fy = my + (Si*Z> 

where my is the value for the j 1 * 1 level of the i"1 factor, Sj is the computed standard 

deviation of the nominal value of the i1*1 factor, and z is a random variable distributed 

N(0,1). The values of si were computed from the relationship 

The 125 factor-level (53) combinations were then used to simulate 125 new output 

values. Finally, the data generated using Model 3 was modified by adding random error 

as in Model 2. 

Results and discussion 

Each data set generated according to the approaches detailed above was analysed using 

ANOVA to test the applicability of the four models. Examination of the results for 

Model 1 from the calculated ANOVA (Table 2) showed that the highest order interaction 

(DVRV*FLV*FSTR) that was addressed by the design and subsequently used as an 

estimate of error had a very small mean square (MS) value of 278. Every factor and 

their interactions are shown to be significant. Perhaps there may be an overestimation of 

the significance of the main effects due to the small error. The profile plots in Figs, la-c 

showed no apparent parameter interactions which contradict the analysis. Therefore, 

results for Model 1 can be regarded as anomalous. It is most likely that the significant 

interactions shown in the analysis were due to the very small MS value of the three-

factor interaction. Thus, it is clear that Model 1 does not provide the data capable of 

testing interaction effects in the simulation outputs. 
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Table 2. Analysis of variance of simulated yields for Model 

Source Degrees of 

freedom (df) 

Mean square F value 

DVRV 

FLV 

FSTR 

DVRV*FLV 

DVRV*FSTR 

FLV*FSTR 

DVRV*FLV*FSTR 

4 

4 

4 

16 

16 

16 

64 

14526855 

4869179 

1140350 

276721 

18337 

1712 

278 

52240* 

17510* 

4100* 

995* 

65.9* 

6.2* 

Total 124 

Significant at p O . 0 1 . 

Analysis of simulated yields for Model 2 is presented in Table 3. The results showed 

significant main effects whereas interactions were not significant. The MSE of the 

simulated data is 429,487, which is close to experimental error equal to 445,926 obtained 

from the field data, and which was used to generate random errors in the simulation. In 

practice, there is no need to plot interaction effects if the F-test is not significant. 

However, it was deemed useful to plot the interaction effects in this case to check the 

response pattern of the model with the addition of random errors (Figs. 2a-c). 

The simulated yields for Model 3 were analysed in two ways: (1) as a fixed effects 

model and (2) as a random effects model. The reason why this was done was because 

Table 3. Analysis of variance of simulated yields for Model 2. 

Source 

DVRV 

FLV 

FSTR 

DVRV*FLV 

DVRV*FSTR 

FLV*FSTR 

DVRV*FLV*FSTR 

Total 

df 

4 

4 

4 

16 

16 

16 

64 

124 

Mean square 

19884207 

5741048 

2927526 

708857 

451790 

343961 

429487 

F value 

46.3** 

13.4** 

6.8** 

1.611S 

1.0ns 

<l<is 

Significant at pO .01 , ns - not significant. 
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Figure la-c. Profile plots of interaction 
effects for Model 1. The levels of the 
two factors are the percentage change in 
the parameter value from standard and 
the response is in grain yield (t ha-1). 

Figure 2a-c. Profile plots of interaction 
effects for Model 2. The levels of the 
two factors are the percentage change in 
the parameter value from standard and 
the response is in grain yield (t ha-1). 
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Model 3 is neither a fixed effects model nor is it the usual random effects model. The 

results of the analyses (Table 4) are similar to those of Model 1. The results indicated 

that this model would still be deterministic in nature since the random part is only in the 

level of the effects applied to the model. Hence, whether the simulated data is analysed 

as fixed or random does not really matter since there is no interaction exhibited. The 

analysis of yields for Model 4 (Table 5) gave the same results as Model 2, that is, only 

the main effects were statistically significant with an MSE of 416,327. 

The test of contrasts for Model 1 showed that DVRV, FLV and FSTR all had 

significant linear and quadratic effects. This appears to result from the unreasonably 

small error estimate. For Model 2, however, only DVRV had both significant linear and 

quadratic effects. The graph of means of grain yield for each model (Fig. 3) and for each 

parameter (Fig. 4) illustrates the response pattern of the models to changes in parameter 

values. 

Table 4. Analysis of variance of simulated yields for Model 3. 

Source df Mean square 
F value 

Random Fixed 

DVRV 
FLV 
FSTR 
DVRV*FLV 
DVRV*FSTR 
FSTR*FLV 
Error 

Total 

4 
4 
4 

16 
16 
16 
64 

124 

23865360 
5906668 
1982339 
250795 
39042 
3503 

546 

82 
23* 
47* 

458* 
71.4* 
6.4* 

4366 F 
10806* 
3626* 
458* 
71.4* 

6.4* 

Significant at p<0.01. 

Table 5. Analysis of variance of simulated yields for Model 4. 

Source 

DVRV 
FLV 
FSTR 
DVRV 
DVRV 

'FLV 
TSTR 

FLVFSTR 
Error 

Total 

df 

4 
4 
4 

16 
16 
16 
64 

124 

Mean square 

22754969 
3789101 
2296273 
477384 
525944 
155492 
416327 

F value 

Random 

39.8** 
17** 
9** 

l . l n s 

1.3ns 

<ins 

Fixed 

54.6** 
Ç 1 ** 

5.5** 
l . l n s 

1.3ns 
<ins 

Significant at p<0.01, ns - not significant. 
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Figure 3a-c. Response pattern of the factors on grain yield for the four models. The 
levels of each factor are the percentage change in the parameter value from standard. 
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Figure 4. Response pattern of grain yield 
(t ha-1) for the four models. The levels 
of each factor are the percentage change 
in the parameter value from standard. 

FLV and FSTR appear linear while DVRV appears to have both linear and quadratic 
components. There was no test on contrasts for Models 3 and 4 because the factor levels 
were random samples from specified values and therefore were not equally spaced as 
required by the orthogonal polynomials used in the analysis of Models 1 and 2. 
However, it is assumed that the random levels are close to the fixed levels, thus, for 
simplicity, equal spacing has been used on the horizontal axis in the graphical displays. 

Conclusions 

The simulation experiments based on the four models demonstrated that in unreplicated 
experiments such as simulations generated from deterministic model, there is no error 
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component. Thus, the use of higher order interactions as an estimate of variability for 
deterministic models is not valid. This is because, in reality, the mean square values of 
higher order interactions are so small that significance of the factors (and their 
interactions) indicated from the F-tests can be misleading. 

Alternatively, simulation results obtained by using Models 2 and 4 gave more 
convincing results for sensitivity analysis. As it turned out for Model 3, the addition of 
random effects on top of fixed effects does not alter the interpretation of results of the 
analysis. 

If conditions can be identified under which the assumptions of sensitivity analysis are 
reasonably valid, the ANOVA technique would still be effective in screening the 
sensitivity of outputs to parameter interactions. The question arises as to which model to 
choose between Models 2 and 4. Although both models gave appropriate analysis of 
simulation results, the use of Model 2 is more advantageous because it is much simpler 
and easier to apply. It is worth mentioning that although the model output has been 
changed from deterministic to stochastic by the addition of random error, the basic shape 
of the curves remained the same. 

The major deficiency in using a factorial design is that the number of simulations 
increases exponentially with the number of inputs. However, this problem can be 
approached by conducting a systematic sensitivity analysis to identify which inputs may 
have significant effect on the results. Then, only sensitive parameters are used in a joint 
parametric sensitivity analysis using the ANOVA technique. 
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Abstract 
A sensitivity analysis was done with crop parameters like fraction of N 
allocated to leaves (FNCLV), time course of maximum crop N concentration 
(FNMAX) and site-variety interaction factor during postflowering (FSV2) 
which are used in the simulation model ORYZA 0 (in a shell package, 
MANAGE-N). The analysis showed that increasing N partitioning to leaves, 
increasing N uptake efficiency at active tillering, and increasing the 
efficiency of utilisation of radiation and N during postflowering are some of 
the breeding options that may be taken to increase N use efficiency in 
irrigated rice. 

Introduction 

Grain yield is closely related with total N accumulation in aboveground biomass and high 

yields are possible only when plant N uptake is sufficient (Cassman et al., 1994). Kropff 

et al. (1994) predicted that 200 kg of N must be taken up by a crop yielding 10 t ha-1 and 

300 kg of N is required for 15 t ha-1 yield. To facilitate this, a large amount of fertiliser 

N has to be applied. Cassman et al. (1994) emphasised that even with large number of 

split applications, breeders must select their germplasm in an appropriate N supply 

environment. The increasing costs of fertilisers demand an efficient, optimum and timely 

use of fertilisers for maximum benefit particularly in rice where N use efficiency is low. 

In determining optimum fertiliser recommendations, weight is given to soil N-supplying 

capacity and the nutrient requirement of the crop but varietal characteristics (except 

duration) are rarely emphasised. The relationship between grain yield and growth 

duration varies due to different N absorption abilities of the cultivars. Most of the latest 

IRRI lines have early vigour and higher N uptake at early stages (Akita, 1989). 

Evaluating different rice genotypes for N uptake and utilisation efficiency, Kesava Reddy 

(1994) found that total N uptake was largely governed by root area and leaf area indices. 
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He also observed that genotypic differences in N uptake efficiency were least when 

climatic, phenological, morphological and physiological differences were eliminated and 

N utilisation efficiency for biological yield was largely dependent on N absorbed than on 

dry matter. Thiyagarajan et al. (1994a) proposed a specific time course of leaf N 

concentrations required for achieving a yield target of 8 t ha-1 and Cassman et al. (1994) 

specified that a minimum N uptake requirement at each growth stage was needed for 

obtaining targeted yields. Thiyagarajan et al. (1994b) also observed the phenomenon of 

maintaining leaf N concentration within a certain range, irrespective of N supply, 

through increased number of leaves per unit area with increased N supply. Sinclair and 

Horie (1989) found that for each rate of N supply to leaves, an optimum leaf N content 

existed to maximise crop biomass accumulation. These findings emphasise the 

importance of maintaining N in crop at some adequate levels throughout crop growth for 

achieving higher yields. 

A systems approach is necessary to handle the dynamic nature of the rice-N 

relationships for developing optimal fertiliser N recommendations. The ORYZA 0 

model (ten Berge et al., 1994) together with an optimisation algorithm (wrapped in a 

'shell' named MANAGE-N, Riethoven et al., 1995) is a recent model for generating site-

tailored fertiliser N recommendations for irrigated rice based on the characteristics of 

soil, cultivar and climate. The main objective of this study is to use sensitivity analysis of 

the crop parameters used in the model to determine the critical factors affecting N use 

efficiency. 

Materials and methods 

The MANAGE-N package calculates, for each user-defined N input level, the maximum 

attainable yield for a given soil, cultivar and weather (solar radiation) conditions. The 

physiological processes of rice crop related to N demand, uptake and utilisation are the 

main considerations in the model. The crop parameters mostly represent physiological 

limitations for N uptake (N demand parameters). The exponential growth equation used 

in the model calculates daily crop growth from the current total amount of N contained in 

the leaf canopy (per ha of ground surface) and daily incident global radiation. The crop 

parameters (see ten Berge et al., 1994, for description) used in the model are presented in 

Table 1. 

Crop parameters 

The crop parameters used in the model could be a result of the net interaction between 

variety, environment (soil and climate) and management. However, some of them may 

be variety-dependent especially when maximum limits are considered. The parameters 

FNCLV, FNMAX and FSV are considered to be variety-specific in this study. 
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