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Abstract 

The effects of climate change on the arctic system influence soil forming processes. In order to study the 

effect of these short term changes (~100 years) on soil development, knowledge on long term soil 

development (~10.000 years) is needed. A general approach in studying soil forming processes and soil 

properties is the use of models. This study explored the use and performance of a static statistical 

Structural Equation Model (SEM) and a new dynamic mechanistic model (LORICA) for explaining and 

predicting spatial and temporal distribution of soil properties in arctic soils. A chronosequence of raised 

marine beaches located in central Spitsbergen provided opportunity to study both temporal as spatial 

variation. A literature study was used to get insight in different arctic soil forming processes. Data from 

30 randomly selected locations was used for parameterization, calibration and validation of both models. 

Processes influencing soil development were isostatic rebound, aeolian deposition, weathering, silt 

translocation and organic matter uptake. SEM was the best predictive model and resulted in an unbiased 

prediction of observed properties. Parameters estimated by SEM could be explained on basis of the 

occurring processes. This shows the possibility of applying SEMS as explanatory and predictive models in 

soil science. Predictions from LORICA were biased and inaccurate when considering soil properties in 

individual horizons. LORICA does simulate general trends which were also observed in the field data 

when taking together properties of the individual horizons. Both models contributed in their own way to 

understanding spatial and temporal distribution of soil properties. SEM gave insight in distribution of soil 

properties. LORICA contributed in the understanding of underlying processes. The gained knowledge 

contributes to our general understanding of arctic soil formation and forms a basis for further research 

on variation in soil properties in the arctic. 
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1 Introduction 

1.1 General 

Climate change has a large effect on the entire arctic system. Physical, ecological, social and economic 

changes will occur or are already occurring due to global warming (Arctic Climate Impact Assessment, 

2004). Changes evoked by increasing temperatures include increasing rate of glacier melt (Rachlewicz et 

al., 2007), changes in weather patterns (Forland et al., 2011), increase of vegetation abundance (Sturm 

et al., 2001), changes in surface albedo, decrease of the permafrost table and earlier snowmelt (Barros 

et al., 2014). 

These processes influence the types and rates of soil forming processes in the arctic, affecting for 

example the local ecology (Burga et al., 2010) and global carbon cycle (Hobbie et al., 2000). Recent 

studies aim at elucidating the development of soils in cold regions on decadal time-scales (Kabala and 

Zapart, 2009; Bárcena et al., 2011; Kabala and Zapart, 2012). These studies indicate faster soil 

development than would be expected under low arctic temperatures. This rapid soil development is also 

found in young soils (<1.000 years) in alpine regions, where weathering is kinetically limited instead of 

supply limited as is the case in old soils (~10.000 years) (West et al. (2005), as stated in Mavris et al. 

(2010)). This results in weathering rates of 3 to 4 times greater than those in the old soils (Egli et al., 

2006; Egli et al., 2014).  

Less is known about development and distribution of arctic soils on millennial timescales. Research has 

been done on current properties of old soils in the arctic (e.g. Pereverzev and Litvinova (2010) and 

Pereverzev (2012)), but there is a lack of knowledge on underlying soil forming processes and variability 

of soil properties in the landscape. Examples are weathering rates (Colman, 1981) and rate of silt 

eluviation. This knowledge contributes to general understanding of arctic soil development and the arctic 

system. Next to that, it can serve as baseline to bring changes in soil development due to accelerated 

global warming into perspective and help quantify these changes. 

A common method to get insight in the spatial variation and distribution of soil properties is the use of 

different types of explanatory or predictive models. Distinction can be made between statistical and 

mechanistic models and between static and dynamic models. Whereas mechanistic models are based on 

theoretical concepts and connections and are widely applicable, statistical models are calibrated on data 

from a given study area and can typically be used only in that specific area. Dynamic models include 

time-dependent changes, resulting in a system whose state is dependent on previous states (e.g. 

Heuvelink et al. (2006)), whereas the state of static models does not vary in time (e.g. Hoffmann et al. 

(2014)). Different modelling approaches can result in comparable results (Egli et al., 2014). This raises 

the question whether it is necessary to develop large, complicated models, or that simpler models can 

also give the required insight in the spatial distribution of soil properties.  

1.2 Statistical and static modelling 

Statistical models are widely used in soil science. A new development is the use of structural equation 

modelling (SEM) in environmental sciences. SEMs can be used to study theoretical concepts using 

statistical techniques (Grace et al., 2010). Commonly they are used in the social sciences, to investigate 

complex networks of relationships between non-observable variables, which are inferred from several 

measured variables (Grace et al., 2010). Applications in environmental sciences are thus far restricted to 

ecology (e.g. (Arhonditsis et al., 2006; Grace and Keeley, 2006; Grace et al., 2010)). SEM is used 

sporadically in soil science (Kane et al., 2015) and has not yet been applied on examining and predicting 

the distribution of soil properties. SEMs can be used in dynamic and static mode.  

1.3 Mechanistic and dynamic modelling 

A mechanistic model simulates interactions between detailed described physical processes, using 

parameters estimated from field observations (Sonneveld et al., 2006). Mechanistic models are in 

general dynamic models, where the state of a system determines the rates and of the processes in the 

model. This modelling approach enables to study the interactions between different soil forming 

processes, as well as the interactions between pedogenesis and landscape altering processes 

(Vanwalleghem et al., 2013).  
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Topography is the main driving factor behind soil development in pro-glacial areas (Egli et al., 2006). 

Next to relief, time also plays an important role, according to the variation in weathering rates found by 

Egli et al. (2014). Although time cannot explain the complete variability of soil properties in an area 

(Temme and Lange, 2014), it is expected that incorporating time into a model ends up in more accurate 

predictions, because time is one of the main drivers of soil formation. Both time and topography are soil 

forming factors included in the soilscape model LORICA (Temme and Vanwalleghem, 2015). 

1.4 Research objective and questions 

The objective of this study is to explore the use and performance of a structural equation model 

and of soilscape model LORICA to explain and predict the spatial and temporal distribution of 

soil properties in old arctic soils. The study was performed on a series of marine terraces on central 

Spitsbergen. 

The following questions are answered in order to reach the objective: 

1. Which processes play a role in the development of soils on marine terraces on central 

Spitsbergen? 

2. Which properties do soils on marine terraces on Spitsbergen have and how are they distributed 

in the soil profiles and in the landscape? 

3. Which distribution of soil properties on marine terraces on Spitsbergen does a Structural 

Equation Model simulate? 

4. Which distribution of soil properties on marine terraces on Spitsbergen does the soilscape model 

LORICA simulate and how is the distribution influenced by geomorphic processes? 

5. Which of the studied models is most suitable for predicting the distribution of soil properties on 

the marine terraces of central Spitsbergen? 

1.5 Reading guide 

This report starts with a description of the study area (Chapter 2). After that, a short literature study on 

different soil forming processes in the arctic is presented (Chapter 3). This chapter closes with a 

conceptual framework which is the basis for the two model studies. Chapter 4 contains the materials and 

methods section and describes fieldwork, laboratory analysis, available datasets and methods for the two 

models. The results are presented in Chapter 5. It starts with an exploratory data analysis, showing 

trends in the data. After that, parameters, predictions and validation of SEM and LORICA are presented. 

Chapter 6 contains the discussion of the results and compares performance of both models. The report 

ends with a list of conclusions drawn from this study (Chapter 7). 
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2 Study area 

2.1 General 

Fieldwork for this thesis was performed on the marine terraces located in the Ebba valley. This valley, 

created by the retreating Ebba glacier, is located in the centre of the island West-Spitsbergen, which is 

part of the Spitsbergen archipelago (Figure 1). The valley is bounded by mountain ranges in the north 

and south, the Ebba glacier in the west and the Petunia bay in the east. The southern mountain range is 

called the Wordiekammen (Figure 2).  

 

The Ebba valley and its surroundings have been subject off research for many years. The Adam 

Mickiewicz University from Poznan, Poland, has a research station in this valley. Their research focuses 

on response of the cryosphere of Spitsbergen to changing environmental conditions. Their main areas of 

interest are geomorphology, glaciology and permafrost fluctuations. Also geology and hydrology of the 

area have been studied extensively (Gulinska et al., 2003; Rachlewicz et al., 2007; Rachlewicz and 

Szczuciński, 2008; Elster and Rachlewicz, 2012; Szpikowski et al., 2014). 

2.2 Local climate 

Average annual temperature in the Ebba valley is -5.6 °C. In July and August temperatures around 5 °C 

occur. In winter, temperatures decrease to about -15 to -20 °C on average, with extremes below -30 °C 

(Rachlewicz and Szczuciński, 2008; Láska et al., 2012). Precipitation in the Ebba valley is low compared 

to the well-studied west coast. Annual rainfall is 200 mm. In summer, precipitation falls as light drizzle, 

in winter as snow. Permanent snow cover occurs from October until June (Láska et al., 2012).  

The most frequent wind direction is south, while there is also a high frequency of wind coming from the 

valley, from the north-east to north-north-east. The strongest winds also come from the valley, with 

wind speeds up to 6 m s-1. Wind speeds from other directions are in general lower, with speeds of about 

3 m s-1 (Láska et al., 2012). The wind is mainly dominated by  large-scale circulations, with some local 

influences from channelling effects by the fjords and katabatic winds over the mountain ridges (Esau and 

Repina, 2012).  

The active layer of permafrost in the area varies between 0.5 and 2.5 meter. Depth of the permafrost is 

mainly influenced by air temperature (Rachlewicz and Szczuciński, 2008). 

 

Figure 1: Location of the Ebba Valley in Central 

Spitsbergen. Source of image: Long et al. (2012) 
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2.3 Geology 

Spitsbergen contains a very geology. This is also the case for the geology surrounding the Ebba valley. 

Due to its location in the active Billefjorden fault zone, geological layers with a wide range of ages and 

properties are cropping out. This information is summarized in the Geological Map of Billefjorden 

(Dallmann et al., 2004).  Figure 2 displays the Ebba valley on the geological map.  

 

The oldest formations date from the Precambrian, and consist of metamorphic rocks. These formations 

are found on the sides of the Ebba glacier. Above these formations, early Carboniferous sandstones, 

conglomerates, shales and coals can be found, which were deposited as fluvial and shore clastic 

sediments. Sides of mountain ranges surrounding the valley consist of late Carboniferous sandstones, 

shales, conglomerates, limestones, dolomites and anhydrites.  

Quaternary deposits in the area are colluvial, alluvial, glacio-fluvial and gravelly and sandy marine 

deposits, consisting of the same material as the surrounding mountains. These last deposits are located 

in the study area, with a thickness of 1-2 m (Zwolinski et al., 2013).  

2.4 Marine terraces 

This study is performed on marine terraces (raised beaches) on the shores of the Petuniabukta. In this 

section I describe the processes responsible for creating these terraces and the position of the terraces in 

the landscape. 

2.4.1 Isostatic uplift 

The terraces were formed through the process of isostatic uplift after the melting of the Spitsbergen – 

Barents Sea ice-sheet (Rachlewicz and Szczuciński, 2008; Ingólfsson and Landvik, 2013). With 

accumulation of ice during the last ice age, the earth crust below got compacted by the heavy weight on 

top. Melting of the ice-sheet decreased pressure, resulting in expansion of the earth crust. This in turn 

results in a decreasing relative sea level (RSL) and the formation of several beach terraces at different 

altitudes. 

  

Figure 2: Geological map of the Ebba valley. Geological formations: 

9: Gipshuken formation; 11: Wordiekammen formation; 13: 

Minkinfjellet formation; 14: Fortet member; 17: Trikolorfjellet 

member; 18: Ebbaelva member; 19: Hultberget formation; 20: 

Billefjorden group;  33: Smutsbreen unit; 34: Eskolabreen unit. Map 

source: Dallmann et al. (2004). 
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Uplift rate is not constant over the Spitsbergen region (Forman et al., 2004). Different changes in ice-

volume cause different uplift rates (Mémin et al., 2012). Because of this variable uplift rate, it is not 

possible to use well-documented uplift rates from other areas in our study area. Long et al. (2012) dated 

different terrace levels in the Ebba valley, using juvenile specimens of a shell called Astarte Borealis. 

Uplift rates and different terrace ages were derived from these datings (Figure 3). A linear trend 

indicates that the youngest soils in the area are around 3500 years old. This age agrees with the cooling 

of the climate during the Holocene, which started around 3000 years ago. The cooling resulted in the 

Little Ice Age. The increasing mass of the glaciers from that time lowered the area again (Zwolinski et 

al., 2013). Current glacier melt triggered a new episode of isostatic rebound. Beaches younger than 

3.000 years were flooded again by isostatic depression (Lambeck, 1995, 1996; Long et al., 2012). 

2.4.2 Beach ridges and beach valleys 

During isostatic uplift different beach levels were created. Beaches typically consist of a ridge and valley. 

Ridges are created during moderate to strong wave-action and sea-level fluctuations (Scheffers et al., 

2012). Coarse material is thrown on the shoreline, creating a ridge in the landscape. Behind the ridge a 

calm depositional area is formed, which is called the beach valley. The ridges rise in the landscape due to 

isostatic rebound, creating a new shoreline where a new ridge is created. This process results in a stair-

like landscape pattern, consisting of beach ridges and valleys. 

Winds coming from the glacier cover sheltered valley positions with a layer of aeolian sand and silt, kept 

in place by tundra vegetation (Figure 5c) (Scheffers et al., 2012; Zwolinski et al., 2013). Beach ridges 

usually do not contain vegetation.  

Not all beach ridges are prominently present in the landscape. Several smaller ridges can be found in 

between the large ridges, which are barely higher than the depressions in between them (Brückner and 

Schellmann, 2003). Ridges can be distinguished from the valleys by the amount of vegetation. Ridges 

are drier and contain less vegetation than the more moist depressions and therefore have a lighter colour 

than the surrounding vegetated valleys. 

Figure 3: Scatter plot of the dates Long et al. (2012) found from dating 

shells on the different terrace levels. The black line is the fitted trend-

line.  
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2.4.3 Position in the landscape 

 

Figure 4 shows the position of the marine terraces in the landscape. The white/grey colours are beach 

ridges. The surface consists of sediments consolidated by a microbial layer. There is no or minimal 

vegetation. The darker grey/reddish colours are beach valleys, vegetated by tundra vegetation, like  

Salix Polaris, Saxifraga oppositifolia, Saxifraga cernua, Polygonum viviparum and Cassiope tetragone 

(Gulińska et al. (2003), as stated in Rachlewicz and Szczuciński (2008)).  

The northern border of the terraces is formed by a plain eroded by the Ebba river. This plain is inundated 

a few days per year, during the melting season (A. Stach, personal communication). In the north east, a 

large gully has eroded part of the highest terraces. The study area reaches to the point where the 

terraces are influenced by this gully. The southern and eastern borders of the highest terrace level (6) 

consist of alluvial material resulting from gullies originating in the Wordiekammen. Prominent gullies 

dissecting the terraces were outside the area of interest (Figure 4).  

 

 

 

 

 

  

Figure 4: Aerial photograph of the Ebba valley showing the location of the 

marine terraces. Indicated are the 6 main terrace levels and important units in 

the vicinity of the terraces. the aerial photograph is from 2009. 
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3 Soil development on marine terraces 

This chapter discusses different soil forming processes that occur on marine terraces in the Ebba valley 

and concludes with a conceptual framework of how the different soil forming processes interact and how 

they react to  external input. This framework is the basis of the two model studies presented in the 

subsequent chapters.   

The speed of most soil forming processes is known to be strongly influenced by temperature and water 

availability, usually in a positive way. There is a significant amount of soil forming in the Arctic, despite 

the low temperatures. Some of these processes are typical for arctic areas, like cryogenic processes. 

Other processes occur in soils all over the world, such as organic matter accumulation and gleying. 

3.1 Soil forming processes 

Much is known about soil forming processes in Arctic areas. Some literature sources give a broad 

overview of processes that occur all over the Arctic. Other sources focus on one specific process. Table 1 

lists different soil forming processes that can be found in Arctic areas. The first column indicates what 

type of process it is.  

 

 

 

 

 

 

 

 

 

 

 

 

3.1.1 Erosion and deposition 

Due to continuous retreat of glaciers on Spitsbergen (Rachlewicz et al., 2007), unconsolidated material is 

uncovered and deposited in pro-glacial outwash plains (sandrs). This material is easily available for 

further transportation. When the surface is dry and frozen, during fall, fine material (fine sand and silt) is 

taken up by aeolian activity and eventually deposited when wind speed decreases or when it becomes 

mixed with fresh snow (Rachlewicz, 2010). Next, the deposited material is relocated again by the wind, 

where beach ridges, created by marine deposition, end up as a deflation surface and fine material 

accumulates by tundra vegetation on the flat terrace valleys located on the lee side of the ridges (Figure 

5a) (Zwolinski et al., 2013). Horizontal layers of organic matter in the sandy deposits are evidence of 

accumulation by, and later on burying of, vegetation. Fine material from the surface is blown away, 

leaving surface gravels standing on pedestals (Figure 5b). Aeolian sediments are deposited on beach 

valleys, creating thick sandy covers (Figure 5c). Aeolian activity especially occurs with strong winds 

coming from the north and north-east, with speeds over 5 m s-1. This reflcets in the different forms of 

aeolian accumulation, individual ventifacts and shapes formed by corrosion in the surface of rocks 

(Paluszkiewicz (2003) and Górska-Zabielska (2008), as stated in Zwolinski et al. (2013)).  

Table 1: Overview of soil forming processes on the marine 
terraces of the Ebba valley 
Type of process Process 

Erosion and deposition Aeolian erosion and deposition 

Fluvial erosion and deposition 

Marine erosion and deposition 

Cryogenic processes Cryoturbation 

Frost heaving 

Surface cracking 

Forming of ice wedges 

Patterned ground forming 

Mass movement (solifluction) 

Physical weathering Frost 
 Hydration 

Chemical processes Dissolution 

 Oxidation 

Gleying 

Changing pH 

Accumulation Organic matter accumulation 

Transport Silt translocation 

Carbonate leaching and precipitation 
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Gully water coming from the Wordiekammen has to cross the marine terraces in order to reach the sea. 

Because beach ridges protrude in the landscape, most water flows adjacent to the ridges, creating more 

moist conditions in the beach valleys. At some points the gullies cross the beach ridges in order to reach 

the lower terraces. This leads to deep dissected trenches in the beach ridges.  

 

3.1.2 Cryogenic processes 

Climate has a major effect on soil forming processes, also in Spitsbergen. Due to the cold climate and 

occurrence of permafrost, several cryogenic processes occur in soils on the marine terraces (Jones et al., 

2009). All these processes are driven by the availability of water in the soil layer above the permafrost. 

Most processes have a mixing effect on the soil material.  

Cryoturbation is the term for processes that mix different horizons in a soil. One of the main processes 

causing cryoturbation is called frost heaving or frost thrusting (Forman and Miller, 1984), where soil 

material gets displaced by freezing and thawing of the soil. When water freezes, it expands. Soil particles 

move upward by the pressure caused by expansion of water. The speed of the uplift increases with 

particle size, causing a sorting of different textures. Upward movement causes vertical orientation of 

stones in the soil and eventually at the surface (Jones et al., 2009) (Figure 6a). By mixing of the soil, 

new weatherable materials reach the surface, causing constant weathering processes (Forman and Miller, 

1984).  

Sorting by frost heaving causes different patterns at the surface. Examples are patterned ground and 

mud boils. Patterned ground occurs in many different forms, depending on the properties of the soil 

material below it. Drew and Tedrow (1962) made an overview of the different kind of patterned ground 

found in the Arctic, connected to certain soil properties. Different patterns includes stripes of rocks and 

vegetation, stone polygons and stone nets. Properties depend, amongst others, on drainage and 

vegetation. Mud boils are a special kind of patterned ground, where fine material (mud) is moved 

upward and gets separated from the stones in the soil (Figure 6b and c). This creates small hills in the 

area, with vegetated depressions in between. Mud boils tend to move downslope, by which they capture 

Figure 5: Different aeolian landforms in the Ebba valley. A: layer of sand on the lee side of a 

ridge. B: surface pebbles located on pedestals of finer material. C: Sandy A horizon located on 

top of the marine deposits. 
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the vegetation in the depressions, which turn into horizontal organic matter layers. Mud boils generally 

form in fine sediments, located on top of a permafrost layer (Shilts, 1978).  

Cooling of Arctic soils can lead to surface cracking, comparable to the drying of clay soils. Surface of 

the soil shrinks, when cooled down, causing cracks in the surface. These cracks get larger when water 

accumulates in the cracks and freezes again, creating ice wedges (Jones et al., 2009).  

Waterlogged soils located on sloping areas undergo mass movement during the thawing of the soil, a 

process called solifluction (Harris et al., 2008). About half a meter of the top soil gently moves 

downslope, creating lateral solifluction lobes (Figure 6d). Saturated soil slides down over the 

impermeable permafrost layer, with a speed up to 15 cm per year on slopes of 0.5 degrees and steeper 

(Jones et al., 2009).  

There is not a lot of water available in the soil in the study area for the above-mentioned processes, 

because of good drainage and limited precipitation. However, some places show many traces of 

cryogenic processes. These places were usually more saturated with water.  

 

3.1.3 Physical weathering 

Forman and Miller (1984) mention several physical weathering processes. The first is frost weathering 

or frost shattering of sand particles, where expanding freezing water located in cracks of a particle make 

the particle break. Soils which freeze and thaw regularly are most subject to frost weathering, because 

expansion of freezing water is the highest when temperatures reach just below zero (Matsuoka et al., 

2003).  

A 

C D 

B 

Figure 6: Observed evidence of cryogenic processes in the Ebba valley. A: tilted and elevated stones, 

by frost heaving. B: Mud boils on the highest terraces. C: A rock occurring in a mud boil. D: 

solifluction lobes on a sloping terrace.   
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Forman and Miller (1984) also mention hydration weathering, where rocks saturated with adsorbed 

water expand. The amount of adsorption and expansion depends on the temperature, which is in the 

same range as soil temperatures during freezing and thawing (Dunn and Hudec, 1966). Due to multiple 

cycles of sorption and desorption the rocks break, by fatigue of the rock material (Hudec, 1973). Dunn 

and Hudec (1966) claim that weathering in cold areas mainly is a product of hydration weathering and 

that frost weathering is a secondary process, because pore water does not freeze, but adsorbs to the 

rock. White (1976) questions this hypothesis, because not all criteria for hydration weathering are met in 

reality. These are presence of water in a closed system, which is not likely in a pore system, and rocks 

that are strong enough to resist the pressure that the water emits when it freezes. Rocks cannot handle 

that kind of internal pressure, and would simply shatter, due to the frost weathering. 

3.1.4 Chemical processes 

Although physical weathering processes produce silt particles, Forman and Miller (1984) favour 

dissolution as primary process of silt production in soils on marine beaches on Spitsbergen. dissolution 

of carbonate-rich rocks releases primary sand and silt particles which were captured in the rocks. This is 

supported by D.H. Mann in Ugolini (1986), who provides evidence that silt on the marine terraces studied 

by Forman and Miller results from dissolution of dolomite. Etzelmuller and Sollid (1991) showed a silt-

rich residue after treating dolomitic bedrock with HCl. On the contrary, other studies show that silt 

production due to dissolution of dolomite is negligible (e.g. C´iric´ and Senic´ (1985)). Leaching and 

precipitation of dissolved carbonates is discussed later. 

Permafrost acts as an impermeable layer in soils, where percolating groundwater stagnates and 

eventually starts a more horizontal flow. This stagnating water causes reduced conditions. The 

resulting oxygen deficit forces ferric iron in the soil to convert into ferrous iron, which has a greyish 

colour (Jones et al., 2009). The soils can also become more red, by the oxidation of iron-rich minerals. 

This can result in a red iron-coating around soil particles, which are visible as iron mottles or as red 

colours in the soil (Margesin, 2009).   

pH on the marine terraces lies between 7 and 8, due to carbonate-rich parent material (Jones et al., 

2009). Kabala and Zapart (2009) state that soil pH can change by dissolution of carbonates and by 

colonization of the soil with plants, which produce humic acids. Most of the horizons of soils encountered 

during fieldwork (Section 4.2) had a strong to extreme reaction to HCl, indicating an abundance of 

calcaric material in the soil. This reaction was the same over the complete profile, except for a possible 

aeolian cover, which reacted moderately to HCl. Due to these findings, it can be expected that pH will not 

fluctuate much in the soil profiles.   

3.1.5 Organic matter accumulation 

Organic matter in soils on marine terraces results from the decaying of plant material, dead animals 

and animal excrements. Kabala and Zapart (2012) show that carbon accumulation starts immediately 

after occupation of sediments by plants, leading to a steady increase of organic matter in the first 80 

years of soil development on moraines of a retreating glacier. Schülli-Maurer et al. (2007) show that this 

Figure 7: Silt cap covering the top of a rock (A) and calcitic pendants attached to the bottom of a 

rock (B). 

A B 
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increase continues also on longer time-scales (2000-12000 years) on marine terraces in Southern 

Norway. Organic matter accumulates in the top horizon, where most biological activity takes place. This 

can be seen in soil descriptions on marine terraces on the Billefjorden coast by Pereverzev (2012). 

According to Kabala and Zapart (2012), organic matter accumulation does not start at an organic matter 

content of zero, but at a certain threshold, which can be caused by palaeosols, initial carbon in marine 

sediments, organic matter coming from parent material and by aeolian deposition (Hawes, 2008). 

3.1.6 Transport in the soil 

Silt formed by physical weathering migrates through the coarse-textured soil, by water that becomes 

available from  snow-melt (Ugolini, 1986). Although translocation of silt occurs both on vegetated and 

non-vegetated areas, it is likely that more silt can be found in the vegetated parts, due to the trapping of 

aeolian silt by vegetation and because vegetated areas are usually located at a lower position, thus 

accumulating more snow and water.  

Forman and Miller (1984) created a classification system of the amount of silt in a horizon (Figure 8). 

First traces of silt translocation are silt caps on top of larger clasts in the soil (Figure 7a). Stages 1 to 4 

indicate these silt caps, with an increasing thickness and cover percentage. At stage 5, silt is not only 

located on top of the clasts, but is also connected to other silt caps. At stage 6, the complete matrix is 

enriched with silt. Because of the considerable amount of silt available at stages 5 and 6, Forman and 

Miller (1984) decided to name horizons where this occurs a Bl horizon, with the italic l as a symbol for 

silt. We also used this classification system in our soil descriptions. 

Dissoluted carbonates are also transferred through the soil. Dissolution is mainly controlled by the 

partial CO2 pressure (carbonic acid). Most of the dissolution occurs in summer months, when biological 

activity increases the CO2 in the soil (Courty et al., 1994). High permeability of coarse fragmented 

marine material causes leaching through the profile (Ugolini, 1986).  

 

Precipitation of carbonates can be caused by several processes. The first process is a decrease of partial 

CO2 pressure in the soil water, reducing the amount of carbonates that can be dissolved. Second is an 

increase of concentration of carbonates in solution due to evaporation. The last process is exclusion of 

carbonates from the solution, because the solution freezes (Ugolini, 1986). Accumulation of secondary 

carbonates happens on the downside of the clasts, creating a coating (Figure 7b). Precipitation occurs on 

these locations, because the water flux is limited below the larger clasts (Courty et al., 1994).  

Figure 8: Different stages of silt morphologies 

as defined by Forman and Miller. Source:  

Forman and Miller (1984) 

Figure 9: Different stages of carbonate 

coatings as used by Forman and Miller. 

Source:  Forman and Miller (1984) 
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Forman and Miller (1984) used a part of a classification which was originally created to classify carbonate 

coatings in desert soils (Gile et al., 1966), to classify carbon coatings they observed (Figure 9). Stage I 

coatings do not cover the complete clast. Stage II coatings do. When stage II coatings are present, the 

horizon is called a calcaric horizon, with the addition of the symbol k (e.g. Bk).  

Secondary carbonates can be divided in 5 different types of layers, whose properties like colour and 

chemical composition can be led back to different stable soil forming conditions in the Arctic, such as 

differences in vegetation, moisture conditions and temperature  (Courty et al., 1994). 

3.1.7 Other soil Arctic soil forming processes 

Some processes described in literature do not apply to the study area. These are for example clay 

destruction, clay translocation and salinization. The required pH for these processes is respectively <5, 

5-7 and >9. pH in soils on marine terraces in Spitsbergen is expected to be in between 7 and 8, as can 

be seen in the results of Forman and Miller (1984) and Pereverzev (2012). These processes do not occur, 

because the pH-requirement is not met. We also found no traces of these processes during the fieldwork. 

Podsolization also does not occur on the marine terraces, due to good drainage of the coarse material 

(Pereverzev, 2012). 

3.2 Conceptual model 

Processes described in section 3.1 are summarized in a conceptual model, which links the soil forming 

processes to environmental and other external factors (Figure 10). This shows a complex network of 

relations between different variables and processes.  

A selection of this conceptual model was used as a basis of both model studies described in this report 

(Figure 11). The selection was based on properties observed in the field and on possibility to model these 

processes. Most common observed properties in the field were aeolian deposits in valley positions, gullies 

formed by fluvial erosion, decay in gravel fraction due to weathering, Bl horizons enriched in silt and dark 

top horizons due to organic matter accumulation. Calcitic pendants were also observed but are not 

considered in the models, because the models were not designed to model ordinal variables. The 

mechanistic model simulated these processes in order to predict soil properties. The statistical used the 

field observations to predict soil properties, based on regressions between different properties and 

external factors like age and vegetation presence. 
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Figure 10: Conceptual model of interactions between soil forming processes and environmental and other external factors. 
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Figure 11: Conceptual model of dominant processes on marine terraces on central 

Spitsbergen.  
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4 Materials and methods 

4.1 Available maps  

Maps used in this study come from the researchers of the Adam Mickiewicz University. The spatial 

reference is WGS1984, UTM zone 33N.  

The aerial photograph taken in 2009 covers the south-east side of the Ebba valley, where the marine 

terraces are located. Cell size is 0.44 by 0.44 meters. The photo was probably taken in the end of 

summer, regarding the absence of snow.  

The used DEM has a cell size of 10 by 10 meters. It covers the complete Petunia bay, with some adjacent 

glacier valleys, including the Ebba valley. DEM derivatives show patterns which indicate that the DEM is 

created from contour lines. Small scale elevation differences (e.g. ridge-valley systems) are not captured 

by the DEM. Simulated streams do not match the locations of streams on the aerial photograph, 

indicating that the DEM is not properly projected on the area. The border of the fjord in the DEM does 

not match the border on the aerial photograph. Other available DEMs had a cell size of 30 or 40 meters, 

but they displayed less detail than the used DEM.  

4.2 Fieldwork 

4.2.1 Sampling scheme 

A stratified random sampling scheme was used to sample the marine terraces, in order to avoid 

preferential sampling and facilitate statistical validation, while also distributing the soil samples fairly 

uniformly over different terraces. The study area was divided in three strata, with almost equal sizes 

(Figure 12). Each stratum was then subdivided in substrata with and without vegetation, using the aerial 

photograph. Cells with a redness larger than 70 were classified as areas without vegetation, the other 

cells were classified as vegetated areas.  

Ten random sampling locations were appointed to each stratum. For strata 2 and 3, the distribution of 

samples over vegetated and non-vegetated areas was done following the ratio between ridge and valley 

cells (Table 2). This was not the case in stratum 1, where there was much more vegetated area. Here I 

chose to sample at least two non-vegetated locations, to say something about the variance in non-

vegetated areas on lower terraces.  

 

Figure 12: The different main strata used for the 

sampling scheme. Every stratum was separated 

in vegetated (dark) and non-vegetated parts 

(light). 

Figure 13: Study area with all sampling locations. 

The red lines indicate the different main terrace 

levels. Points starting with an R are randomly 

selected points. Points indicated with a J are 

judgementally chosen.  
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Figure 13 shows the final sampling locations. Points indicated with letter R are random points used for 

this study. The points beginning with letter J are judgemental points, selected by the other student who 

participated in the fieldwork. These points are on extraordinary locations with specifications which were 

not yet captured by the random samples. These are for instance locations outside the marine terraces or 

locations which were mentioned in other studies (e.g. the locations where Long et al. (2012) collected 

their dating samples). Two of these points were used in the validation of LORICA. 

 

 

 

4.2.2 Field materials 

Table 3 shows a list of materials used during fieldwork. Soil pits were dug using a shovel and trays to get 

loose material out. Soil material was collected on garbage bags, in order to put all material back in the 

pit. Optionally present vegetation was removed in one piece, so that it could be placed back on the top of 

the pit.  

Horizon properties were described using FAO standards (FAO, 2006) and the Munsell Color book. A bulk 

density ring with a volume of 100 cm3 was filled with material  from each horizon and weighed using a 

small field-scale (precision = 0.1 g). Every horizon was tested on presence of CaCO3 using HCl. Soil 

moisture is measured using a soil moisture meter. The exact altitude of most sampling locations was 

measured using a Zeiss delta R55 theodolite, except for locations which were not visible from the 

position of the theodolite (Figure 13).  

 

 

 

 

 

 

 

4.2.3 Observations 

For every location, a field form (Appendix A) was filled in, noting position, general landscape settings, 

soil profile description and general remarks. Soil horizons were described in detail. Horizon descriptions 

were aggregated to match the horizons described below. 

4.2.4 Sampling method 

Per sampling location, different soil horizons were sampled by scraping a bulk density ring over the entire 

length of the horizon, creating a composite sample of the complete horizon. The collected material was 

captured in a sampling bag.  

Table 2: Division of samples over the strata 

 
vegetated non-vegetated total 

stratum 1 Cells in raster 644029 46218 690247 

Fraction 0.93 0.07 

 
Division of locations 8 2 

stratum 2 Cells in raster 570381 121467 691848 

Fraction 0.82 0.18 

 
Division of locations 8 2 

stratum 3 Cells in raster 323835 329701 653536 

Fraction 0.50 0.50 

 

Division of locations 5 5 

Table 3: List of materials used in the field 

Shovel 

Buckets 

Garbage bags 

FAO guidelines for soil description  

Munsell color book, 2009 revisited 

Bulk density ring (volume = 100 cm3, empty weight = 
95 g) 

Scale, precision = 0.1 gram  

Sample bags 

HCl 

Theta probe soil moisture sensor sm150, hh2 delta 2 

moisture meter 

Zeiss elta R55 theodolite  
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The sampled horizons were: 

 1A: top horizon located on beach valleys. This horizon consists of aeolian sands and silts, 

captured by vegetation in the valleys;  

 2A: top horizon developed in marine terrace material, characterised by a relatively low gravel 

fraction; 

 2B: horizon located between 2A horizons and the layer where accumulated silt can be found. 

The horizon exists of alternating layers of gravel and coarse sand, which were mixed in the 

composite sample; 

 2Bl: horizon where silt illuviation caused the soil to change from a clast supported soil to a 

(partly) matrix supported soil. These horizons were classified as stage 5 or 6, according to the 

silt morphologies (Figure 8); 

 2BC: lowest horizon visible in the soil pit, consisting of coarse sand and gravel where (almost 

no) soil forming took place. Silt morphologies reach below 5, indicating some eluviation of silt. 

Also calcitic pendants can still be present. The BC horizon was not sampled for each location, 

because it was assumed that there is not much variation in the parent material. The sample for 

the BC horizon was generally taken from the top 30 cm of the layer.  

Aeolian deposits always got prefix 1 and horizon in marine deposits always got prefix 2, in order to make 

an easier reference to a certain parent material. 

For some locations, sampling was not done according to the method described above (Table 4). These 

samples were left out of the analysis.  

Table 4: Sampling locations where sampling method did not meet the standard 
Sample number Inconsistency 

R2 Horizons 2A and 2Bl collected in one sample 

R4 Horizons 1A and 2A collected in one sample 

R8 Horizons B and Bl collected in one sample 

R9 Two Bl were identified, with a B layer in between. Bl1 and B are collected in one 
sample. Bl2 was sampled individually 

R18 Horizons 1A and 2A are sampled together. Horizon 2A does not resemble other 2A 
horizons, because of the low percentage of rocks in the horizon. So these could be 
treated as a single horizon 

4.2.5 Bulk density 

Bulk density was calculated by subtracting the weight of an empty bulk density ring (95 g) from a ring 

filled with soil material. The remaining mass was divided by the volume of the ring (100 cm3), resulting 

in the bulk density in g/cm3. Multiplication with 1000 gives the bulk density in kg/m3. 

4.3 Laboratory analysis 

Samples collected in the field were analysed in the laboratory in Wageningen. Variables measured were 

moisture content, particle size distribution and organic matter fraction. Table 5 shows in which order the 

proceedings in the lab were performed.  

4.3.1 Moisture content 

Before the other analyses were performed, the moisture was removed from the sample, by drying the 

samples overnight at 105 °C.  

4.3.2 Particle size distribution 

The dried sample was sieved for two minutes by hand to determine its particle size distribution. The used 

mesh sizes were 2000 µm for the sand fraction and 63 µm for the silt fraction. The weight of the three 

particle sizes (gravel, sand and silt) was divided by the total weight of the sample, resulting in mass 

fractions of the different sizes.  

Before sieving the samples were grinded, to break up silty aggregates and silt caps on gravels.  
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4.3.3 Organic matter fraction 

The organic matter fraction was measured using the loss on ignition (LOI) method. A weighed sample 

was heated with 2 °C per minute up to a temperature of 550 °C. The sample stayed for three hours in 

the oven at this temperature. The slow heating was to avoid inflammation of the organic matter. The 

difference in weight before and after heating, divided by the initial weight, resulted the organic matter 

fraction of the sample.  

This analysis was performed on the finer fractions (<2000mm), because the larger fractions consisted 

only of gravels. After the analysis, the organic matter content was multiplied by the fraction of finer 

materials, to result in the total organic matter fraction.   

 

 

 

 

 

 

 

 

 

4.4 Map preparations 

Using the available digital data and field observations, input maps for the two models were created. This 

section describes the methods performed to create these maps.  

4.4.1 Correcting the DEM 

For 27 sampling locations the elevation was measured using a theodolite. The theodolite measurements 

show that the values which are in the original DEM are underestimated by approximately 6% (Figure 14). 

The DEM was corrected using the linear regression between theodolite measurements and DEM values. 

 

Table 5: Order of actions performed in the laboratory 

Action Analysis 

Weighing aluminium can Moisture content 

Weighing initial sample 

Drying sample at 105 °C 

Weighing dried sample 

Grinding the sample Particle size distribution 

Sieving for 2 minutes 

Weighing sand and silt fraction 

Mixing sand and silt fraction 

Weighing LOI cup Organic matter content 

Weighing initial LOI sample (sand + silt) 

Weighing gravel fraction Particle size distribution 

Burning LOI sample Organic matter content 

Weighing burned LOI sample 

Figure 14: Scatterplot of measurements by a 

theodolite versus the values resulting from 

the DEM with cell size of 10 meters, including 

the trendline with its equation and fit. The 

black line indicates the 1:1 line. 
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The inconsistencies in the DEM were not removed. Multiple attempts resulted in new errors to occur and 

did not show satisfactory improvement. 

4.4.2 Vegetation index 

A vegetation index (VI) is an indicator of vegetation presence in an area or raster cell. Most existing 

vegetation indices make use of near infra-red reflectance (e.g. NDVI), but NIR images were not available 

for our study area. Indices using only RGB (red, green and blue bands of an image) do exist, but they 

are still in development and empirically calibrated for regions with different vegetation than present in 

the study area (PHL, 2014). Finding the right calibration for the study area was beyond the scope of this 

thesis research. Moreover, most existing vegetation indices focus on green vegetation, while tundra 

vegetation in the study area is more red/brown. That is why I decided to create my own vegetation index 

for the study area, using the available aerial photograph.  

Vegetated parts in the area all have a lower R, G and B value on the aerial photograph compared to the 

barren ridges (Figure 15). A higher R, G or B value thus indicates less vegetation. To amplify the 

differences between different locations, the RGB-values for every cell were multiplied to create the 

vegetation index (VI), according to the following equation: 

𝑉𝐼 = 𝑅𝑒𝑑𝑛𝑒𝑠𝑠 ∗ 𝐺𝑟𝑒𝑒𝑛𝑛𝑒𝑠𝑠 ∗ 𝐵𝑙𝑢𝑒𝑛𝑒𝑠𝑠 

Calculations were performed on different bands of the aerial photograph. The created map is aggregated 

to match the DEM with cell size of 10 meter. Aggregation was achieved by taking the median within a 10 

by 10 m cell, to ignore extremes and anomalies such as dark rocks and buildings. If values were larger 

than 2*106 or smaller than 8.5*104, the cell got a new value, which equals the average of the 9 

surrounding cells, including its own value. This was done to remove extremes with a larger extent . 

  

Resulting VI-values gave an exponentially decreasing relation with vegetation cover estimated in the 

field. A log transformation resulted in the best linear fit with observed vegetation cover. To reach an 

index ranging from 0 to 1, the following formula was applied to scale the log(VI) values: 

𝑠𝑐𝑎𝑙𝑒𝑑 𝑉𝐼 = 1 −
  (log(𝑉𝐼)) − min(log (𝑉𝐼))

(max(log (𝑉𝐼)) − min(log (𝑉𝐼))
 

The scaled VI was defined such that it increased with observed vegetation cover (Figure 16). Cells with a 

VI higher than 0.45 were classified as valley. Other cells were classified as ridge. 

4.4.3 Age map 

The conceptual model shows that age is an important variable in the soil forming processes in the study 

area (Figure 11). Higher locations are older than lower locations. The age was deduced from the 

Figure 15: Boxplot of RGB values for the 

sampling locations, sorted by different 

morphological unit. The RGB values come 

from the aerial photograph from 2009. 

Figure 16: Scatterplot of observed vegetation 

cover versus calculated vegetation index. 
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regression with elevation in order to create an area-covering map (Figure 3). Absence of small scale 

elevation differences results in a DEM with continually increasing altitudes towards higher terraces, what 

provides the opportunity of creating a continually increasing age map. 

4.5 Structural equation modelling 

4.5.1 Introduction to the model 

Structural equation modelling (SEM) is designed to analyse interactions in a system, by calculating both 

direct and indirect effects of different variables on each other (Grace and Keeley, 2006). A SEM generally 

consists of two parts, a measurement model and path model (Iacobucci, 2009). The measurement model 

defines relations between measured variables and non-observable latent variables. The path model is 

similar to a regression model, where different latent variables are correlated with each other. Advantages 

of SEM over traditional (multiple) linear regression are that both direct and indirect effects between 

variables can be studied. Also effects of target variables on each other can be taken into account. 

Another advantage is that SEMs can split the variances of measurement model and path model. This way 

it is easier to determine where model improvements can be obtained. SEMs search for correlations in 

data, they do not show causal relations (Iacobucci, 2009). 

4.5.1.1 Measurement model 

Latent variables represent abstract variables that are not directly observable. Examples are biodiversity 

or customer satisfaction. The measurement model relates one or more measured variables to these 

latent variables, in order to get a value for the latent variables. This analysis is also known as factor 

analysis. Residuals from these calculations are characterised by variances of measurements. Calculations 

are done according to the following equation (Iacobucci, 2009): 

𝑥 = 𝐶 ∗ 𝑑 + 𝑟  

With the following terms: 

 x: a vector of e measured variables; 

 C: e*f matrix of factor loadings of the measured variables on the latent variables; 

 d: a vector of f latent variables; 

 r: vector of variance in the measurements, assumed to be normally distributed with zero mean 

and variance-covariance matrix G. 

4.5.1.2 Path model 

In the path model different latent variables are related to other latent variables. Two different variables 

can be distinguished. Exogenous variables are latent variables which are not influenced by other latent 

variables. They do influence other latent variables, which are called endogenous. Endogenous variables 

can be influenced both by exogenous variables and other endogenous variables. 

The path analysis is as follows (Iacobucci, 2009):  

𝑛 = 𝐵 ∗ 𝑛 + 𝐴 ∗ 𝑝 + 𝑗 + 𝑠,  

with following terms: 

 n: vector of k endogenous variables; 

 B: k*k matrix of coefficients of the relationships between the different endogenous variables; 

 A: k*l matrix of coefficients of the relationships between the exogenous variables and 

endogenous variables; 

 p: vector of l exogenous variables; 

 j: vector of intercepts of k intercepts of endogenous variables; 

 s: vector of k residual variances in the endogenous variables, assumed normally distributed with 

zero mean and variance-covariance matrix H. 
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Latent variables captured in vectors n and p combined form vector d from the measurement model. 

Vector j is not mentioned in Iacobucci (2009). j is added, because the intercepts are needed for the 

prediction with SEM. 

4.5.1.3 Parameterization 

SEM has to estimate parameters of matrices C, A and B. Matrix C contains the factor loadings of the 

measurement on the latent variables. To obtain a unique estimate for the latent variables, the first factor 

loading and variances should be fixed. If one latent variable is reflected in multiple measured variables, 

the factor loading of the first measured variable is set to 1 by default. When all factor loadings can be 

freely estimated, no unique estimate for the latent variable exists. The remaining factor loadings are 

estimated relative to the fixed first factor loading. Estimated variances and covariances by SEM are 

stored in matrices G and H.  

Regression coefficients estimated by SEM are stored in matrix A or B, depending if the independent 

variable is exogenous or endogenous. The coefficient is only estimated when the user indicates that there 

is a relation between two variables. the same goes for covariances in Matrices G and H. 

4.5.1.4 Prediction  

The path model can be rewritten into an prediction equation: 𝑛 = (𝐼 − 𝐵)−1 ∗ (𝐴 ∗ p) +  j. Matrices B and A 

were based on the regression coefficients from the model fit.  

4.5.2 Model structure 

The work with SEM was performed in the statistical program R, using the package lavaan (Rosseel, 

2012).  Lavaan is an open-source tool to define and calibrate a SEM. For working with raster data, the 

packages raster (Hijmans, 2014) and rasterVis (Lamigueiro and Hijmans, 2014) were used. Functions 

used in R are marked italic in the text. 

Lavaan works with list-wise deletion (deletion of an entire row) when there are NoData values in the 

dataset. This is the case when a horizon was not present at a certain location or when a horizon was not 

sampled. This led to a calibration on two sampling locations, when SEM was applied on each horizon 

simultaneously. That is why a SEM was made for every individual horizon. That way every model has 

sufficient data to fit and run the model. As an example, the SEM of horizon 1A is discussed in this report. 

The used model is displayed in Figure 17. 

The function lavaan() was used to fit the model. All code necessary for fitting the model should be 

defined in the model script when using this function. Nothing is added automatically, what does happen 

when using other fit functions. 

4.5.2.1 Measurement model 

In this study, latent variables are soil variables of interest. These variables are measured, but the 

measurements are subject to measurement error. The measurement model links the measured variables 

with the latent variables. A single factor loading of 1 was used, because each measurement is related 1 

to 1 with a latent variable. An example is the thickness of a horizon: 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 =  𝑟𝑒𝑎𝑙 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 +

 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑒𝑟𝑟𝑜𝑟.  

The following syntax was used to link the measured variables with latent variables:: 𝑙𝑎𝑡𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 = ~ 1 ∗

𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 . With the syntax 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 ~~ 𝑣𝑎𝑟 ∗ 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 , the variance in the 

measurements (var) was assigned to the measurements. Covariances in the measurements were 

assumed zero. This calculations of this variance are discussed in Section 4.7. 

The measured variables in the 1A horizon were thickness, silt fraction and organic matter fraction. They 

are mentioned as thick_1A, silt_1A and OM_1A in the model.  

The matrix with factor loadings C has the following form, because all factor loadings are set to 1: [
1
1
1

].  
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Variables age and VI were not considered in the measurement model, because it was assumed that the 

age and VI maps were without variance. Therefore, they could be used direct in the path model. 

 

4.5.2.2 Path model 

Regressions between the different latent variables were described according to the following syntax: 

𝑒𝑛𝑑𝑜𝑔𝑒𝑛𝑜𝑢𝑠 𝑙𝑎𝑡𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 ~ 𝑒𝑥𝑜𝑔𝑒𝑛𝑜𝑢𝑠 𝑙𝑎𝑡𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 +  𝑒𝑛𝑑𝑜𝑔𝑒𝑛𝑜𝑢𝑠 𝑙𝑎𝑡𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 . Exogenous variables in 

horizon 1A were age and vegetation index (VI), endogenous variables were thickness, silt fraction and 

organic matter fraction. They are mentioned as age_hy, VI, thick_1A_r, silt_1A_r and OM_1A_r in the 

model. The r indicates that this is the true, error-free value.  

The following syntax indicated that the variance in the latent variables should be calculated: 

𝑙𝑎𝑡𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑖~~ 𝑙𝑎𝑡𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑖. No value was assigned in the syntax, in order to let lavaan calculate the 

variance. The covariances were assumed to be zero. Lavaan always calculates intercepts of the 

endogenous variables. 𝐸𝑛𝑑𝑜𝑔𝑒𝑛𝑜𝑢𝑠 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 ~ 1 indicated that lavaan should also present these intercepts 

in the model output.  

The choice of explanatory variables was based on the conceptual model (Section 3.2). SEM has a 

function to search for other variables which have a high correlation with the target variable and can 

increase the accuracy of the fit. This function was used to find extra explanatory variables. Variables 

found in this way were only added if their involvement could be explained by soil forming processes in 

the area. The syntax for this function was the following:  

𝑚𝑖 < − 𝑚𝑜𝑑𝑖𝑛𝑑𝑖𝑐𝑒𝑠(𝑓𝑖𝑡_model)  

Figure 17: Model script of the SEM of horizon 1A. Text behind a # indicates a comment on the 

line before. 

Horizon 1A 

#creating the model 
LAVAAN_horA1 <- '               #name of the model 
 
# measurement model           #Indicate in what manner the latent variables depend on the measured variables 
thick_1A_r =~ 1*thick_1A         #multiplication by 1 sets factor loading to 1  
silt_1A_r =~ 1*silt_1A 
OM_1A_r =~ 1*OM_1A 
 
# variances observed variables  #indicate the variance in the measurements, as 

indicator of measurement error 
thick_1A~~1*thick_1A 
silt_1A~~0.00302*silt_1A 
OM_1A~~0.0385*OM_1A 
 
# path analysis (regressions)   #indicates the regressions between the different latent variables 
thick_1A_r ~ age+veg_index 
silt_1A_r ~ thick_1A_r+age 
OM_1A_r ~ age+veg_index+thick_1A_r 
 
#factor variances                    #Requests residual variances of endogenous variables 
thick_1A_r ~~ thick_1A_r                 
silt_1A_r ~~ silt_1A_r 
OM_1A_r ~~ OM_1A_r 
 
#Intercepts                           #This code indicates that intercepts should be taken into account with 

#the regression 
thick_1A_r~1 
silt_1A_r~1 
OM_1A_r~1 
' 
 
#fitting the model 
fit1Al <- lavaan(LAVAAN_horA1, data=V_data)  #Fit the model with the data 
 
summary(fit1Al,standardized=T)      #summary of the model fit 
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𝑚𝑖[𝑚𝑖$𝑜𝑝 ==  "~", ]  

This function returned a list of all possible combinations of involved variables, with an indicator of how 

much a certain combination would add to the total fit of the regression of the target variable. 

Matrix A, with correlation coefficients between exogenous and endogenous variables, is a 3*2 matrix with 

the following structure: 𝐴 = [

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠~ 𝑎𝑔𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠~ 𝑉𝐼
𝑠𝑖𝑙𝑡~ 𝑎𝑔𝑒 0
𝑂𝑀~ 𝑎𝑔𝑒 𝑂𝑀~ 𝑉𝐼

] . 

Correlation matrix B is a 3*3 matrix, with the following structure: 𝐵 = [
0 0 0

𝑠𝑖𝑙𝑡~ 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 0 0
𝑂𝑀~ 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 0 0

] 

4.5.3 Input data 

The data file for the model consisted of 20 rows, each indicating one sampling location in a valley 

position. Ridge positions were left out, due to their lack of aeolian cover. Columns were ordered per 

horizon and contained information on thickness, silt, gravel and sand fraction and organic matter 

fraction. The last columns contained the VI, altitude and age of the sampling locations. The output of 

lavaan presents the coefficients with a maximum of three decimal places. The order of magnitude for 

some variables was changed in order to get a proper display of the coefficients (Table 6).  

 

Model performance was visualized by applying the model on different combinations of age and VI, in the 

form of 50x50 rasters. The age raster contained values ranging from 0 to 140, separated over the 

different columns. The VI raster contained VI values ranging from 40-100, divided over the different 

rows. Combining both rasters resulted in a different combination of age and VI for every cell.   

Variances in the measurements is calculated using methods described in Section 4.7. 

4.6 LORICA 

MILESD (Model for Integrated Landscape Evolution and Soil Development) was developed to fill the need 

for an integrated soil-landscape model (Vanwalleghem et al., 2013). Soil forming processes included in 

this model are bedrock weathering, physical weathering, chemical weathering, neo-formation of clay, 

clay eluviation, bioturbation and the carbon cycle. MILESD used a basic landscape evolution model. In 

their discussion they stated that the soil-part of MILESD should be coupled with a state-of-the-art 

landscape evolution model, to improve the landscape-evolution part of their model. That is why the soil-

part of MILESD was coupled with LAPSUS (LandscApe ProcesS modeling at mUlti-dimensions and Scales), 

a landscape evolution model which takes into account several erosion and sedimentation processes, like 

for example water erosion and deposition, tillage, landsliding, solifluction and tectonics (Schoorl et al., 

2002). Coupling these two models improved the understanding of the dynamics and relations between 

soil development and landscape evolution (Vanwalleghem and Temme, 2014).  

The model used to predict the development of the particle size distribution in the study area is LORICA 

(Temme and Vanwalleghem, 2015). LORICA is a further development of MILESD. LORICA works with the 

preservation of mass. Weathering of a certain mass of a certain fraction results in the same mass of a 

finer fraction. The same goes for geomorphic processes as erosion and deposition. 

Table 6: Overview of data included in the input file + summary and units of data used for the SEM 
model of horizon 1A 

 Variable Unit Range of data for horizon 1A in valley positions 

Information 
per horizon 

Thickness cm 0-45 

Silt fraction % 5.6-18.6 

Sand fraction - Not used 

Gravel fraction - Not used 

Organic matter fraction % 1.7-6.4 

General 
information 

Altitude Meters 6.5-47.0 

Age  100 years 49.2-137.6 

Vegetation index % 41.2-68.3 
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4.6.1 Model structure 

Not all processes available in LORICA were used in this study, because some processes do not occur in 

the study area. Other processes were added, to take into account processes which were not yet available 

in LORICA. The used modules, and possible adjustments, are described below.  

4.6.1.1 Isostatic rebound 

To account for isostatic rebound in the area, an extra piece of code was added in LORICA (Appendix C1). 

The trend between age and elevation was used to calculate a threshold which determined which parts of 

the study area were present above sea level at a certain time step. Elevations lower than the calculated 

threshold were set to no data. This way the areas of the DEM which were considered below sea level at a 

certain moment in time were not subject to landscape and soil forming processes. Locations were 

affected by different processes from the moment of emerging until the end of the model run. 

The used trend comes from the shell datings from Long et al. (2012) (Figure 3). The trend is: 

𝑎𝑔𝑒 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = 218.02 ∗ 𝑒𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛 + 3508.7. Transforming this equation resulted in:  𝑒𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛 = (𝑎𝑔𝑒 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 −

3508.7)/218.02. The linear trend was extrapolated to the highest terrace (terrace level 6 in Figure 4). This 

beach ridge is the oldest undisturbed ridge in the study area and for that reason chosen as the initial 

shoreline for the model run. The lowest elevation on this terrace is 47 meter, which corresponds to an 

age of 13755 year.  

The following formula was added to LORICA: 

𝐼𝐹 𝐷𝐸𝑀𝑖,𝑗 > (
(13755 − 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝) − 3508.7

218.02
)  & 𝐷𝐸𝑀𝑖,𝑗 == 𝑁𝑜𝐷𝑎𝑡𝑎, 𝑇𝐻𝐸𝑁 𝐷𝐸𝑀𝑖,𝑗 = 𝐷𝐸𝑀_𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑖,𝑗 

Where i and j refer to a certain cell in the study area. DEM is the map which LORICA uses for its 

calculations at a certain time step. DEM_original is the DEM of the study area which is used as input in 

the model. 

4.6.1.2 Water erosion and sedimentation 

LORICA generates run-off and infiltration by applying rainwater on the grid cells. Run-off flows downhill, 

collecting sediments on its way. When the amount of sediments transcends the sediment capacity of the 

water, the sediments start to be deposited. Sediments can also be transported out of the study area. 

Mass of eroded material is equal to mass of deposited material in the study area and mass of sediments 

transported out of the area. Vegetation and coarse material decrease the mass of material that can be 

eroded. An extensive explanation of this module is provided in Temme and Vanwalleghem (2015). 

Initial values were used for almost all parameters in this module. Exceptions were erosion threshold and 

bio protection constant/vegetation cover. Erosion threshold indicates how much transport capacity must 

be available before erosion occurs. Field observations indicate some traces of erosion. That is why this 

parameter was set to zero, in order to let some erosion occur. The original values for the bio protection 

constant and vegetation cover are 1. Because of the scarce and low vegetation, bio protection constant 

was set to 0.5.  

4.6.1.3 Aeolian deposition 

LORICA is not designed to model aeolian processes. That is why an extra module was added (Appendix 

C2). In the first time step, gravel content of the first soil layer in valley positions was set to zero. Sand 

content was set to a very small amount (10-10 kg), to make sure that the layer kept existing. Removed 

material was added to the lowest layer, to avoid loss of material. The amount of sand added every time 

step was calculated using the slope of linear regression between the increase of thickness of the 1A 

horizons in valley positions with age.  

This thickness was converted to an amount in kilograms using the bulk density of the aeolian sand cover, 

which was calculated by taking average bulk density of buried 1A2 horizons, described separately in the 

field. These buried horizons are less affected by plant growth and other surface processes.  
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4.6.1.4 Physical weathering 

Through physical weathering, gravel content in the soil changes to sand. Sand then again changes to silt. 

Decrease in gravel fraction is used to determine the weathering rate, using the following formula: 

𝐺𝑟𝑎𝑣𝑒𝑙𝑡 = 𝐺𝑟𝑎𝑣𝑒𝑙0 ∗ (1 − C0)𝑡 , where Gravelt is the gravel fraction at time t, Gravel0 is the initial gravel 

fraction and C0 is the weathering rate at the surface (y-1). The intensity of weathering decreases with 

depth in the soil (Vanwalleghem et al., 2013), following the formula 𝐶𝑑 = 𝐶0 ∗ e𝑘𝑑 , with Cd (y-1) the 

weathering rate at depth d (m) and k the depth decay constant (m-1). 

Initial weathering rate and initial gravel fraction were derived from comparing weathering rates in 2Bl 

and 2BC horizons, by performing linear regression on the logarithm of gravel content in both horizons, 

according to the following formula: 

log( gravelhorizon) = log (Gravel0) − Cℎ𝑜𝑟𝑖𝑧𝑜𝑛 ∗ t 

Rewriting these formula results in: 

𝑔𝑟𝑎𝑣𝑒𝑙horizon = Gravel0 ∗ (1 − Cℎ𝑜𝑟𝑖𝑧𝑜𝑛) 𝑡  

Depth of 2Bl horizons was calculated by adding the thickness of overlying horizons with half of the 

thickness of the 2Bl horizons. Depth of 2BC horizons was calculated by adding 0.15 meters to the 

cumulative thickness of overlying horizons. Only locations where both a 2Bl and 2BC horizon were 

observed were considered in these calculations. Weathering rates of both horizons, combined with 

average depth of the horizons, resulted in the depth decay constant k and initial weathering rate C0. The 

depth decay constant k was calculated as 𝑘 =
𝑙𝑛

𝐶𝐵𝑙
𝐶𝐵𝐶

𝑑𝐵𝑙−𝑑𝐵𝐶
. With a known k, Co was calculated.  

Smaller particles have a larger reactive surface, so physical weathering processes happen faster for 

smaller particles. This was implemented in LORICA using the following formula: 

−𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑠𝑖𝑧𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

𝑙𝑜𝑔10(𝑢𝑝𝑝𝑒𝑟 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑠𝑖𝑧𝑒)
 

Where particle size constant indicates how strong the effect of a smaller particle size is.  

As input for the particle sizes of gravel, sand and silt, the initial values were used. These are 0.01 m, 

0.002 m and 0.00005 m. They serve as upper limits of the particles in the model and were based on 

USDA classification (Vanwalleghem et al., 2013). Upper limit of silt particles measured in the laboratory 

is 67µm, but this was overlooked when filling in the parameters for the model. Particle size constant was 

kept on the initial value of 5 (Vanwalleghem et al., 2013). 

Combining all formulas affecting physical weathering results in the following equation, which was used in 

LORICA: 

𝑊𝑒𝑎𝑡ℎ𝑒𝑟𝑒𝑑 𝑚𝑎𝑠𝑠𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑡𝑜𝑡𝑎𝑙_𝑚𝑎𝑠𝑠𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 ∗ 𝐶0 ∗  𝑒𝑘∗𝑑𝑒𝑝𝑡ℎ ∗
−𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑠𝑖𝑧𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

𝑙𝑜𝑔10(𝑢𝑝𝑝𝑒𝑟 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑠𝑖𝑧𝑒)
 

All gravel weathered only to sand and all sand weathered only to silt. The weathering stopped at the silt 

fraction, because there were no traces of finer material in the soils. The script is located in Appendix C3. 

4.6.1.5 Silt translocation 

Silt in the soil was formed by physical weathering of gravel and sand particles. Silt released by 

dissolution of parent material was assumed to be negligible (C´iric´ and Senic´, 1985). A part of the 

produced silt eluviated through the soil profile via a downward water flux. This eluviation is comparable 

to eluviation of clay through a soil. That is why the script for clay eluviation was adjusted to calculate silt 

transport in the soil (Appendix C4). Silt was transported from one layer to the layer below according to 

the following formula:  ∆silt =  siltmax(1 − e−k∗Psilt)∆t (Vanwalleghem et al., 2013), with: 

 ∆silt =amount of silt eluviating per time-step; 

 siltmax: the maximum amount of silt that can eluviate per time-step; 



 
 

26 
 

 k: a constant, set to 1 in this study; 

 Psilt: the mass fraction of silt in the layer where the silt eluviates from. 

5 soil pits were selected to calculate the siltmax. These pits were sampled on ridge positions without 

aeolian cover, indicating only vertical water transport and no other sources of silt than silt originating 

from weathering of the marine deposits. The amount of silt in these soils was calculated using silt 

fractions, horizon thicknesses and bulk density of horizons 2A, 2B and 2Bl.  

An input file for LORICA, containing the same altitudes as the selected soil pits, resulted in the simulated 

amount of silt in the modelled 2A and 2Bl horizons. The siltmax was calibrated by searching for the lowest 

RMSE between silt content in the model output and field data. 

4.6.2 Input data 

4.6.2.1 Digital elevation model 

Aeolian cover was subtracted from the DEM in order to simulate initial conditions of the area. Thickness 

of the aeolian cover should have been based on regression between thickness and age (Figure 31), like 

the aeolian deposition. However, something went wrong in the map preparations, where a regression 

between the square root of thickness and square root of age was used. This regression produced a better 

fit, with a higher R2. Analysis on the model results was already performed when I found this out. Due to 

time constraints this error could not be fixed in time and analysis was performed on the output resulting 

from the wrong input DEM. This DEM was calculated using the following formula:  

𝐷𝐸𝑀𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑎𝑒𝑜𝑙𝑖𝑎𝑛 𝑠𝑎𝑛𝑑 = 𝐷𝐸𝑀𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − (√218.02 ∗ 𝐷𝐸𝑀 + 3508.7 ∗ 0.0072 − 0.1442)2 

Besides the study area, also a part upstream of the marine terraces was used as input, in order to let 

sediments enter the study area from higher located areas.  

Due to inconsistencies in the DEM, a part of the flat sea surface was included in the DEM when it was 

clipped by the terrace levels. This flat area led to errors in LORICA, because it cannot handle flat surfaces 

at the borders of an area. Also permafrost lakes located on T1 and T2 produced errors, because they 

were present as sinks in the DEM. Both the permafrost lakes as the flat sea surface were removed from 

the DEM, to prevent errors in LORICA.  

4.6.2.2 Map of ridges and valleys 

To indicate which cells receive aeolian sand, a map of ridges and valleys, indicated with 0 and 1, was 

used. Cells with a VI higher than 0.45 were indicated as valley, cells with a VI lower than 0.45 were 

indicated as ridge.  

4.6.2.3 Input parameters 

Annual precipitation in the Ebba valley is 200 mm, from which the most part falls as snow (Strzelecki, 

2012). In summer, precipitation falls as very light drizzle. Due to the absence of the sun in the winter 

months, very small amounts of precipitation in summer and melting of precipitation in solid phase in a 

short time window, I assumed the evaporation to be negligible.  

There is no information available on the exact infiltration amounts in the study area. The soils in the 

study area are dry and coarse-textured. Average soil moisture content in the samples examined in the 

lab was 9.5%, with a standard deviation of 7.6 %. According to Gray et al. (2001), these dry and coarse 

soils can be sorted in the group with unlimited infiltrability. Because of visible gullies in the area it is 

clear that not all water infiltrates, but also overland flow occurs. That is why I chose infiltration to be 

75% of the precipitation.  

Initial composition of marine deposits was deduced from the initial gravel content calculated using the 

formulas in Section 4.6.1.4, which is 0.90 for the 2Bl horizon and 0.89 for the 2BC horizon. Marine 

sediments only consist of coarse materials, no silt is deposited in situ. This is also visible in the deposits 

on the current beach (Figure 18). This resulted in an initial distribution of 90 % gravel and 10 % sand in 

the beach deposits.  
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Initial soil depth in the terraces was set to 100 meters. That way soil development is not limited by the 

available amount of soil material. The number of soil layers in LORICA was set to 10.  

The model was run for 13755 years, corresponding to the minimum age of the highest terrace in the 

area. The model runs from the past to the present. Table 7 contains an overview of all parameters used 

as input. 

 

4.6.3 Translating model output into horizons 

X and Y coordinates of the sampling locations in the field were used to select which soil profiles LORICA 

had to give as output. The 10 soil layers in the outputs were translated in 4 horizons (1A, 2A, 2Bl and 

2BC) to compare them with the field observations. Criterion for 1A horizons was a gravel fraction lower 

than 0.05, which indicates the sandy/silty nature of the horizon. Most 2A horizons observed in the field 

have a sand fraction larger than the gravel fraction (Figure 19). For 2Bl horizons, gravel fraction is in 

Table 7: Parameters used as input for the LORICA model 
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Figure 18: Pictures of the current beach, consisting of gravelly and sandy material. 
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general larger. Separation was thus based on which of the fractions dominated in the output layers of 

LORICA. This border is displayed by the 1:1 line in Figure 19. The lower boundary of 2Bl horizons was 

based on silt fraction (Figure 20). A border of 2.5% separates almost all 2Bl horizons from the 2BC 

horizons. 2BC horizons with a silt fraction higher than 2.5% were in general located on higher terraces 

(Figure 23).  

   

Decision rules were applied in following order: 

1. Gravel fraction < 0.05 → 1A horizon 

2. Sand fraction > gravel fraction → 2A horizon 

3. Gravel fraction  > sand fraction → 2Bl horizon 

4. Silt < 0.025 → 2BC horizon 

Horizon thickness was calculated by adding thicknesses of the layers appointed to a certain horizon. The 

same was done for mass of present gravel, sand and silt. Fractions of gravel, sand and silt were 

calculated by averaging fractions of the layers appointed to a certain horizon. 

LORICA worked with cells of 10 by 10 meters in this study. In order to compare quantities of soil 

material from the model with field observations, the quantities of modelled soil material were divided by 

100, to get the results per square meter. 

4.7 Variation in the measurements 

A part of the variation in the measurements was caused by devices used to measure the data. This 

variation is quantified using variances in the measurements. Horizon thickness was measured using a 

tapeline. Results in the laboratory were all measured with a scale. When a sample was placed on a scale, 

it took a while before the given weight was steady. After it became steady, the value could still shift. 

Some cups used for the LOI were weighted multiple times.  

4.7.1 Variance in measuring thickness 

Standard deviation in thickness measurements using the tapeline was estimated to be 1 cm. This error 

can be caused due to the following processes: 

 Positioning the base of the tapeline wrong (e.g. not exactly on the end of the previous horizon), 

the thickness could be both underestimated or overestimated; 

Figure 19: Scatterplot of gravel fraction versus 

sand fraction, for the 2A and 2Bl horizons 

observed in the field.  Points above the black 

line have a sand fraction higher than the gravel 

fraction. Points below the black line have a 

higher gravel fraction. 
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 Rounding the measurements to whole cm. 

4.7.2 Variance in laboratory measurements 

Two scales were used in the laboratory. A paired T-test showed that there is no significant difference 

between output of the two scales. Variance of the measurement errors for one single measurement with 

a scale was calculated by taking the weighted average of variances of the cups calculated with Excel, 

according to the following formula: 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑠𝑐𝑎𝑙𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 (𝑔2) =
∑ 𝑣𝑎𝑟𝑖 ∗ 𝑜𝑏𝑠𝑖

𝑛
𝑖=1

∑ 𝑜𝑏𝑠𝑖
𝑛
𝑖=1

 

With the number of cups n that is weighted more than once, vari as the variance in cup i and obsi as the 

amount of observations for that cup.   

Variance propagates through calculations of target variables. Resulting variance in target variables was 

calculated using standard procedures for error propagation. This is done for every observation. Per 

horizon (1A, 2A, 2B, 2Bl and 2BC), the average variance for each property is taken.  

4.8 Validation of model results 

SEM was validated using cross validation (Appendix B6). One sample was removed from the input file. 

The model was then fitted on the remaining samples. The fitted model was applied on the age and VI of 

the removed sample. Resulting thickness, silt content and organic matter content were compared to 

measured values from the removed sample.  

Results of the models were plotted against observations in the field. Comparing scatterplots  with the 

identity line indicated if trends in the model results matched observed trends. It also showed if the model 

overestimated or underestimated certain variables by the position of scatter-points above or below the 

identity line. This bias was quantified by the mean prediction error: 𝑀𝑃𝐸 =
1

𝑛
∑ [ŷ𝑖 − 𝑦𝑖]

𝑛
𝑖=1 , with ŷ as the 

predicted value and y as the observed value in the field (Hengl et al., 2004). 

Accuracy of the models was tested using the Root Mean Squared Error (RMSE). The RMSE is the square 

root of the mean squared error: 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ [(ŷ𝑖 − 𝑦𝑖)2]𝑛

𝑖=1 . 

For SEM, validation statistics were performed on results of the cross-validation and field observations. 

For LORICA, the validation was performed on the output of the 30 sampling locations and corresponding 

field data. 

The output of LORICA was compared to two judgmentally chosen locations (J10 and J11), to see how the 

model performs on locations not taken into account in the calibration (J10) and located just outside the 

study (J11). 
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5 Results 

5.1 Data analysis 

Data collected during the fieldwork and in the laboratory were used for calibration of the two models. 

This section describes trends that can be seen in field and lab results. First, a summary of the data is 

given. After that, trends in different variables are treated using graphical illustrations. Variables 

considered are horizon thickness, gravel fraction, silt fraction and organic matter fraction.  

5.1.1 Summary of sampling locations 

Table 8 provides an overview of the occurrence of different horizons on different morphological settings, 

ordered per terrace level. Most 1A horizons occur in valleys and on sloping terrain. A few exceptions are 

located on a ridge positions. These points are located in small depressions on ridges, where still some 

aeolian sand is accumulated, due to present vegetation. This is shown by the relatively small thickness of 

the 1A horizon on the ridges compared to the 1A horizons in valley positions, for terrace level 5.  

Only 5 sampling points contain a 2B horizon. This is in contrast with the hypothesis that between the A 

horizons and Bl horizon a layer with less silt is located, which acted as transport layer for the silt. Due to 

this low occurrence, 2B horizons were not considered in the model studies. 

  

Table 8: Overview of the horizons present in the different sampling locations, divided over 

the different morphological settings on the different terrace levels. Between brackets the 

average thickness of those horizons is mentioned. 

Terrace level Horizon ridges slopes valleys Total 

1 1A   2 (12) 2 

2A   2 (12) 2 

2B    0 

2Bl   1 (12) 2 

2BC   2 1 

Total samples   2 2 

2 1A 1 (10) 1 (10) 2 (13.5) 4 

2A 2 (10) 1 (11)  3 

2B  1 (20)  1 

2Bl 2 (23) 1 (29) 2 (35) 6 

2BC 3 1 2 5 

Total samples 3 2 2 7 

3 1A  2 (26)  2 

2A 1 (7) 1 (20)  2 

2B 1 (23) 1 (26)  2 

2Bl 1 (25) 1 (10)  3 

2BC 1 2  2 

Total samples 1 2  3 

4 1A  1 (7) 8 (32.75) 9 

2A 1 (6)  4 (20) 5 

2B    0 

2Bl 1 (69) 1 (8) 4 (40.75) 7 

2BC 1 1 5 6 

Total samples 1 1 8 10 

5 1A 2 (11)  5 (31.4) 7 

2A 2 (15)  1 (36) 3 

2B 1 (38)  1 (30) 2 

2Bl 2 (35)  4 (22.5) 6 

2BC 2  4 6 

Total samples 3  5 8 

Total per morphological setting 8 5 17 30 
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5.1.2 Horizon thickness 

 

In general, the thickness of 1A and 2Bl horizons increase with age. For horizon 2A it seems that the 

thickness decreases (Figure 21). When a horizon was absent in a soil pit, it got a thickness of 0. This 

happened especially for 2A and 2B horizons. 

5.1.3 Gravel fraction 

Gravel fraction can decrease by physical weathering and dissolution. This is visible in the reduction of 

gravel fraction in horizons 2Bl and 2BC (Figure 22). The 2Bl horizon shows a steeper trend and lower 

gravel fractions compared to the 2BC horizon, showing faster weathering processes in higher horizons. 

Changes of gravel fraction in horizons 2A and 2B show no trend with age.  

Figure 21: Boxplot of the horizon thickness for different terrace levels.  
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Figure 22: Boxplot of gravel fraction in the horizons formed in marine sediments, on different 

terrace levels. 
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5.1.4 Silt fraction 

 

Silt fractions in 1A and 2A horizons decrease towards higher terraces. For lower lying 2Bl and 2BC 

horizons, silt fractions increase with altitude (Figure 23). No trend is visible for 2B horizons. The total 

amount of silt in 2Bl horizons increases faster than the total amount of silt in both 2A horizons combined 

(Figure 24). 

 

Figure 23: Boxplot of silt fraction in different horizons on different terrace levels (A) and in a 

vertical profile on each terrace level (B).  
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Figure 24: Total amount of silt observed in the field, for 

both A horizons combined and for the 2Bl horizon 
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5.1.5 Organic matter 

 

Boxplots in Figure 25a show that organic matter fraction decreases with age in 1A and 2A horizons. Total 

amount of organic matter in the 1A horizons increases with age (Figure 26). For horizons 2Bl and 2BC 

the organic matter fraction increases with age. There is still a lot of fluctuation in the trends. The OM 

fraction in the soils decreases with depth (Figure 25b). Both A horizons show a significantly higher OM 

fraction than the B horizons on all terrace levels (save for the 2B horizon).  

 

5.2 Structural equation model 

5.2.1 Variance in measurements 

Variance per measurement with laboratory scales is 4.5*10-3 g2. This variance propagates through the 

calculations of the variables of the 1A horizon. The variance in thickness is 1 cm2. For the percentage of 

silt and percentage of organic matter, the variances are 3.02*10-3 and 3.85*10-2. These variances were 

used in the input of the SEM.  

Figure 25: Boxplot of organic matter fraction in different horizons on the different terrace levels (A) 

and in a vertical profile on each terrace (B).  
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Figure 26: Scatterplot of total amount of organic matter 

observed in 1A horizons, calculated with bulk density, 

organic matter fraction and horizon thickness. 
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5.2.2 Parameterization 

Table 9 shows the summary of the fitted SEM for horizon 1A. A schematic overview is provided in Figure 

27. The model used 17 of 20 samples, because three samples contain NoData due to errors in sampling 

or because of absence of a 1A horizon. Model fit is quite good, considering the high P-value (0.625).  

Thickness of 1A horizons increases with age, with 0.178 cm/100 years = 1.78*10-5 m/year. It also 

appears that vegetation has a negative effect on thickness. Remaining variance in thickness is 79.5 cm2. 

Variance in the original data is 170.4 cm2. A substantial amount of the variance is thus removed by 

applying this model. Best indicators for silt fraction in 1A horizons are age and horizon thickness. Age 

has a very significant negative effect on the silt content, while thickness has a positive effect. Variance in 

silt fractions is brought back from 11.1 to 5.3. Organic matter can best be explained by age, VI and 

horizon thickness. Both increasing age and thickness have a negative effect, while an increasing VI has a 

positive effect.  

 

5.2.3 Visualizing model performance 

For a combination of young soils and high VIs, the model results in negative thicknesses (Figure 28a). 

Soil with ages and VIs corresponding to these negative thicknesses are not present in the study area. 

The negative thicknesses are a result of extrapolation of the model. Effect of VI on thickness is similar to 

effect of age on thickness, because the horizontal variation in the figure is similar to vertical variation.  

Although VI has no direct influence on the silt fraction through the regressions, there are indirect 

influences, such as through thickness. However, this effect is much smaller than the effect of age, as 

evidenced by the larger horizontal variation in Figure 28b.  

Influence of age and VI on organic matter is also similar, just as with thickness. Effect of exogenous 

variables is however opposite than their effect on thickness. This results in low values for old soils with a 

low vegetation index and high values for young soils with a high vegetation index. 

 

 
 

 

Figure 27: Schematic overview of the fitted SEM model for the 1A horizon. Rectangles 

indicate field measurements. Oval shapes indicate the latent variables. The terms used in 

the model are displayed between brackets (Table 10). The numbers are coefficients 

resulting from fitting the SEM. Exogenous variables in this study (age and VI) are known 

exhaustively in space and are used as input for the prediction model.  
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Table 9: Summary of the fitted SEM for horizon 1A. 

Figure 28: Visualization of how SEM reacts on different combinations of age and VI. Circles indicate 

the age and VI combinations of field data. 
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5.2.4 Predictions for the study area 

The trends visible in Figure 28 also occur in model results for the study area (Figure 29).  

Modelled thickness of the 1A horizon (Figure 29a) increases from approximately 5 cm near the current 

coastline to 40 cm on the highest terraces. Local variation is caused by variation in vegetation index. 

Second and third terrace level show some lines of higher thickness, parallel to the terrace border, which 

coincide with cryoturbation patterns with a lower vegetation index. Thicknesses appear to be quite 

constant on the three lower levels, around the 15 cm. In the 4th terrace the thickness strongly increases 

towards 25 cm on the 5th terrace level.  

Silt fraction in 1A horizons decreases gradually towards higher horizons (Figure 29b). VI causes small 

scale variability, disturbing the general trend in the area. Highest silt fractions, around 10%, can be 

found on the lowest terrace. This fraction decreases to approximately 3% on the highest terrace.  

Organic matter fraction also decreases towards higher terrace levels (Figure 29c). Visible patterns 

resemble those of thickness, as they are caused by the same exogenous variables. But where thickness 

would increase due to a low VI, OM content decreases. Values range from approximately 6% for the 

lowest horizon to 3.5% for the highest terraces. Total organic matter content, calculated by multiplying 

the fraction with thickness of the horizon and bulk density of aeolian deposits, increases with age (Figure 

29b). 

5.2.5 Validation 

Table 10: Summary of simulations resulting from cross-validation of samples from the 1A horizons 
located in valley positions. 

 Average Standard 
deviation 

Min Max RMSE RMSE/ 
average 

MPE MPE/ 
average 

Thickness 
(m) 

2.14E-01 8.66E-02 1.02E-01 3.70E-01 1.21E-01 5.67E-01 1.42E-04 6.62E-04 

Silt fraction 
(-) 

6.93E-02 2.40E-02 2.97E-02 1.03E-01 4.35E-02 6.27E-01 -3.12E-02 -4.50E-01 

OM fraction 

(-) 
6.22E-02 1.27E-02 3.86E-02 8.21E-02 2.00E-02 3.22E-01 1.77E-02 2.84E-01 

 

Table 10 shows summary statistics and validation statistics for cross-validation results. The high RMSE of 
thickness indicates a low accuracy of the model. Figure 30a indicates this through the large scatter 
around the identity line. The simulations are almost unbiased, according to the MPE of 1.42*10-4 m. The 
model underestimated the silt fraction in the 1A horizons, according to the negative MPE and positioning 
of the scatter-points below the identity line (Figure 30b). With a RMSE of 0.044 (64 % of predicted 

average) the prediction is also not very accurate. An RMSE of 0.020 (relative to predicted average: 
0.323) indicates a relatively high accuracy. The scatter-points in Figure 30c follow a clear trend. The 
simulations are overestimated, according to the scatter-points above the identity line and the positive 
MPE. 
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5.3 

Figure 29: Properties of the 1A horizon in the valley positions, simulated by SEM.  The study area is 

delineated by the black lines, indicating the different terrace levels. White places in indicate areas 

outside the study area  or ridge positions, where no aeolian deposits are present 
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Figure 30: Scatterplots of simulations by SEM versus field observations for thickness (A), silt 

fraction (B) and organic matter fraction (C). The black line indicates the identity line.  

A B C 



 
 

39 
 

LORICA 

5.3.1 Parameterization and calibration 

Most parameters were retrieved from field and laboratory data. Parameters for silt translocation were 

calibrated using multiple model runs. 

5.3.1.1 Aeolian deposition 

Regression shows that per year, averaged over valley positions, 2*10-5 meters of sand is deposited 

(Figure 31). This increase in thickness corresponds with 3.3*10-2 kg/m2/year, using bulk density of the 

aeolian cover (1651 kg/m3, standard deviation = 240 kg/m3). 

 

5.3.1.2 Physical weathering 

Weathering rates in the 2Bl and 2BC horizon are respectively 1.6*10-5 and 8.6*10-6 y-1, calculated using 

equations described in Section 4.6.1.4. Average depth calculated by taking the mean of the calculated 

depths is 0.42 m for the 2Bl horizons and 0.7 m for the 2BC horizons. Combining these parameters 

results in a k of -2.22 m-1 and an initial weathering rate of 4.06*10-5 y-1.  

5.3.1.3 Silt translocation 

siltmax is calibrated to the value which results in the lowest RMSE compared to 5 reference pits on ridge 

positions. This results in a siltmax of 0.172 kg/y-1. There is still a lot of variation between modelled and 

observed silt content in the reference pits. 

5.3.2 Prediction 

5.3.2.1 Landscape 

LORICA did not simulate any sedimentation in the study area. Change in altitude thus shows cumulative 

erosion in the area (Figure 32). A large difference is visible between ridges and valleys, with largest 

changes in the latter. Gravel in the ridges acts as shield for erosion processes. The amount of erosion 

ranges from 0.5 cm to a maximum of 8.5 cm.  

Figure 31: Scatterplot of the thickness of the 1A horizon versus age of the 

soils, for samples with an 1A horizon present and classified as ridge through 

their vegetation index. 
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5.3.2.2 Soils 

The layers in LORICA were translated into a 1A, 2A, 2Bl or 2BC horizon. The upper 9 layers in the output 

of LORICA were always classified as a 1A, 2A or 2Bl horizon. The lowest layer in LORICA was always 

classified as 2BC layer. There is illuviation of silt, but the amounts are too small compared to the gravel 

and sand content, that the silt fraction does not reach above the threshold of 2.5 %.  

Only results for 1A, 2A and 2Bl horizons are discussed here. Properties of simulated 2BC horizons are not 

representative for the field situation, because of the large quantity of gravel and sand.  

The simulated 1A horizons have an average thickness of 9.1 cm (Table 12). The large variation in this 

thickness is caused by the gradient from the lower to higher terraces and absence of aeolian sand on 

ridge positions (Table 11). The trend in thickness is constant, except for zero thicknesses (Figure 33a). 

There is no gravel present in this horizon. Silt had formed in situ by weathering of aeolian sand. Silt and 

sand fraction contain the same standard deviation, indicating that the change in sand fraction is the 

same change in silt fraction (Figure 33b and c).  

The average thickness of the 2A horizons is 6.8 cm, with a standard deviation of 7.7 cm. This large range 

of thicknesses can be addressed to weathering speed of gravel to sand. The thickest 2A horizons are 

located on the oldest terraces. No 2A horizons were modelled in soils on the lowest terrace. Also terrace 

level 3 lacks 2A horizons (Table 11). Thickness is negatively influenced by the presence of a 1A horizon 

(Figure 33a). 

Standard deviation of thickness of 2Bl horizons is smallest both in absolute sense as in relative sense, 

compared to the other two horizons. The thickest horizons are located on the lowest terraces. Depth of 

the 1A, 2A and 2Bl horizons stop at the point to where the top 9 layers reach, which is on average 0.56 

meters. More gravel was weathered into sand in older soils, creating thicker 2A horizons. Due to the 

rather constant soil depth, 2Bl horizons decrease in thickness in these older soils (Figure 33a). Gravel 

fraction of the 2Bl horizons also decreases in these older soils (Figure 33d).   

Figure 32: Map resulting from the subtraction of the 

output DEM resulting from LORICA from the DEM served 

as input, showing the change in altitude due to erosion. 

The input DEM is corrected for the aeolian sand cover 

(Section 4.6.2.1).  
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Table 11: Overview of averaged simulated soil properties, sorted per terrace levels. Zero 
thicknesses are left out. The horizons modelled indicate how much of the respective horizons are 
modelled on each terrace level. Between brackets is indicated how many of that horizon are 
observed in the field. 
Horizon Averaged variable Terrace 

level 1 
Terrace level 
2 

Terrace level 
3 

Terrace 
level 4 

Terrace 
level 5 

1A Horizons modelled 
(observed) 

2 (2) 4 (4) 2 (2) 5 (9) 6 (6) 

Thickness 0.09 0.10 0.11 0.15 0.19 

Sand fraction (-) 0.96 0.95 0.95 0.94 0.92 

Silt fraction (-) 0.04 0.05 0.05 0.06 0.08 

2A Horizons modelled 
(observed) 

0 (2) 1 (3) 0  (4) 7 (5) 8 (4) 

Thickness  0.05  0.11 0.15 

Gravel fraction (-)  0.48  0.45 0.41 

Sand fraction (-)  0.50  0.50 0.49 

Silt fraction (-)  0.02  0.05 0.10 

2Bl Horizons modelled 
(observed) 

2 (1) 7 (6) 4 (3) 10 (8) 8 (7) 

Thickness 0.44 0.46 0.47 0.40 0.32 

Gravel fraction (-) 0.66 0.64 0.62 0.54 0.50 

Sand fraction (-) 0.29 0.30 0.32 0.37 0.37 

Silt fraction (-) 0.05 0.06 0.06 0.09 0.13 

Figure 33: Scatterplots of soil properties modelled by LORICA versus the age of the soil. The blue 

diamonds are horizon 1A, the red squares are horizon 2A and the green triangles are horizon 2Bl.  
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5.3.3 Validation 

5.3.3.1 Thickness 

Figure 34 shows modelled horizon thicknesses plotted against observed thicknesses. All horizons have a 

relatively high RMSE (Table 12). Ratio between RMSE and average thickness is lowest for 2Bl horizons. 

Thickness of horizon 1A is underestimated and thickness of horizon 2Bl is overestimated, judging from 

the MPE and location of scatter-points relative to the identity line (Figure 34). Simulated thicknesses of 

the 2A horizon has a relatively low MPE. 

Combining all horizon thicknesses results in a very low MPE. The RMSE is in the same order of magnitude 

as the RMSEs of the individual horizons, but is higher relative to the simulated mean.  

5.3.3.2 Gravel  

Figure 35a shows a large spread in observed gravel fraction in 2A horizons. LORICA does not predict this 

spread and simulates a quite constant gravel fraction. This inaccuracy also appears in the relatively high 

RMSE of the 2A horizon. MPE of the gravel fraction in the 2A horizon is positive, where MPE of the 2Bl 

fractions is negative. RMSE of the 2Bl horizon is relatively small (27% of the average). 

Relative RMSEs are high for the modelled gravel content in horizons 2A and 2Bl. Gravel content of 2A 

horizons is overestimated for almost all locations. Overestimation of gravel in the 2Bl horizon is lower, 

but still for more than half the locations (Figure 35b).  

Table 12: Summary of the properties of the horizons simulated by LORICA. Included are the validation 
statistics.  
Horizon Summary 

statistic 
Thickness 
(m) 

Gravel 
fraction  
(-) 

Sand 
fraction  
(-) 

Silt 
fraction  
(-) 

Gravel 
content 
(kg) 

Sand 
content 
(kg) 

Silt 
content 
(kg) 

1A Average 9.1E-02 - 9.3E-01 6.7E-02 - 2.2E+02 1.7E+01 

Standard 
deviation 

7.8E-02 - 1.9E-02 1.9E-02 - 6.4E+01 9.3E+00 

Max 2.1E-01 - 9.6E-01 9.2E-02 - 3.0E+02 3.1E+01 

Min 0.0E+00 - 9.1E-01 4.4E-02 - 1.4E+02 6.3E+00 

RMSE 2.0E-01 - 6.0E-02 5.5E-02 - 1.8E+02 2.6E+01 

RMSE/ 
average (-) 

2.2E+00 - 6.4E-02 8.1E-01 - 8.1E-01 1.5E+00 

MPE -9.3E-02 - 4.1E-02 -3.1E-02 - -8.8E+01 -1.6E+01 

2A Average 6.8E-02 4.3E-01 5.0E-01 7.4E-02 1.1E+02 1.3E+02 1.8E+01 

Standard 
deviation 

7.7E-02 2.6E-02 2.7E-02 3.5E-02 4.4E+01 6.0E+01 1.2E+01 

Max 2.5E-01 4.8E-01 5.4E-01 1.2E-01 1.9E+02 2.5E+02 3.7E+01 

Min 0.0E+00 4.0E-01 4.6E-01 2.1E-02 4.8E+01 5.0E+01 2.1E+00 

RMSE 1.0E-01 3.5E-01 2.9E-01 9.5E-02 9.2E+01 2.0E+02 3.1E+01 

RMSE/ 
average (-) 

1.6E+00 8.2E-01 5.6E-01 1.6E+00 7.4E-01 1.3E+00 1.9E+00 

MPE -1.5E-02 1.3E-01 -6.3E-02 -6.3E-02 7.5E+01 -2.2E+01 -1.5E+01 

2Bl Average 4.0E-01 5.7E-01 3.4E-01 8.8E-02 5.0E+02 2.9E+02 6.9E+01 

Standard 
deviation 

7.0E-03 6.5E-02 3.6E-02 3.2E-02 1.5E+02 4.2E+01 1.7E+01 

Max 4.9E-01 6.7E-01 3.9E-01 1.4E-02 7.2E+02 3.5E+02 9.6E+01 

Min 2.4E-01 5.0E-01 2.8E-01 3.7E-02 2.4E+02 1.9E+02 4.0E+01 

RMSE 2.9E-01 1.5E-01 1.2E-01 3.5E-02 3.2E+02 1.9E+02 4.8E+01 

RMSE/ 

average (-) 

7.2E-01 2.7E-01 3.6E-01 3.9E-01 6.5E-01 6.5E-01 6.7E-01 

MPE 1.3E-01 -9.4E-02 7.5E-02 1.0E-02 1.5E+02 1.5E+02 3.0E+01 

Overall RMSE 2.1E-01 2.2E-01 1.6E-01 5.6E-02 2.8E+02 1.9E+02 3.9E+01 

RMSE/ 
average (-) 

2.6E+00 4.1E-01 2.4E-01 7.3E-01 7.0E-01 7.7E-01 8.9E-01 

MPE 6.5E-03 -3.9E-02 4.0E-02 -1.5E-02 1.3E+02 4.1E+01 7.0E+00 
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RMSE of combining all gravel fractions combined results in an RMSE in between individual RMSEs. The 

MPE is lower than both individual MPEs. For gravel content, overall RMSE and MPE are in between 

individual values.  

 

5.3.3.3 Sand  

Sand fraction in 1A an 2Bl horizons is mostly overestimated (Figure 35c). Validation of 1A horizon results 

in the lowest RMSE (Table 12). The lowest MPE results from validation of sand fraction in 2Bl horizons. 

Scatter-points of 2Bl horizons are closest to the identity line. There is an overestimation of the amount of 

sand in the 2Bl horizon. For 1A and 2A horizons, the model underestimates sand content (Table 12).  

The overall prediction of sand fraction has a lower MPE than the individual horizons. RMSE is 24% of the 

estimated mean. 

5.3.3.4 Silt  

Simulation of silt fractions gives high relative RMSEs. MPE is highest for 2A horizons, which is also 

evident in the underestimation visible in Figure 35e. 

Absolute amount of silt present in the horizons is underestimated for 1A and 2A horizons. Silt content in 

the 2Bl horizons is overestimated.  

Overall prediction of silt fraction and silt content has an MPE closer to zero than the MPEs of the 

individual horizons. Relative RMSE of the silt content is lower than RMSEs of the 1A and 2A horizons. For 

the silt fraction, relative RMSE is lower than those of the 2A and 2Bl horizon. 

5.3.3.5 Overall prediction 

Lowest relative RMSEs result from predictions of thickness and properties of the 2Bl horizon (Table 12). 

Except for the sand fraction, relative RMSEs are all the lowest for this horizon. Soil properties with lowest 

relative RMSEs are gravel and sand fraction. Largest relative RMSEs are in the thickness and silt content 

of the 1A horizon.   

Taking all predictions of a certain variable together results in general in a smaller MPE. Relative RMSEs 

are in between those of the individual horizons. 
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5.3.3.6 Comparison with external data 

Input parameters of LORICA are calculated using (a part of) the 30 random selected soil pits. This 

section compares model results for two soil pits which are not used to calibrate the model. The first soil 

pit, J10, is located on a ridge in the middle of the study area. The other one, J11, is located just outside 

the study area, above the ridge of terrace level 6 (Figure 13). Observed and predicted horizon properties 

of both locations are summarized in Table 13. 

J10 

LORICA did not simulate a 2A horizon for location J10, due to relatively low elevation. Not enough gravel 

was weathered into sand. However, this horizon was observed in the field and meets the criterion that 

the sand fraction should be higher than the gravel fraction, in order to be named a 2A horizon (Figure 

36). Total soil depth observed in the field is almost 50% higher than soil depth resulting from LORICA.  

Properties of 2Bl horizons are predicted quite accurate. Predicted particle size distribution differs a few 

percent from observed particle size distribution. Also predicted absolute contents of the three fractions 

do resemble field observations. The total amount of soil material is higher in the predicted 2Bl horizon, 

while the observed horizon is thicker. This is due to a difference in bulk density measured in the field and 

bulk density used in LORICA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

J11 

Both modelled profile and observed profile of J11 contain a cover of fine material. LORICA modelled it as 

a cover of only aeolian sand, due its morphological setting. Observations in the field show that the 

material from the horizon reacts weak to moderate on HCl, while aeolian deposits in the study area react 

strong to extreme on HCl. Also the texture class of silty loam is finer than the usual sandy loam of most 

Table 13: Overview of observed and predicted soil properties of locations 
J10 and J11. 
Horizon Variable J10 J11 

  Observed Predicted Observed Predicted 

 Total soil depth (m) 0.73 0.49 1.30 0.68 

1A Thickness (m) 0 0 0.95 0.21 

Sand fraction (-) - - 0.886 0.908 

Silt fraction (-) - - 0.09 0.092 

Sand content (kg) - - 1324.0 302.56 

Silt content (kg) - - 134.5 30.53 

2A Thickness (m) 0.09 0 - 0.16 

Gravel fraction (-) 0.429 - - 0.407 

Sand fraction (-) 0.448 - - 0.478 

Silt fraction (-) 0.123 - - 0.116 

Gravel content (kg) 64.5 - - 130.40 

Sand content (kg) 67.3 - - 152.45 

Silt content (kg) 18.5 - - 37.18 

2Bl Thickness (m) 0.64 0.49 0.35 0.31 

Gravel fraction (-) 0.661 0.633 0.739 0.497 

Sand fraction (-) 0.303 0.321 0.186 0.366 

Silt fraction (-) 0.036 0.046 0.075 0.137 

Gravel content (kg) 693.8 677.0 400.9 308.7 

Sand content (kg) 318.0 339.6 100.9 225.8 

Silt content (kg) 37.8 49.4 40.7 84.7 

Total mass horizon (kg) 1049.6 1066.0 542.5 619.2 
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1A horizons. This indicates a difference in parent material, where the material in the 1A horizon of J11 is 

probably alluvial material coming from the Wordiekammen.  

 

Properties of predicted 2Bl horizons are different from the observed values. Taking into account the 

depth of the horizon, which influences the amount of gravel weathering to sand, modelled values could 

be expected for a 2Bl horizon located on the modelled depth. Modelled gravel fraction is lower and sand 

fraction is higher than the observed fractions. Also the silt fraction is higher in the model outcomes. A 

deeper 2Bl horizon would have a lower silt content, or could even be classified as a 2BC horizon.  

 

  

Figure 36: Picture of soil pit J10, with a small, 

sandy 2A horizon on top of the more gravelly 

2Bl horizon. Also the layering of coarse and 

less coarse gravel in the marine sediments is 

nicely visible. 

Figure 37: Picture of soil pit J11, located in the 

colluvium captured by the highest terrace 

ridge. The thick cover of fine material is 

located on top of the beach deposits. Some 

gravel is captured in the 1A horizon. 
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6 Discussion 

6.1 Processes and observed properties on the marine terraces 

Age, topography and organisms are the main soil-forming factors (Jenny, 1946) influencing variability in 

soil properties on the marine terraces in the Ebba valley. Age of soils, controlled by isostatic uplift 

(Zwolinski et al., 2013), determines the period that soils are exposed to soil forming processes. Sorting 

and mixing of soil material by cryogenic processes is driven by water availability and topographic setting. 

Other processes influenced by topography are fluvial and aeolian erosion and deposition. The flat terrace 

levels are only to a small extent subject to fluvial erosion and sedimentation. Some beach ridges contain 

dissecting gullies, fluvial erosion (Mazurek et al., 2012). Lower lying beach valleys are more moist, 

influencing plant growth, physical weathering and dissolution of the parent material (Forman and Miller, 

1984; Zwolinski et al., 2013). Vegetation in these sheltered positions captures aeolian sand, while 

protruding ridges are prone to wind erosion. This vegetation gets buried by aeolian deposits and, 

together with the decay of dead plant material, increases the amount of organic matter in the area 

(Zwolinski et al., 2013). Humic acids produced by vegetation growth and dissolution of carbonate-rich 

parent material influence pH of the soil (Kabala and Zapart, 2009; Szymański et al., 2013). A downward 

flux of water through the permeable soil transports silt and dissolved carbonates, forming silt caps and 

calcitic pendants around gravels in the subsoil. 

Most dominant soil properties observed in the field were subsurface horizons enriched in silt, calcitic 

pendants attached to clasts, aeolian deposits in sheltered and vegetated positions and darker A horizons 

due to enrichment of organic matter (Figure 11). These properties were also observed in other arctic soil 

studies (e.g. (Forman and Miller, 1984; Courty et al., 1994; Pereverzev, 2012)).  

Decrease of weathering speed of gravel in the 2Bl and 2BC horizon (Figure 22) agrees with studies 

showing that weathering is not a linear process (Colman, 1981; West et al., 2005). There is no supply of 

gravelly material in the subsurface horizons, resulting in supply limited weathering. Physical weathering 

is mainly driven by fluctuations in temperature. Soil depth is used as proxy for temperature fluctuations, 

which decrease exponentially with depth (Vanwalleghem et al., 2013). This agrees with the faster decay 

of gravel fraction in 2Bl horizons, compared to decay in 2BC horizons. 

Particle size distribution in fresh aeolian sediments can be assumed homogenous, due to mixing in the air 

(Rachlewicz, 2010). However, silt fractions in both A horizons decrease with age, while the silt fractions 

in the 2Bl and 2BC horizon increase (Figure 23b). The amount of silt in 2Bl horizons increases faster than 

the total amount of silt in both 2A horizons combined, while weathering processes in the top horizons 

happen at a faster rate (Figure 24). These observations indicate eluviation of silt. Older soils were 

exposed to silt eluviation for a longer period of time. If production of new silt due to physical weathering 

in the top soil is lower than eluviation of silt, silt fraction decreases as the soils get older. Increase of silt 

in 2Bl horizons result in higher silt fractions. Moreover, the thickness and depth of the lower limit of 2Bl 

horizons also increase (Figure 21), agreeing with observations of Forman and Miller (1984).  

Organic matter fraction in 1A horizons decreases with age (Figure 25). The total amount however 

increases (Figure 26). This is because the amount of aeolian sediments burying vegetation that captured 

them was higher than the added amount of organic material. Horizontal layers of organic matter in the 

soil indicate this burial process. Some initial organic matter can be expected in sediments (Kabala and 

Zapart, 2012). However, organic matter fractions of 2Bl and 2BC horizons increase as soils get older 

(Figure 25), which indicates eluviation of organic matter. This agrees with the findings of Ugolini et al. 

(1990), who observe brunification in arctic desert soils by high mobility of dissolved organic material in 

the soil solution.   

Data analysis only shows correlations with age, while other soil forming factors, like topography and 

organism presence, also have a significant effect on soil forming processes and might explain part of the 

residual variation in the observed trends. These factors are indirectly taken into account by separating 

the vegetated 1A horizons located in valley positions from other horizons. Judging by eye, fluctuations in 

most trends in 1A horizons are smaller than fluctuations in trends in other horizons, showing the 

importance of considering the effect of other soil forming factors on soil properties.  
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6.2 Predicting soil properties with SEM 

Thickness of the 1A horizons correlates positively with age, as is also visible in field observations (Figure 

21). Thickness is negatively correlated with vegetation presence, meaning that there is a thinner aeolian 

cover on places with  more vegetation abundance. Fearnehough et al. (1998) show with their study on 

short term aeolian deposition that a thicker cover of aeolian deposits decreases permeability of the soil. 

As a consequence, deep-rooted shrubs were replaced by microbial crusts and shallow-rooted annual 

species. This result is supported by Ravi et al. (2007). Although texture of aeolian deposits in the study 

area was estimated to be coarser than texture of underlying 2A horizons, the absence of gravel in the 1A 

horizons still makes the top layer less permeable than horizons formed in the marine deposits. A thicker 

aeolian cover reduces abundance of larger plants and increases presence of lighter coloured microbial 

crusts. This is also visible on the aerial photograph (Figure 13), where higher terrace valleys are lighter 

coloured than lower lying terrace valleys. 

Silt fraction correlates negatively with age, as is also visible in Figure 23. Horizon thickness correlates 

positively with the silt fraction. A thicker aeolian layer means that also more silt was deposited. However, 

this does not compensate for the negative correlation with age as the decrease in silt fraction towards 

the higher terraces (Figure 29b). Absence of a significant correlation with vegetation agrees with the 

findings presented in the conceptual model (Figure 11). 

Organic matter fraction shows a negative correlation with age and thickness of the 1A horizon. This 

agrees with the concept of burying vegetation by aeolian material. The fraction decreases, but total 

amount of organic matter increases (Figure 29c and d). Negative correlation with age indicates eluviation 

of organic material. A positive correlation with the vegetation index shows that a higher vegetation 

abundance results in more organic matter in the soil, as can be expected. 

The simulations of organic matter and silt fractions of the 1A horizon are biased, as the MPEs (Table 10) 

and scatterplots (Figure 30) indicate. Cause of this bias is an error made in converting the path model to 

the prediction equation (Section 4.5.1.4). Intercept j was added after the rest of the equation was 

converted, instead of begin cooperated in the conversion. Instead of 𝑛 = (𝐼 − 𝐵)−1 ∗ (𝐴 ∗ p) +  j , the 

equation should be 𝑛 = (𝐼 − 𝐵)−1 ∗ (𝐴 ∗ p + j). The improved equation results in an MPE of -9.9*10-4 for the 

silt fraction, indicating an almost unbiased prediction.    

6.3 Simulating soil forming processes and predicting soil properties with LORICA 

Simulations of LORICA show interactions between different horizons. Especially the presence of a 1A 

horizon affects properties of underlying horizons (Figure 33). Weathering processes happen at a slower 

rate, as can be seen by lower sand fractions in 2A and 2Bl horizons when a 1A horizon is present. Silt 

fractions in the 2A and 2Bl horizons are higher when an aeolian cover is present. This surplus of silt 

originates from eluviation of silt produced by physical weathering in the top layer.  

The found weathering rate of coarse material in the study area is 4.06*10-5 kg/kg/y. Due to absence of 

literature on arctic physical weathering rates, this rate could not be compared with similar studies. Most 

articles aim at chemical weathering rates (e.g. (Taylor and Blum, 1995; Egli et al., 2001; Egli et al., 

2003)). Papers on general physical weathering rates are also scarce. Salvador-Blanes et al. (2007) 

estimated physical weathering rates in an area in the Southern Piedmont region of Georgia, USA, to be in 

the range of 8*10-4 y-1 to 6*10-5 y-1. However, other physical weathering processes occur in the Piedmont 

region. Where physical weathering in the Ebba valley is mainly frost shattering (Forman and Miller, 

1984), processes in the Piedmont region are probably more influenced by thermal stress and water 

ablation, considering the long and warm summers and rainfall 5 times as high as in the Ebba valley 

(Salvador-Blanes et al., 2007; NOAA, 2014). Although the found weathering rate and the minimum 

weathering rate applied by Salvador-Blanes et al. (2007) are in the same order of magnitude, 

comparison between the two rates is difficult, due to the different underlying processes.  

Initial gravel content also resulted from calculations of physical weathering rate. Initial contents of the 

2Bl (90%) and 2BC horizon (89%) are similar to each other and correspond to observations of Forman 

and Miller (1984) (85-90%). Judging on these results, calculations of physical weathering rates in both 

horizons are accurate and thus the resulting physical weathering can also be assumed to be an accurate 

estimate. 
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Because no literature is available on silt translocation, I assumed it to follow the same mechanism as 

clay translocation. Base rate of clay translocation assumed by Vanwalleghem et al. (2013) is 0.007 kg. 

The found base rate for silt is 0.172 kg, which is almost 25 times as high. Silt translocation is driven by 

snowmelt and permeability of the soil (Forman and Miller, 1984; Frenot et al., 1995). Although soils in 

the study area are highly permeable, silt particles are larger than clay particles and the study area is 

much drier than the humid area where the base rate for clay is based upon (Alexandrovskiy, 2007). 

Based on these factors, it is unlikely that the base rate for silt eluviation in the study area is 25 times as 

high as the mentioned base rate of clay. 

A general assumption is that weathering processes in the Arctic are physical in nature. However, 

chemical weathering processes do occur and are limited by moisture availability, and not temperature-

limited (Hall et al., 2002). Especially dissolution is a common process on marine terraces, as calcitic 

pendants observed in the field indicate (Forman and Miller, 1984; Courty et al., 1994). Modelling only 

physical weathering processes leads to a bias in simulation of other soil properties. Sand content in the 

2A and 2Bl horizons is overestimated for almost all locations (Figure 35d), because all weathered gravel 

breaks down to sand, instead of disappearing by dissolution. The amount of silt in 2Bl horizons simulated 

by LORICA is also overestimated. Calibration of silt eluviation has led to silt contents comparable to field 

observations (Figure 35f). However, the eluviation rate was heavily overestimated, to let the modelled 

amount of silt match the observed amount. The surplus of silt produced by LORICA is transported to the 

lowest layer, which is not taken into account in the analysis. Overproduction of silt in the profile also 

overestimated thicknesses of 2Bl horizons, which is determined by silt fraction (Figure 34, MPE=0.13). 

Taking into account other weathering processes like dissolution would avoid part of the simulation errors. 

However, there is no data available on the amount of dissolution of calcaric material in the study area. 

Isostatic rebound and aeolian deposition have a significant effect on the soil properties in the area, by 

indicating the start of soil forming processes or by adding a 1A horizon. Erosion and sedimentation have 

almost no influence (Figure 32). This contradicts with the occurrence of ridges intersected by gullies in 

the study area. Overland erosion will not occur on these higher lying ridges, but will flow through the 

valley positions in search for the lowest positions. This indicates that the erosion in these ridges is not 

solely triggered by overland flow. Another driving mechanism could be seeping groundwater from ridge 

escarpments. Seepage disaggregates the coarse material. The fine material is then removed by other  

processes (Higgins and Osterkamp, 1990). Seepage erosion occurs in cliffs and riverbanks (Higgins and 

Osterkamp, 1990; Fox et al., 2007)), but its occurrence in beach ridge sequences is not described yet. 

As described above, assumptions and limitations of the model have led to errors in simulating properties 

of the individual horizons. However, LORICA performs better on simulating properties of all horizons 

combined, compared to the individual horizons (Table 12 and Figure 35). This indicates that the essential 

soil forming processes and boundary conditions were used to simulate general patterns in the study area.  

6.4 Synthesis 

6.4.1 Comparing model results 

Both models predicted thickness and silt fraction of the 1A horizon in vegetated valley positions. This 

analysis considers the unbiased silt fractions, calculated with the right prediction equation (Section 6.2). 

Analysis is performed in 16 locations, for which both LORICA and SEM simulated properties.  

Validation statistics of both predictions show that the accuracy is in the same order of magnitude (Table 

14). Predictions of SEM are much more precise, considering the MPE. LORICA underestimates both 

thickness and silt fraction (Figure 38a). 

Patterns in Figure 38 indicate other model performances. There is a bias in the simulation of thickness by 

LORICA, but the scatter-points are more centered around the added trend-line (Figure 38a). The bias is 

caused by eluviation of silt and usage of different bulk densities in LORICA and in the field. Field bulk 

density of the 1A horizons is 1651 kg/m3 (Section 5.3.1.1). Bulk density in LORICA for pure sand is 1238 

kg/m3 and decreases with added silt. Regarding these two bulk densities, LORICA should overestimate 

horizon thickness. However, also eluviation of silt occurs, removing a substantial part of material from 

the 1A horizons, leading to underestimation of horizon thickness. Thickness of 1A horizons simulated by 

LORICA is based on linear regression of the field observations. SEM also uses regressions with field 
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observations. Expected would be that SEM would give better results, because it also takes vegetation 

presence into account. Based on Figure 38a I would say that the prediction of LORICA is more accurate 

than that of SEM, when not considering the bias. 

SEM predicts percentage of silt better than LORICA. A relatively low RMSE and MPE indicate a quite 

accurate and precise prediction. Trend in the prediction of LORICA is opposite to the observed trend, 

what is the main cause of the low accuracy and precision. 

Table 14: Validation statistics of predictions of SEM and LORICA for 1A 
horizons located in valley positions (n=16) 

  Average RMSE RMSE/ 
average 

MPE 

Thickness (m) SEM 0.22 0.12 0.57 -0.002 

 LORICA 0.15 0.13 0.87 -0.07 

Silt (%) SEM 9.8 3.1 0.31 -0.0042 

 LORICA 6.7 5.5 0.81 -3.1 

 

6.4.2 Performance of SEM 

Parameters estimated by SEM can be explained by physical processes (Section 6.2). Next to that, 

predictions from SEM are quite accurate. Predictions of silt and organic matter fraction were biased, due 

to an error in the prediction equation. Fixing this error resulted in better predictions (Section 6.4.1).  

Setting up a SEM costs a lot less time than setting up a mechanistic model. A SEM also requires less 

calculation time. Even if the mechanistic model already exists, SEM still has the advantages that 

parameters do not have to be estimated and that less process knowledge is required. Moreover, a SEM 

can provide this process knowledge by indicating correlations in the data. This knowledge can be used as 

basis for studying the mechanics behind a certain process. Separation between variances in the 

measurement model and path model show if the uncertainties in the model are due to errors in the data 

or in the prediction and indicate which part of the model can be improved.   

A disadvantage of a linear and static model like SEM is that it gives a less good representation of soil 

forming processes compared to a mechanistic model. Next to that, this linearity also prevents a SEM of 

predicting the absence of a horizon. This problem is avoided in this study by using a dataset of only the 

valley positions to predict the properties of the 1A horizon. This would not help for e.g. the 2A horizons, 

where the zero thicknesses are scattered around the study area. A solution would be to expand SEM to a 

logistic model, which is capable of predicting the absence of a certain property.  
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Another disadvantage is the requirement of large datasets in order to get an accurate prediction. Where 

field data are used for parameterization and calibration with a mechanistic model, a SEM has to estimate 

correlations between different variables using the field data. An increase in target variables would mean 

a demand for a larger dataset. Grace et al. (2010) used 90 locations to study heterogeneity in plant 

recovery after a forest fire. Iacobucci (2010) state that SEMS can also perform well with ‘small’ sample 

sizes of 50 to 100. This shows the need for large sample sizes, to create a model with more relations and 

a better fit. The SEM used in this study was deliberately kept simple, with only three endogenous 

variables and two exogenous variables. Considering the small dataset of 17 samples, a more complex 

model could not be used. The model fit is quite good, with a P-value of 0.625. A larger dataset would 

probably increase the fit of the model, and give the opportunity to find more correlations in the dataset, 

between different exogenous and endogenous variables. This would be advised for the application of SEM 

on the 2A and 2Bl horizons, because they contain more target variables. 

The aim of this study was to explore the use and performance of a SEM in explaining and predicting 

distribution of soil properties. Using structural equation models requires a steep learning curve in order 

to understand the terminology and get a grasp on the possibilities SEM offers. This study explored the 

basic functions of a SEM. Despite the error made in the prediction equation, the results are promising 

and show a good correlation with the field data. Comparison with LORICA shows that SEM results in 

predictions with more precision and accuracy (Section 6.4.1). Quantification of the variance in the 

predictions would give useful insights in the quality of the predictions and the strength of a SEM over 

other, more basic, statistical models. This study shows the potential of a SEM in helping to understand 

relations between different soil properties and predicting these properties based on explanatory 

variables. 

6.4.3 Performance of LORICA 

Using the mechanistic and dynamic model LORICA has given some interesting insights in the relations 

between processes occurring in the study area. For example, the presence of an aeolian cover not only 

influences the weathering rates of underlying horizons, it also has an effect on erosion processes (Figure 

32) and the total amount of silt in the soil (Figure 35f).  

In order to fully understand the functioning of a system, all occurring processes should be included in the 

mechanistic model. This was attempted in this study by modelling aeolian deposition using a linear 

regression with age and bulk densities observed in the field. Basing initial conditions for the model run, 

which still have to undergo soil forming processes, on the current situation in the field where these 

processes already have occurred results in prediction errors. This becomes clear from the 

underestimation of the thickness of the 1A horizon (Section 6.4.1). Same goes for using the present DEM 

as input, while this DEM also already underwent landscape and soil forming processes. This is partly 

compensated for, by removing the aeolian deposits from the current DEM. Using linear regressions also 

ignores the strength that a mechanistic model is applicable in multiple settings. This is shown by the 

validation using soil pit J11 (Figure 37). Other processes, like erosion by seeping groundwater, cannot be 

modelled by LORICA, because it does not contain a groundwater model. However, these processes do 

have a significant effect on the landscape and soils.  

Assumed is that climatic conditions were constant. This is not the case, as analysis of calcitic pendants 

show (Courty et al., 1994). Traces of several episodes with differences in temperature, precipitation and 

vegetation were found. Knowledge on previous climatic conditions was not available and was beyond the 

scope of this explorative study. 

Adjusting the model to enable it to model isostatic rebound and aeolian deposition cost a lot of time. Not 

only the processes had to be written in the right code, also the effect of the processes on other processes 

had to be included. There are still some errors in the model that need to be addressed in LORICA. These 

are the feedback between soil forming processes and changes in altitude. The error made when removing 

the aeolian cover from the DEM (Section 4.6.2.1) has resulted in removing 0.25 m too much from the 

oldest valleys. Considering the isostatic rebound, this corresponds to 54.5 years of missed soil 

development. This time is very small compared to the model run of 13755 years and its effect on soil 

properties is probably negligible. The limited amount of soil layers resulted in a constant soil depth, 

because the maximum thickness of a layer is fixed. This resulted in decreasing thicknesses of 2Bl 

horizons, while thickness should increase with age (Figure 34). 
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Aggregation of VI removed some important details, like smaller ridge-valley systems and local 

depressions on ridges, which accumulated a bit of aeolian sand. this has resulted in mispredictions of 

presence of a 1A horizon. Also generalization of field observations in 4 soils have led to errors in 

validation. Properties in the field did not always meet the decision rules imposed in LORICA (Section 

4.6.3). This is visible in prediction of gravel fraction. These 2A horizons in the field had a much lower 

gravel fraction than could be expected from 2A horizons (Figure 35e). 

As an explorative study, the results of LORICA are promising. Most simulated properties of the individual 

horizons are biased and not very accurate. However, considering the overall simulations, LORICA 

captured general trends in the field observations. Simulation of the 1A thickness also shows this. 

Although biased, the simulations of LORICA are more accurate than those of SEM. In general, LORICA 

especially contributed to the understanding of processes and interactions occurring on the marine 

terraces and to a lesser extent to the prediction of soil properties.  
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7 Conclusions  

Most dominant soil forming processes occurring on marine terraces in the Ebba valley are aeolian 

deposition, physical weathering, dissolution and precipitation of carbonates, eluviation of silt and organic 

matter uptake and eluviation. This results in an aeolian 1A horizon in sheltered valley positions with 

decreasing silt fraction, due to eluviation. Eluviated silt forms a 2Bl horizon. Weathering decreases gravel 

fraction in the soil. Dissolved carbonates precipitate as calcitic pendants on subsurface rocks. The 

amount of organic matter increases in both top as subsurface horizons. 

Parameters estimated by SEM can be explained by physical processes. Increase of aeolian material 

results in lower permeability, which decreases occurrence of larger plants. This explains negative 

correlation between vegetation index and horizon thickness. Predictions of SEM show the same patterns 

as field observations.  

Results from LORICA show that horizons have an effect on properties of other horizons. The assumption 

that only physical weathering occurs led to overestimation of sand and silt content and eluviation rate of 

silt. This showed the importance of considering dissolution. Most important geomorphic processes 

affecting soil properties are isostatic rebound and aeolian deposition. In general, simulations of LORICA 

follow observed trends. Individual simulated properties do not correlate with observed trends. 

In this study, SEM predicted the current situation in 1A horizons best. Bias in results of SEM was caused 

by an error in the prediction equation. LORICA predicted horizon thickness more accurate. Basing model 

input of a mechanistic model  on the current situation leads to bias in the prediction.  

SEM is more time-efficient than LORICA, both in preparation time and calculation time. Disadvantage is 

that it is limited by linear processes, disabling the possibility to predict absence of a certain property and 

leading to a less good representation of real world processes. Another disadvantage is the requirement of  

a large dataset needed to estimate significant correlations between the different latent variables. 

Simulating interacting processes in LORICA has led to new insights in distribution of properties in the 

area. Predictions were not very accurate, because not all occurring processes were considered and the 

data were not always of sufficient quality. LORICA captures general patterns observed in soil properties. 

Both models have contributed to understanding spatial and temporal distribution of soil properties in the 

marine terraces of the Ebba valley in their own way. The predictive power of a static and statistic model 

as SEM gave insight in the distribution of properties in the study area. The mechanistic and dynamic 

approach of LORICA contributed in the understanding of underlying processes. The gained knowledge 

contributes to our general understanding of arctic soil formation and forms a basis for further research 

on variation in soil properties in the arctic. 
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Appendix A: Field form 

The field form used during the fieldwork. The listed numbers refer to the page where they can be found in the soil classification booklet. 

SOIL DESCRIPTION FORM - Svalbard 2014 Adjusted 

Site no: GPS–reading (WGS 84 UTM 33N coordinates) 

Date: UTM Zone 33 X Easting [m]: Northing [m]: Altitude [m]: Waypoint nr.: 

Surveyor: Marijn / Christian / 
Both 

   
 

 

Picture Nr.  Before:                     After:                                        Picture of Soil itself: 

Presumed Location:    Terrace (nr.       )  /   Moraine (nr.      ) /  Other: 

Landscape Setting: 10-11 

Slope [%] 
Inclinomet
er 

Surface stoniness [%] Effective depth Depth of Siltated layers/Pebble layers 

Profile 

curvature 
12 Gravel: Stone: Bould: Rock: Rooting Depth Silt:  

Plan curvature 12    21-22    24-25 Pebbles: 

Aspect [°] 
Compass 

12 
Geomorphological setting: 16-18 Erosion / Deposition: 22-23 

Crusts 23 Drainage class: 50-52 Vegetation type: 16 Coverage [%] 

Salts 24 Permeability: 50-52 Sample Bag nr.: 

Expected main soil forming processes: 

 
 
Differences in Parent Material?:  
 
 

Remarks: 

 
 
 
 
 

 Soil Profile Description                                                                                                                                                                

Horizon Colour Mottles Texture 
Stones in 
prof. 

Structure HCL 
Carbonate 
(Forman) 

Soil 
Moist 

Siltatio
n 

Bulk Density 

Sym
b 

Depth 
(cm) 

Moist % Type Class % 
Nodule
s 

Ty
pe 

Gra
de 

Siz
e 

Clas
s 

Class 
[%] Class g/100cm3 

67 
Measure
ment 
tape 

33-34 
35
- 

37 25-29 29- 31 
44
- 

48  38 
Forman 

SM-
meter 

Forma
n 

Ring/Scale 

 FAO Classification:                                                                   Specifiers: 
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Appendix B: R-scripts used for SEM 

B1: Horizon 2A 

LAVAAN_hor2A <- '             
# measurement model           
    thick_2A_r =~ 1*thick_2A   
    silt_2A_r =~ 1*silt_2A 
    OM_2A_r =~ 1*OM_2A 
    initial_2A_r =~ 1*initial_2A 
 
# residual variances observed variables    
    thick_2A ~~ 1*thick_2A 
    silt_2A ~~ 0.15*silt_2A 
    OM_2A ~~ 1.9*OM_2A 
    initial_2A ~~ 0.058*initial_2A 
 
# path analysis (regressions) 
    thick_2A_r ~ age+veg_index 
    OM_2A_r ~ veg_index+age 
    silt_2A_r ~ OM_2A_r+thick_2A_r+veg_index 
    initial_2A_r ~ age+veg_index+silt_2A_r+thick_2A_r 
 
#factor variances                     
    thick_2A_r ~~ thick_2A_r           
    silt_2A_r ~~ silt_2A_r 
    OM_2A_r ~~ OM_2A_r 
    initial_2A_r ~~ initial_2A_r 
 
#intercepts 
    thick_2A_r~1 
    silt_2A_r~1 
    OM_2A_r~1 
    Initial_2A~1 
' 

B2: Horizon 2Bl 

LAVAAN_hor2Bl <- ' 
# measurement model 
    thick_2Bl_r =~ 1*thick_2Bl 
    silt_2Bl_r =~ 1*silt_2Bl 
    OM_2Bl_r =~ 1*OM_2Bl 
    initial_2Bl_r =~ 1*initial_2Bl 
 
# residual variances observed variables   
    thick_2Bl ~~ 1*thick_2Bl 
    silt_2Bl ~~ 0.00205*silt_2Bl 
    OM_2Bl ~~ 0.035*OM_2Bl 
    initial_2Bl ~~ 0.0125*initial_2Bl 
 
# path analysis (regressions) 
    thick_2Bl_r ~ age+veg_index 
    initial_2Bl_r ~ age 
    silt_2Bl_r ~ age+initial_2Bl_r 
    OM_2Bl_r ~ veg_index+thick_2Bl_r 
 
#factor variances                        
    thick_2Bl_r ~~ thick_2Bl_r                 
    silt_2Bl_r ~~ silt_2Bl_r 
    OM_2Bl_r ~~ OM_2Bl_r 
    initial_2Bl_r ~~ initial_2Bl_r 
#intercepts 
    thick_2Bl_r~1 
    silt_2Bl_r~1 
    OM_2Bl_r~1 
    Initial_2Bl~1 
' 
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B3: Horizon 2BC 

LAVAAN_hor2BC <- ' 
# measurement model 
    silt_2BC_r =~ 1*silt_2BC 
    OM_2BC_r =~ 1*OM_2BC 
    initial_2BC_r =~ 1*initial_2BC 
 
# residual variances observed variables   
    silt_2BC ~~ 0.094*silt_2BC 
    OM_2BC ~~ 2.3*OM_2BC 
    initial_2BC ~~ 4.4*initial_2BC 
 
# path analysis (regressions) 
    OM_2BC_r ~ veg_index+age 
    silt_2BC_r ~ OM_2BC_r+age 
    initial_2BC_r ~ age 
 
#factor variances                                        
    silt_2BC_r ~~ silt_2BC_r 
    OM_2BC_r ~~ OM_2BC_r 
    initial_2BC_r ~~ initial_2BC_r 
 
#intercepts 
    silt_2BC_r~1 
    OM_2BC_r~1 
    Initial_2BC~1 
' 

B4: Applying model on field data 

##setting up matrices 
    {B <-matrix(c(0,coef(fit1Al)["silt_1A_r~thick_1A_r"],coef(fit1Al)["OM_1A_r~thick_1A_r"],   
                  coef(fit1Al)["thick_1A_r~silt_1A_r"],0,coef(fit1Al)["OM_1A_r~silt_1A_r"], 
              coef(fit1Al)["thick_1A_r~OM_1A_r"],coef(fit1Al)["silt_1A_r~OM_1A_r"],0), 
            ncol=3,nrow=3) 
 B[is.na(B)] <- 0} #Matrix endogenous variables B 
    {I<-diag(nrow=3, 
         ncol=3)} #Identity matrix 
    {A<-matrix(c(coef(fit1Al)["thick_1A_r~age_hy"],coef(fit1Al)["silt_1A_r~age_hy"],          
                coef(fit1Al)["OM_1A_r~age_hy"],coef(fit1Al)["thick_1A_r~VI"], 
                coef(fit1Al)["silt_r~VI"],coef(fit1Al)["OM_1A_r~VI"]), 
                nrow=3,ncol=2) 
     A[is.na(A)] <- 0 
    } #Matrix exogenous variables 
 
##Apply model 
thick_1A<-age_valley  #create target rasters with the same dimensions as the input rasters 
silt_1A<-age_valley 
OM_1A<-age_valley 
 
          for (i in 1:nrow(age_valley)) { 
            for (j in 1:ncol(age_valley)) {       #for every column j in row i 
              p=matrix(c(age_valley[i,j],VI_valley[i,j]),nrow=2,ncol=1) 
              n=c(0,0,0) 
              n=(solve(I-B))%*%(A%*%p) 
              thick_1A[i,j]<-n[1] 
              silt_1A[i,j] <-n[2] 
              OM_1A[i,j] <-n[3] 
            } 
          } 
 
thick_1A<-thick_1A+coef(fit1Al)["thick_1A_r~1"]   #add intercepts to predicted values 
silt_1A<-silt_1A+coef(fit1Al)["silt_1A_r~1"] 
OM_1A<-OM_1A+coef(fit1Al)["OM_1A_r~1"] 
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B5: Cross validation 

cross_valid<-as.data.frame(matrix(nrow=nrow(V_data),ncol=4)) 
colnames(cross_valid)<-c("sample","thickness","silt", "OM") 
      
count<-1 
for (i in c(V_data$nr)){ 
       temp<-subset(V_data,(nr!=i)) 
       fit1Al<- lavaan(LAVAAN_horA1, data=temp) 
       print(paste("sample = ", i,sep="")) 
       summary(fit1Al) 
            
    B <-matrix(c(0,coef(fit1Al)["silt_1A_r~thick_1A_r"],coef(fit1Al)["OM_1A_r~thick_1A_r"],   
    coef(fit1Al)["thick_1A_r~silt_1A_r"],0,coef(fit1Al)["OM_1A_r~silt_1A_r"], 
    coef(fit1Al)["thick_1A_r~OM_1A_r"],coef(fit1Al)["silt_1A_r~OM_1A_r"],0), 
    ncol=3,nrow=3) 
    B[is.na(B)] <- 0 
     
       coef(fit1Al) 
       I<-diag(nrow=3, 
       ncol=3) 
     
       A<-matrix(c(coef(fit1Al)["thick_1A_r~age_hy"],coef(fit1Al)["silt_1A_r~age_hy"],          
       coef(fit1Al)["OM_1A_r~age_hy"],coef(fit1Al)["thick_1A_r~VI"], 
       coef(fit1Al)["silt_r~VI"],coef(fit1Al)["OM_1A_r~VI"]), 
       nrow=3,ncol=2) 
     A[is.na(A)] <- 0 
               
       p=matrix(c(V_data$age_hy[count],V_data$VI[count]),nrow=2,ncol=1) 
       n=c(0,0,0) 
       z<-(I-B)^-1 
       z[is.infinite(z)] <- 0 
       n=(solve(I-B))%*%(A%*%p) 
       cross_valid$sample[count]<-i     
       cross_valid$thickness[count]<-n[1]+coef(fit1Al)["thick_1A_r~1"] 
       cross_valid$silt[count]<-n[2]+coef(fit1Al)["silt_1A_r~1"] 
       cross_valid$OM[count]<-n[3]+coef(fit1Al)["OM_1A_r~1"] 
       count<-count+1 
     }  
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Appendix C: adapted scripts used in LORICA 

C1: Isostatic rebound 

private void calculate_overwater_landscape_Spitsbergen() 
        { 
//to account for a landscape that is isostaically rebounding from below sealevel to above sealevel.  
//height above sealevel itself is not important, just that the landscape grows over time 
//therefore, Marijn's solution: if (elevation < threshold(t)) , then elevation = nodata 
            double minimum_overwater_elevation = (10263 - t) / 218;     //t*1000, timesteps of 1000 
years  
            for (row = 0; row < nr; row++) 

            { 
                for (col = 0; col < nc; col++) 
                { 
                    if (original_dtm[row, col] != -9999) 
                    { 
              if (original_dtm[row, col] > minimum_overwater_elevation && dtm[row, col] == -9999) 
                        { // these cases were not over water, but now will be. 
                            dtm[row, col] = original_dtm[row, col]; 
                // all cases that were already overwater, will stay overwater - no changes there. 
                        } 
                    } 

                    else 
                    { 
          // nothing happens because these cells are simply not part of the study area 
                    } 
                } 
            } 
        } 

C2: Aeolian deposition 

void SPITS_aeolian_deposition() 
        { 
            //tricks the deposition process by playing with tillage fields. Tillage shoudl be ON - but with zero 
par values. 
            try 

            { 
                for (row = 0; row < nr; row++) 
                { 
                    for (col = 0; col < nc; col++) 
                    { 
                        if (t == 0 & tillfields[row,col] == 1)                             //MEIJ on first timestep, delete 
the initial sand and gravel content from first layer, to make it available for aeolian deposition 
                        { 
                            texture_kg[row, col, 9, 0] += texture_kg[row, col, 0, 0]; 
                            texture_kg[row, col, 9, 1] += texture_kg[row, col, 0, 1]; 
                            texture_kg[row, col, 0, 0] = 0; 
                            texture_kg[row, col, 0, 1] = 0.0000000001; 

                        } 
                        if (dtm[row, col] != -9999) //MEIJ 
                        { 
                            if (tillfields[row, col] == 1) 
                            { 
                                //deposition in kg/m2/y is 0.033  
                                texture_kg[row, col, 0, 1] += 0.033 * dx * dx; 
                            } 
                        } 
                    } 
                } 

            } 
            catch {  
} 
        } 
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C3: Physical weathering 

void soil_physical_weathering()  //calculate physical weathering 
        { 
            int cells = nr * nc; 
            int layer, tex_class; 
            double depth; 
            try 
            { 
                for (row = 0; row < nr; row++) 
                { 

                    for (col = 0; col < nc; col++) 
                    { 
                       if (dtm[row,col] != -9999) //MEIJ bij elke soil development code deze voorwaarde 
toegepast, zodat het alleen werkt als er een DEM-waarde aanwezig is. Dit zal ook de snelheid van 
LORICA verhogen, omdat anders op de cellen met NoData ook bodems worden berekend 

                       { 
                        int tempcol = col; 
                        depth = 0; 
                        for (layer = 0; layer < max_soil_layers; layer++) 
                        { 
                            if (layerthickness_m[row, tempcol, layer] > 0) 
                            { 
                                int templayer = layer; 
                                depth += layerthickness_m[row, tempcol, templayer] / 2; 
                                for (tex_class = 0; tex_class <= 1; tex_class++) //for (tex_class = 0; tex_class 
<= 2; tex_class++)  //we only physically weather the coarse and sand fractions. MEIJ 

                                { 

                                    int tempclass = tex_class; 
                                    // calculate the mass involved in physical weathering 
                                    weathered_mass_kg = texture_kg[row, tempcol, templayer, tempclass] * 
physical_weathering_constant * Math.Exp(Cone * depth) * -Ctwo / 
Math.Log10(upper_particle_size[tempclass]) * dt; 
                                    if (weathered_mass_kg > texture_kg[row, tempcol, templayer, tempclass]) { 
weathered_mass_kg = texture_kg[row, tempcol, templayer, tempclass]; } 
                                    total_phys_weathered_mass_kg += weathered_mass_kg; 
         //Debug.WriteLine(" weathered mass is " + weathered_mass + " for class " + tempclass ); 
                                    // calculate the products involved 
                                    if (tex_class == 0) { 
                                        texture_kg[row, tempcol, templayer, tempclass + 1] += 1.00 * 

weathered_mass_kg; //MEIJ used to be 0.975 
                  //texture_kg[row, tempcol, templayer, tempclass + 2] += 0 * weathered_mass_kg; 
                                    } 
                                    if (tex_class == 1)  
                                        texture_kg[row, tempcol, templayer, tempclass + 1] += 1.00 * 
weathered_mass_kg;     //all weathering material turns to silt MEIJ 
                                        //   texture_kg[row, tempcol, templayer, tempclass + 2] += 0.04 * 
weathered_mass_kg;   //no clay produced MEIJ 
                                    } 
                      //    if (tex_class == 2) No weathering of silt MEIJ 
                      //    { 
                      //texture_kg[row, tempcol, templayer, tempclass + 1] += weathered_mass_kg; 
                                    //    } 

                            texture_kg[row, tempcol, templayer, tempclass] -= weathered_mass_kg; 
                                } 
                                depth += layerthickness_m[row, tempcol, templayer] / 2; 
                            } 
                        } 
                        } 

                    }  //); 
                } // end for cells 

            } 
            catch { Debug.WriteLine(" Soil physical weathering calculation threw an exception");  
} 
        } 
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C4: Silt eluviation 

void soil_silt_translocation() 
        { 
            //in Spitsbergen, it is mostly silt (with attendant clay) that gets translocated in 
the profile. Clay is not modelled in itself 
 
            int layer; 
            double eluviated_kg; 
            try 
            { 
                for (row = 0; row < nr; row++) 
                { 
                    for (col = 0; col < nc; col++) 
                    { 
                        for (layer = 0; layer < max_soil_layers - 1; layer++)   // we loop 
through all layers except the lower one - silt translocation there has no lower recipient 
                        { 
                            if (layerthickness_m[row, col, layer] > 0 && layerthickness_m[row, 
col, layer + 1] > 0) //both source and sink layers have to exist. 
                            { 
                                if (texture_kg[row, col, layer, 2] > 0) 
                                { 
                                    //calculate the mass of eluviation 
                                    eluviated_kg = max_eluviation * (1 - Math.Exp(-Cclay * 
texture_kg[row, col, layer, 2])) * dt * dx * dx; 
                                    if (eluviated_kg > texture_kg[row, col, layer, 2]) { 
eluviated_kg = texture_kg[row, col, layer, 2]; } 
                                    texture_kg[row, col, layer, 2] -= eluviated_kg; 
                                    if (texture_kg[row, col, layer, 2] < 0) {  
Debug.WriteLine("error: too much silt eluviation "); } 
                                   texture_kg[row, col, layer + 1, 2] += eluviated_kg; 
                                } 
                            } 
                        } 
                    } 
                } 
            } 
            catch { Debug.WriteLine(" Problem occurred in translocation calculation");  
} 
        } 

 


