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Preface 
¢Ƙƛǎ ǊŜǇƻǊǘ ƛǎ ǘƘŜ ǊŜǎǳƭǘ ƻŦ Ƴȅ aŀǎǘŜǊ ǘƘŜǎƛǎΦ !ƭǘƘƻǳƎƘ LΩƳ Ƴŀƛƴƭȅ ŜŘǳŎŀǘŜŘ ƛƴ ƳŜǘŜƻǊƻƭƻƎȅ ŀƴŘ ŀƛǊ 
quality, I also have a large interest in social science. Therefore, I followed several courses on 
(environmental) communication, innovation and education. My intention was to combine these two 
aspects in one thesis. This report is the result of this quest for combining two totally different 
scientific disciplines. 
 
Currently, air quality and climate are important topics of research and both subjects are treated in 
my study. One important message throughout the study is that many environmental topics are 
interrelated. This is also true for climate and air quality at both the global and the boundary layer (BL) 
scale. Yet, their interaction is rather uncertain and there are many gaps in our knowledge about the 
feedbacks between air pollutants and the climate or BL dynamics. This raised my interest to model 
the impact of ozone, an important air pollutant, on the BL dynamics through interaction with 
vegetation and how CO2 influences those feedbacks. 
 
In social science the interaction between scientists and the public, differences in interpretation of 
scientific knowledge and differences in how issues are constructed are mentioned as characteristics 
of many conflicts. In climate change and air quality research these interactions also take place and 
this stimulated my interest to examine how conflicts in this field of research are caused. Moreover, 
models are increasingly used in scientific research and decision-making, while it is still uncertain how 
the public interprets model calculations. Thus, the second part of this research identified causes for 
conflict from one particular case study in order to formulate recommendations for more effective 
dialogue and decision-making. 
 
Although the two parts of this research are related, they contain completely different theories and 
methodologies. Therefore, they are treated separately in this report. First, the modelling study is 
explained, including methodologies and results. Then, the analysis of the conflict is outlined. For 
those only interested in one of the two studies, they can be read separately. The report concludes 
with a reflection on the relation between the studies and their implications. 
 
I want to thank my supervisors, Jordi Vilà-Guerau de Arellano and Hedwig the Molder, for their 
ŜƴǘƘǳǎƛŀǎƳ ŀƴŘ ǎǳǇǇƻǊǘΦ !ƭǘƘƻǳƎƘ ǿŜ ŘƛŘƴΩǘ ŀƭǿŀȅs agree, they motivated me to do my very be best 
and they always had good advice to help me further. I also want to express my appreciation to my 
sister, Sabina, for listening to my complaints, stimulating me and helping me with the outline of the 
interview analysis. Finally, I want to acknowledge Huug Ouwersloot for explaining me how to do 
multiple runs and providing me with the scripts, Anne Marike Lokhorst for filling in for Hedwig during 
a problem situation and Roel van Veen for sending me some interesting literature.  
 
Ingrid Super, 
26-08-2013 
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Summary  
Part I 
Air quality and climate change are important topics for research and it is well-known that they are 
related, e.g. the impact of CO2 on global warming. Also on smaller scales air pollutants can have an 
impact on the dynamics. Recently, research has shown that elevated CO2-concentrations can 
influence the atmospheric boundary layer (ABL) dynamics significantly by increasing the stomatal 
resistance. Yet, other pollutants are less well studied. Yet, it has been argued that ozone has an 
impact on the stomatal resistance, similar to CO2, by damaging vegetation. This also affects carbon 
fixation and is as such important for climate change predictions. However, its impact on ABL 
dynamics has not been examined yet. Therefore, the first part of this research examines the impact 
of increased ozone (and CO2) mixing ratios on processes in the ABL through interaction with 
vegetation in order to improve climate change predictions. The MXLCH model is used, in which the 
diurnal evolution of variables related to surface, chemistry and vegetation can be studied. This is the 
first time all of these processes are combined in this particular model. The case study encompasses 
observations of the surface and atmospheric variables and this results in a strong validation. The 
model is able to give a reliable representation of the vegetation-dynamics-chemistry interactions. 
The impact of ozone on atmospheric dynamics is not visible on a diurnal scale. However, the damage 
caused to vegetation is made visible by plotting the deposition flux. Above the threshold of 0.11 ppb 
m s-1 this deposition flux causes damage to the vegetation. The flux reaches values of ~0.14 and 0.17 
ppb m s-1 for normal and high ozone mixing ratios, respectively, and the threshold is exceeded during 
4-6 hours for this particular day. Important determining factors are the ozone mixing ratio and the 
stomatal resistance. CO2 limits the damage by increasing the stomatal resistance and the deposition 
flux is barely exceeded when the CO2 mixing ratio is increased to 750 ppm. Thus, the ABL dynamics 
are not affected significantly by ozone damage on a diurnal scale. Nevertheless, damage does occur, 
as illustrated by the deposition flux, and this damage is reduced under elevated CO2 mixing ratios. 
 
Part II 
Air quality is an important issue for the public and policy-makers and the conflicts surrounding it 
change due to the increasing use of science. Consequently, interaction between stakeholders in air 
quality issues becomes more frequent. Moreover, models are increasingly used in research and 
decision-making and therefore the public is increasingly exposed to model output. These 
developments can be potential sources for conflict. Therefore, the second part of this research 
improves insight in how conflicts arise in order to improve the dialogue and enhance the quality of 
and support for environmental decisions. One specific case study is analysed. Several stakeholders 
are interviewed to get an impression of the nature of the conflict, the problems that exist and to 
identify important factors that play a role in the conflict. The interviews show that stakeholders use 
different problem definitions of air quality. Yet, all respondents make use of science because it is 
often treated as something ΨŀōǎƻƭǳǘŜΩΦ Yet, this rules out other issues, which are dismissed as being 
ΨǎƻŦǘΩ ŀƴŘ ǎǳōƧŜŎǘƛǾŜΦ hƴŜ ŜȄŀƳǇƭŜ ƛǎ health, as this is difficult to relate directly to air pollution and 
therefore no one feels responsible. Yet, it is argued by several respondents that the EU air quality 
norm does not say much about health. Consequently, the discussion is mainly about norms and 
uncertainties, which are seen as scientific, instead of when the air is (un)healthy. A discussion about 
the norms, how they were realized and which important concerns are (not) included, could help to 
ƳƻǾŜ ŀǿŀȅ ŦǊƻƳ ǘƘƛǎ ǎŎƛŜƴǘƛŦƛŎ ŘƛǎŎǳǎǎƛƻƴ ŀƴŘ ŎǊŜŀǘŜ ǎǇŀŎŜ ŦƻǊ ƳƻǊŜ ΨǎƻŦǘΩ ŎƻƴŎŜǊƴǎΦ LƴǾƻƭǾŜƳŜƴǘ ƻŦ 
all stakeholders in improving the air quality can also improve the effectiveness of policies and can 
ǊŜǎǳƭǘ ƛƴ ƳƻǊŜ ŎǊŜŀǘƛǾŜ ǎƻƭǳǘƛƻƴǎΦ !ƭǘƘƻǳƎƘ ΨǎƻŦǘΩ ŎƻƴŎŜǊƴǎ ŀǊŜ ƻŦǘŜƴ ƴƻǘ ƳŜŀǎǳǊŀōƭŜ ƻǊ easily 
attributable to air quality, it is important to include them in the evaluation of the air quality. How this 
could be done can also be debated among stakeholders. 
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Part I:  Modelling ozone damage to vegetation, its impact on processes in the ABL 
and interaction with  CO2 

 

1. Introduction  

 In the field of meteorology and air quality many studies are carried out to examine climate 
change and air quality issues. Although hundreds of articles can be found on such topics, still 
knowledge on several important processes and feedbacks is missing, mainly on the interface 
between the two topics. It has been suggested that air pollution plays an important role in climate 
change through both direct and indirect feedbacks, of which some still need to be examined in 
depth. One example of such an interaction which has been examined is the impact of CO2 on cloud 
formation (Vilà-Guerau de Arellano et al., 2012).  
 A pollutant that requires careful examination is ozone (O3), because background O3-
concentrations are expected to increase in the future (Ashmore, 2005). Ozone is an important 
pollutant, because it damages vegetation, which reduces plant productivity and limits the land 
carbon sink (Sitch et al., 2007). The result is less carbon fixation and this affects the climate. Besides, 
ozone threatens human health (Atkinson et al., 2012; WHO, 2006). Yet, there are large uncertainties 
in future emissions of ozone precursors, which complicates the examination of future ozone effects 
(Meir et al., 2006). Moreover, the direct impact of ozone on atmospheric dynamics has not been 
examined yet.  
 Where most research on the impacts of ozone focuses on the global scale related to global 
climate change, this research will focus on smaller scale processes in the atmospheric boundary layer 
(ABL). Much is already known about the effect of ozone on plants, but the coupling between 
vegetation responses to elevated O3-concentrations and processes in the ABL is largely unexamined. 
Also, the combined effect of increased O3 and CO2-concentrations has not been quantified at this 
scale. Therefore, the research question is: 
 

 
 
 Many processes in the ABL might be affected by ozone-vegetation interactions, which can be 
related to atmospheric dynamics, chemistry and vegetation. All these processes are (in)directly 
important for climate change predictions. 
 As stated before, both air quality issues and climate change are major topics of research at 
this moment, but there is still a lack of knowledge on the interaction between ozone and climate 
variables. This knowledge is not only relevant for improving climate forecasts, but also for climate 
change policy (Young et al., 2009). It has been suggested by Sitch et al. (2007) that carbon fixation is 
reduced by increased O3-concentrations. In that case, either emissions of ozone precursors should be 
reduced or CO2-emissions should be reduced even further than assumed so far to satisfy the 
agreements and this will probably be at higher cost (Felzer et al., 2005). 
 In the next chapter an overview will be presented of existing research on the interface 
between air quality and climate, in which ozone is explored more in depth, and the importance of 
land use. Chapter 3 explores the model and case study used in this research and a description of the 
parameterisation of the ozone effect and research design is given. The results are summarised in 
Chapter 4, followed by a discussion of these results and the model performance. 
 
 
 
 

How does ozone affect the magnitude and diurnal variability of processes in the ABL through 
interaction with vegetation and what effect does CO2 have on this? 
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2. Theoretical background  

 This chapter will elaborate on existing knowledge on the relation between air quality and 
climate (change), with a special focus on ozone. The relevance of land use change for the 
development of O3-concentrations and the climate will be examined. Also, several processes and 
feedbacks between ozone, vegetation and climate are discussed.  

2.1 Feedbacks between air quality and climate  
 As air quality and climate change are major concerns for policy makers, the effects of air 
quality on climate are increasingly examined. For example, the presence of small particles (or 
aerosols) in the atmosphere, generated by e.g. SO2 and NOx, can diffuse or absorb radiation (Anav et 
al., 2012; Unger & Pan, 2012). The result is that less photosynthetically active radiation reaches the 
canopy and this is unfavourable for photosynthesis. Another example is the impact of high CO2-
concentrations on the development of clouds and the hydrological cycle by increasing the stomatal 
resistance (Vilà-Guerau de Arellano et al., 2012). The net result is an increase of plant productivity in 
spite of the increased stomatal resistance and due to the enhanced plant-atmosphere CO2-gradient. 
This illustrates that not only the existence of a feedback is important, but also its magnitude as 
several feedbacks can reinforce or counteract each other.  
 The feedbacks mentioned above are just a few examples of the research done on the relation 
between air quality and climate. It should be noted that numerous feedbacks exist that can be either 
direct or indirect. Moreover, they can vary in magnitude and direction. Additionally, one pollutant 
can have several effects which might inhibit or strengthen each other. Thus, there are many (known 
and unknown) feedbacks that need to be taken into consideration and at many scales. Therefore, 
much research is required to gain insight in how developments in air quality will affect our climate 
(see for example Felzer et al. (2005)). 

2.2 Land use and land cover  
 When talking about indirect feedbacks, vegetation plays a very important role in air quality 
research. Vegetation emits volatile organic compounds (VOCs), which are precursors of secondary 
organic aerosols (SOA) and of the important pollutant ozone (Ashmore, 2005). Moreover, vegetation 
affects the amount of dry deposition of several pollutants (Wu et al., 2012). Though, vegetation does 
not only influence air quality; it is also important in climate change predictions because of its 
function as carbon-sink (Sitch et al., 2007) and its influence on the hydrological cycle. Also on a daily 
scale these processes are visible. At the same time, the climate influences the amount and 
composition of vegetation as well (Sanderson et al., 2003; Wu et al., 2012). 
 Several factors are important in relation to vegetation, namely the type of vegetation, the 
vegetation cover and the density of the vegetation. Vegetation types differ in the amount of 
emissions (e.g. agricultural crops emit little isoprene compared to other plant types (Wu et al., 2012)) 
and the sensitivity to pollutants (e.g. (Sitch et al., 2007)) and consequently the vegetation type 
influences the air quality. Vegetation types also differ in their ability to adapt to the changing climate. 
For example, a distinction between C3 and C4 plants can be made, with C4 plants having a better 
water use efficiency. Therefore, C4 plants are expected to compete with the more common C3 plants 
under future global warming (Cullen et al., 2012; Powell et al., 2011) and under drier conditions. It 
has been suggested that C4 plants are also less sensitive to ozone damage (Sitch et al., 2007). The 
vegetation cover and density are both important in determining the magnitude of the processes 
described above, but especially the carbon fixation.  
 Land use is expected to change in the future due to climate change and anthropogenic 
processes, such as the need for more cropland. However, scientists do not agree on the exact 
consequences. For example, the development of the vegetation cover is not yet clear. Whereas 
Sanderson et al. (2003) found that the Amazon forest decreases in area, leading to a smaller increase 
in isoprene emissions compared to future scenarios without reduced Amazon forest, Wu et al. (2012) 
claim that this is not the case. Instead, they found a large net increase in isoprene emissions. On the 
other hand, Young et al. (2009) argue that future elevated CO2-concentrations limit isoprene 
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emissions, leading to decreased O3-concentrations, though there is a large spatial heterogeneity. 
Although the net effect on ozone differs per region, which makes an assessment of the global effects 
difficult, this feedback makes climate an important factor in determining O3-concentrations. This 
illustrates the importance of research on the feedbacks between vegetation, chemistry and climate. 

2.3 Environmental impacts of ozone  
 Ozone is a gas that is produced by reactions between nitrogen oxides (NOx, mainly from 
anthropogenic sources ) and volatile organic compounds (VOCs, mainly from biogenic sources) 
(Ashmore, 2005). Whereas stratospheric ozone protects life on earth from harmful UV-radiation, 
tropospheric ozone poses a threat to the environment and human health (WHO, 2006). In western 
countries measures are taken to lessen emissions of NOx and VOCs. This results in reduced peak 
concentrations of ozone (Ashmore, 2005). On the other hand, the global background concentration 
seems to increase due to enhanced global NOx emissions. Moreover, the chemical reactions between 
NOx and VOCs (such as isoprene) depend on the ratio in which these compounds are present. 
Therefore, O3-concentrations do not only depend on NOx emissions, but also on the amount of VOCs. 
This is regulated by the amount of vegetation, which is affected by climate change. 
 The environmental impact of ozone can be significant. Plants respond to high O3-
concentrations by changing their stomatal behaviour (Anav et al., 2012; Felzer et al., 2005). 
Therefore, high O3-concentrations reduce crop yields, both by visible injury and by reducing 
photosynthesis (Ashmore, 2005; Felzer et al., 2005). This has a large economic impact all over the 
world (Ashmore, 2005). However, the degree of damage depends on several variables, such as soil 
moisture and vapour pressure deficit (VPD) (Ashmore, 2005), but also on the type of vegetation. 
Some vegetation types are more sensitive to ozone than others. An increase in stomatal resistance 
reduces the amount of ozone that is taken up by the plant and thus limits the damage. This is 
comparable with the effect of elevated CO2-concentrations on the stomatal resistance found by Vilà-
Guerau de Arellano et al. (2012). After chronic exposure to ozone, the stomatal conductance is found 
to decrease by ~11%, corresponding to a decrease in the photosynthesis of ~21% (Lombardozzi et al., 
2013). 

 
Figure 1: Relative effects of elevated O3, elevated CO2 and elevated O3 + CO2 compared to ambient O3 and CO2-
concentrations for the plant species Aspen and Birch and for high and low plant ozone sensitivity. Adopted from Sitch et al. 
(2007). 

 There is an additional indirect effect of ozone on the climate, which has recently become a 
major topic for research, namely the interaction between elevated O3- and CO2-concentrations. 
Elevated CO2-concentrations fuel CO2-fertilization and plant growth. On the other hand, ozone limits 
plant growth, resulting in decreased photosynthesis and higher sensitivity to pests (Karnosky et al., 
2003). Sitch et al. (2007) explored the interplay between ozone and CO2 that resulted in two 
hypotheses. First, elevated CO2-concentrations reduce stomatal conductance, which limits the 
damaging impact of ozone. This means that plant productivity still increases in the future and climate 
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warming can be mitigated. Second, an increase in O3-concentrations damages vegetation and limits 
carbon fixation and CO2-fertilization, with a negative impact on global warming. They found that in 
case of elevated CO2- and O3- concentrations the gross primary productivity (GPP) will increase, 
although not as much as it would without high O3-concentrations (see Figure 1). So ozone limits 
carbon fixation, even though the reverse effects of CO2 are dominant. These results are supported by 
Figure 2, although for some species a decreased growth is found, especially hardwood trees. 
Apparently, these species are more sensitive to ozone. This demonstrates once more that land cover 
plays an important role in climate change. 

 
Figure 2: Relative effects of elevated CO2 (grey) and elevated CO2 and O3 (black) compared to normal CO2-concentrations 
for several species. Adopted from Karnosky et al. (2003). 

 While research has been done on this topic, the magnitude of the combined effect of 
elevated CO2- and O3-concentrations is still uncertain. There are many variables that influence the 
processes, such as the plant sensitivity to ozone (Sitch et al., 2007), external environmental variables 
such as soil moisture, carbon allocation (Ashmore, 2005) and in case of crops also the agricultural 
practices (e.g. fertilization) (Felzer et al., 2005). Many of these variables are uncertain, especially in a 
world with a changing climate. Nevertheless, this is a very important issue because of it impacts on 
climate policy. 

2.4 This study  
 The main feedbacks mentioned in the previous sections are summarized in Figure 3. The 
chemistry, surface and vegetation compartments are clearly visible and their connections are 
identified. The boundary layer height h is also displayed, but its effect on the temperature, humidity 
and chemical composition through entrainment has not been depicted. It can be concluded that 
much is already known about these feedbacks. Especially the direct connection between air 
pollutants (here O3

 and CO2) and the temperature, as this is an important aspect of research on 
climate change, and the impact of air pollutants on plant growth (e.g. (Anav et al., 2012; Ashmore, 
2005; Vilà-Guerau de Arellano et al., 2012)). Also the interaction between CO2, ozone and BVOCs 
(Biogenic Volatile Organic Compounds) has been examined (e.g. (Felzer et al., 2005; Karnosky et al., 
2003; Young et al., 2009)) and the dependency of ozone on the ratio of BVOCs and NOx. Additionally, 
several variables have been identified that mediate the feedbacks between O3 and the stomatal 
resistance/NEE (Net Ecosystem Exchange), such as soil moisture, VPD (Ashmore, 2005), fertilization 
(Felzer et al., 2005) and plant sensitivity (Karnosky et al., 2003). Although many feedbacks and their 
directions are known, they are not all quantified. Yet, quantification is important to calculate their 
net effect.  
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Figure 3: Main feedbacks in the boundary-layer between variables related to chemistry (squares), vegetation 
(parallelogram) and dynamics (diamond); positive feedbacks (green arrows), negative feedbacks (red arrows), feedbacks 
which can be in both directions or are unknown (blue arrows), mediating effects (yellow arrows).  

 This research is inspired by a study that focused on the impact of vegetation on boundary-
layer cloud formation under elevated CO2 mixing ratios (Vilà-Guerau de Arellano et al., 2012). O3-
concentrations will probably continue to rise as well and its impact on vegetation and climate will 
become important in climate mitigation and reduction of emissions (Ashmore, 2005; Felzer et al., 
2005). Although the impact of ozone on stomatal resistance and NEE has been examined, how this 
affects atmospheric variables is unclear. It is assumed that ozone will impact the dynamics in a 
similar way as CO2, as they both increase the stomatal resistance, yet a quantification of these 
impacts is necessary. Also, most of the previous research has been done on a global scale for 
timescales of years, while this study quantifies the strengths of the feedbacks on a diurnal 
scale.Another study that inspired Figure 3 is a study about the importance of biogeochemical 
feedbacks (Arneth et al., 2010). However, in their research, the authors use temperature change to 
force the system to simulate the impact of/on climate change. In this study, the driving factor is the 
O3-concentration.  
 Thus this study will add to the existing research by looking at the impact of ozone on the 
diurnal evolution of several variables related to atmospheric dynamics, chemistry and vegetation. 
Also the combined impact of elevated ozone and CO2 will be examined. The advantage of doing this 
research on a diurnal scale is the ability to identify small-scale processes that influence the 
interaction between ozone and CO2. 
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3. Methods 

In this chapter the research methods will be explained, including a description of the model, the data 
and the research design. In addition, several parameterisations for the effect of ozone on plant 
growth and their use in this research will be discussed. 

3.1 Model explanation  
 In modelling air quality several factors play a role, such as the land surface, chemical 
interactions and exchanges of amongst others energy (Anav et al., 2012). Therefore, the MiXed Layer 
CHemistry (MXLCH) model is used, which includes processes in the boundary-layer and at the 
surface, but also interactions between the different compartments. It solves the evolution of the 
potential temperature, specific humidity, wind and several chemical species over time in a well-
mixed, convective atmospheric boundary layer (ABL). This means that all variables mentioned before 
are assumed to be constant throughout the ABL (see Figure 4). The conditions in the free 
troposphere (FT) are determined by the jump of the variable at the entrainment zone and the lapse 
rate (Vilà-Guerau de Arellano et al., 2012). 
 The main equation in the model describes the evolution of a variable (ɣ) over time: 
 

  
ộỚ

 ὥὨὺ
ɇЎ

 ὥὨὺ   (Eq.1) 

 

 This equation incorporates processes at the surface (surface flux ύᴂ‪ᴂ), in the ABL (the 
boundary layer height h), between the ABL and the free troposphere (entrainment flux we and the 
jump of the variable at the entrainment zone Ў‪) and advection (adv). In addition, there is an 
equation that represents the development of the boundary layer height over time dependent on the 
wind shear. Moreover, for each variable an equation is incorporated that calculates the jump at the 
troposphere (Vilà-Guerau de Arellano et al., 2012). 

 
Figure 4: Main components and variables in the atmosphere-vegetation-soil system. Adopted from Vilà-Guerau de Arellano 
et al. (2012). 

 Soil-plant dynamics are included in the model as well, represented by the radiation budget, 
the surface energy balance and the Plant Physiological Model. The latter calculates the gross primary 
productivity as a function of PAR (photosynthetically active radiation), skin temperature, water 
vapour deficit and the internal CO2 mixing ratio and accounts for the stomatal conductance. This A - 
gs approach is scaled up from leaf to canopy level by integrating the leaf resistance over the canopy 
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(rs = 1/gs) and inserting the dependence on LAI (Leaf Area Index) (Ronda et al., 2001). Other 
important variables related to these processes are soil temperature, soil humidity and wind. 
 To summarize, the model can be seen as a box, that shows a diurnal cycle and the evolution 
of the variables are determined by surface fluxes, deposition, entrainment, chemical reactions and 
advection. In the box chemical species are well-mixed due to convective turbulence. 
 For the chemical part, the MXLCH model includes a chemical scheme based on 27 reactions 
that control ozone formation. The two most important reactions are: 
 
  ὔὕ Ὤ’O ὔὕ ὕ        (R. 1) 
 
  ὔὕ ὕ ᴼὔὕ ὕ       (R. 2) 
 
 However, also other species besides NO, NO2 and O3 are included, with the most important 
ones being hydroxyl (OH) and isoprene (ISO). OH is important because it is highly reactive. As stated 
before, isoprene is a precursor for ozone and its main source is vegetation. Therefore, OH and 
isoprene are both very important species to consider when looking at ozone, especially in relation to 
vegetation. Other species that are of interest are HO2 and H2O2. The main reactions that determine 
the evolution of ozone and its precursors are shown in Figure 5. 

 
Figure 5: Main processes, chemical species and reactions that control O3 mixing ratios. Adopted from Jacob (1999). 

 The chemistry model calculates the mixing ratio of a chemical species by calculating its 
sources and sinks. Sources consist of chemical production and emission. Sinks can be deposition or 
chemical loss. Other factors that affect the mixing ratio are advection and entrainment of air with 
higher or lower mixing ratios. The production or loss of chemical species by chemical reactions 
depends on the reaction rates, which can be dependent on temperature, energy availability (for 
photolysis) or presence of other chemical species (Vilà-Guerau De Arellano & Van Heerwaarden, 
2012). For an overview of all the reactions in the chemical scheme, see Appendix I. 

3.2 Parameterisation of ozone effects on vegetation  
 In the current model the effect of ozone on vegetation growth is not included. Several 
parameterisations have been proposed in scientific literature and they all suggest that ozone 
indirectly affects photosynthesis through the stomatal conductance. Three options that are 
mentioned in the literature are discussed here. 
 The first parameterisation is the Jarvis-Stewart approach, adapted to model ozone uptake 
(see e.g. (Anav et al., 2012; Ronda et al., 2001)). In this approach the stomatal conductance gs is a 
function of the parameters phenology (gpot), photosynthetic photon flux density (PPFD) (glight), air 
temperature (gtemp), vapour pressure deficit (gVPD) and soil moisture (gSWP). The conductance needs to 
be calculated for every land cover type separately using this equation: 
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  Ὣ Ὣ  Ὣ  άὥὼὫ ȟὫ  Ὣ  Ὣ  Ὣ τρπππϳ  (Eq. 2) 

 
where gmax is the maximum stomatal conductance to ozone, gmin is the minimum daytime stomatal 
conductance and 41000 is a conversion factor. The other variables take a value between 0 and 1.  
 Second, Sitch et al. (2007) propose to adjust the net photosynthetic rate An by an uptake 
factor F, which represents the reduction of the photosynthesis by the uptake of ozone. As the leaf 
conductance is given to be a linear function of the photosynthetic rate, gs is also reduced by a factor 
F. 
 
  ὃ ὃὊ and Ὣ ὫὊ       (Eq. 3, 4) 
 
where An and gs are the photosynthetic rate and the conductance in absence of damaging ozone 
effects, respectively, and gl is the leaf conductance for H2O (m s-1). However, the photosynthesis and 
leaf conductance are only reduced when the ozone uptake exceeds a certain threshold for damage, 
the flux FO3crit (nmol m-2 s-1), which is specific for a plant type. Also, the fractional reduction of the 
photosynthesis (a) due to ozone uptake is plant type specific, because some plants are more 
sensitive to ozone than others. So the authors arrive at 
 
  Ὂ ρ ὥ ÍÁØ& & ȟπȢπ     (Eq.5) 
 
where Ὂ  (nmol m-2 s-1) is the flux of ozone into the stomata: 
 

  Ὂ
ϳ

       (Eq. 6) 

 
Here, ὕ  is the O3-concentration at reference level (nmol m-3), Ra is the aerodynamic and boundary 
layer resistance between leaf surface and reference level (s m-1) and ‖ ρȢφχ is the ratio of leaf 
resistance for ozone to leaf resistance for H2O. The values of a and FO3crit are estimated from open-
top chamber experiments for several plant functional types (broadleaved trees, conifers, C3 
grasses,C4 grasses and shrubs) and for high and low sensitivity to ozone. 
 The last parameterisation is similar to the previous one, assuming that the stomatal 
conductance and net photosynthetic rate are strongly related. Hence, the impact of ozone is a 
function of the O3-uptake above a certain threshold and a plant type specific response coefficient 
(Anav et al., 2011). However, not only an instantaneous impact (IO3_inst) is calculated, but also 
persistent damage from earlier exposure to ozone by using a monthly mean O3-exposure (IO3_month). 
Then the total impact of ozone on vegetation (IO3) is expressed as 
 

  Ὅ ͺ ͺ       (Eq. 7) 

 
which results in a GPP of 
 
  Ὃὖὖ Ὃὖὖρ Ὅ       (Eq. 8) 
 
where GPP is the original value without O3-damage. The ratio in Eq. 7 is based on long-term impacts 
of high O3-levels. This indicates that persistent damage is an important factor in calculating the 
adverse effects of ozone on plant growth (Lombardozzi et al., 2013). 
 Although the Jarvis-Stewart approach is widely used in hydrological models, Ronda et al. 
(2001) argue that it is less appropriate for atmospheric models as the variables change as a function 
of the conductance. Moreover, several parameters need to be determined for each case specifically 
and it is unclear whether these will change as a result of climate change. Therefore, this approach 
will not be suitable for this research. The last parameterisation option is also out, because it uses 
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monthly mean O3-exposures. The model used in this study examines the diurnal variability and there 
is no information on O3-concentrations during an entire month. Therefore, the persistent damage 
cannot be calculated. The second parameterisation relates ozone to changes in the photosynthetic 
rate and is therefore very suitable for examining the interactions between ozone, vegetation and 
meteorology (Anav et al., 2012). It can be used for any time step and therefore it fits well within the 
MXLCH model.  
 So the calculation of the ozone effect is based on Eq. 3-6 (see Appendix II for the code). The 
value of the reduction factor F can be calculated by combining these equations into a quadratic. 
When the FO3 exceeds the FO3,crit, F is used to calculate the photosynthesis and the stomatal 
resistance. Otherwise, the photosynthesis and stomatal resistance are not affected by ozone. 
 The deposition flux of a gas X is calculated according to the following equations: 
 
  Ὂ ’ɇὢ        (Eq. 9) 
 
where ʉd is the deposition velocity in m s-1 
 

  ’
ɇ

        (Eq. 10) 

 
When combining Eq. 9 and 10 the equation for FX becomes similar to Eq. 6. So in fact FO3 is the 
deposition flux of ozone (though with reversed signs). 

3.3 Case study 
 The MXLCH model requires the input of initial and boundary conditions for meteorology, 
surface layer and chemical species. This data is collected from a meteorological site in Cabauw (51.91 
°N, 4.93 °E), the Netherlands, on 25th September 2003, which is a well-studied case (e.g. (Van 
Heerwaarden et al., 2010)). The area consists mainly of grassland, with little influence from urban 
areas. The data sets include surface and upper air measurements. The Cabauw site is used for many 
research purposes and therefore the data sets are very extensive. They provide all the input data 
required for this model. As also upper air measurements are collected at about 200m, a good 
indication can be given of the mixed-layer conditions, rather than the surface conditions from screen 
height measurements.  

This specific date is chosen because of its calm conditions, with little influence of advection 
and clouds, which results in a well-developed mixed-layer. The case is characterised by high pressure: 
clear-sky conditions (10.2 hours of sunshine), no precipitation and low wind speeds (2-3 Bft, average 
direction of 115°) in De Bilt (Koninklijk Nederlands Meteorologisch Instituut, 2013). Therefore, it is 
representative for a typical boundary layer over well-watered grassland with C3 photosynthesis and 
low deposition rates due to the relatively small leaf area of grass. Since (lack of) soil moisture can 
affect vegetation, these well-watered conditions assure that the effect of drought stress does not 
influence the results. In addition, the most common land use in the Netherlands is agriculture 
(almost 70% (AgriHolland B.V., 2013)), of which 53% consists of grassland (CBS et al., 2012)), so 
grassland represents Dutch conditions quite well. 
 Data on initial conditions for chemical species are collected from the RIVM, from the 
measurement site at the Zijdeweg, Cabauw. This is the same location as the meteorological site, so 
the meteorological conditions do not create difficulties in representing the chemistry. Unfortunately, 
only the mixing ratios of O3, NO and NO2 are known. There is no information on their emissions or 
the emissions and mixing ratios of other chemical species. Therefore, the net surface flux had to be 
estimated, in which the advection term is also included. 

3.4 Research design 
 The aim of this research is to examine several processes that determine the ozone mixing 
ratio and to examine the impact of increased ozone (and CO2) mixing ratios on processes in the ABL 
through interaction with vegetation on a daily basis. The sensitivity of variables related to the 
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atmosphere, vegetation and chemistry to ozone will be explored by studying a range of variables. To 
reach this aim several steps need to be taken.  

1) Run the model for 25th September 2003 and validate dynamics, chemistry and vegetation.  
2) Implementation of the parameterisation described in Section 3.2. 
3) Examine the relative importance of chemistry and dynamics to ozone. Both chemistry and 

dynamics are expected to play a role. 
4) Examine the ability of the model to represent the non-linearity of the NOx/VOC dependency 

of ozone. This is an important process in the ozone chemistry system and therefore a good 
representation is important. 

5) Sensitivity analysis on the initial CO2 mixing ratio to simulate future scenarios with global 
warming and see what happens to variables of interest. It is expected to give comparable 
results to the study of Vilà-Guerau de Arellano et al. (2012). 

6) Sensitivity analysis on the initial ozone mixing ratio and see what happens to variables of 
interest. It is assumed that an increased ozone mixing ratio results in less evaporation, higher 
sensible heat flux, increased stomatal resistance and decreased plant productivity. 

7) Change the vegetation type to explore how sensitivity to ozone affects the variables of 
interest. This sensitivity analysis examines the importance of land cover. More sensitive 
vegetation should show a further increase of the stomatal resistance and decrease of plant 
productivity. 

8) Sensitivity analysis on the combined effect of initial ozone and CO2 mixing ratio and see what 
happens to variables of interest. According to Sitch et al. (2007) the combined effect of CO2 
and ozone can be either that stomatal closure caused by CO2 limits damage by ozone or that 
damage caused by ozone limits CO2-fertilization. 

As stated before, the MXLCH model will only simulate one single day similar to 25th September 2003, 
but the system will be perturbed by changing the initial conditions. Therefore, each run will be 
similar to the previous one, except for the changes mentioned in these steps (see Table 1 for an 
overview of the runs). In addition, several graphs are made by doing multiple runs. For each variable, 
16 different initial conditions are used as input, such that 256 runs are performed. The advantage of 
this method is that non-linear relationships can be identified. The exact initial and boundary 
conditions for each run can be found in Appendices III and IV. 

Table 1: Overview of runs and which processes/conditions are represented. 
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2003 x     

O3effect x x    

NO/ISO x x x   

high_CO2 x x  x  

high_O3 x x x   

high_sens x x x  x 

high_O3+CO2 x x x x  

O3+CO2_comb x x x   

 The high_O3 run is characterised by an increased ozone mixing ratio. This is reached by 
increasing the emissions of its precursors. The emissions of NOx and ISO are based on the IPCC 
scenarios A1 and A2 (Nakicenovic et al., 2000). 
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 Since ozone is expected to have an impact on the stomatal resistance and on the 
photosynthesis, the evolution of the land surface is analysed by the stomatal resistance (rs) and the 
carbon fluxes (photosynthesis, respiration and net ecosystem exchange (NEE)). Moreover, the CO2 
mixing ratio is affected by these fluxes, but also influences the stomatal resistance itself. Therefore, 
this variable is also examined. The deposition flux is also examined, because this represents the 
amount of damage that ozone causes to vegetation. 
 The dynamics are evaluated by the heat fluxes, temperature, humidity and boundary layer 
height. These variables are able to quantify how the boundary layer develops and these conditions 
influence chemistry as well. Therefore, a satisfactory representation of dynamics is a precondition to 
model the chemistry. 

Mixing ratios of pollutants are, however, not only determined by the vegetation and 
dynamical variables. Yet, chemical reactions are also very important. So even though the focus is on 
ozone, several other pollutants are calculated as well. Therefore, the evolution of O3, NO, NO2, 
isoprene, OH, HO2 and H2O2 are examined. These pollutants are the most important reactants that 
determine the ozone mixing ratio. The variables of interest are summarized in Table 2. 

Table 2: Variables of interest per compartment. 

Surface/dynamics Vegetation Chemistry 

Temperature (T) rs [CO2] 

Humidity (q) photosynthesis [O3] 

Latent heat flux (LE) respiration [NO] 

Sensible heat flux (SH) NEE [NO2] 

Boundary layer height (h) FO3 reactants/precursors (OH, ISO, 
HO2, H2O2) 
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4. Results 

 In this chapter an overview of the results is given. First, the ability of the model to represent 
the case study is explored. Then the importance of dynamics, chemistry and vegetation in 
determining the ozone mixing ratio is demonstrated. In Section 4.3 it is shown that the model is able 
to represent the non-linear NOx/ISO dependency of ozone quite well. In the next two sections the 
model is forced with higher CO2 and ozone mixing ratios and their impact on dynamics, chemistry 
and vegetation is discussed. Then, the combined effect of elevated CO2 and ozone mixing ratios is 
examined. Finally, Section 4.7 tries to identify the implications of these results for climate change 
predictions. 

4.1 Representation of the case study  
The model is able to represent the variables related to surface, vegetation and chemistry 

satisfactory (see Appendix V). This is the first time that all these aspects are combined for one case 
study and that the land surface is coupled with the atmosphere. 
 As discussed before, high CO2 mixing ratios increase the stomatal resistance and this results 
in higher values for rs in the morning. In the afternoon, rs increases due to changes in dynamics that 
limit photosynthesis, such as the PAR (Photosynthetically Active Radiation) which starts decreasing 
from about 12h UTC. The photosynthesis flux follows the evolution of rs, whereas the respiration is 
determined by soil characteristics and the friction velocity. The net ecosystem exchange is the sum of 
the photosynthesis and respiration, representing the net carbon flux. The net flux has a negative 
value during daytime and this indicates that it is directed downwards, thus more carbon is taken up 
by the vegetation than is lost through transpiration. This causes the CO2 mixing ratio to decrease 
during the day. Moreover, air with low CO2 content is entrained in the early morning. During the 
night it is the other way around; there is only plant and soil respiration and CO2 builds up, resulting in 
a higher mixing ratio in the early morning. 
  The latent heat flux, which is not limited by water stress, is higher than the sensible heat 
flux. This limits the growth of the boundary layer (which can grow up to 1500m under convective 
conditions). The impact on the chemistry is therefore less dilution of pollutants in the mixed-layer. 
The air is quite dry and these dry conditions favour clear skies, which is supported by the observation 
that the LCL is about 800m higher than the boundary layer height. 
 With respect to chemistry, NO2 builds up over night in the stable boundary layer, which 
causes high mixing ratios in the early morning. Although NO is depleted during night time, it seems to 
build up quickly in the early morning, probably due to emissions by traffic or the soil. During daytime, 
NO2 is mostly lost through photolysis (R. 1), which produces ozone. NO is mainly lost through the 
reaction with ozone (R. 2), which is at the same time the largest production term of NO2. The largest 
production term for NO is the photolysis of NO2. An important reaction in the formation of ozone (R. 
1) requires the sun, so this reaction does not take place at night. Ozone loss does happen though, 
which results in very low ozone mixing ratios at night. When the sun rises, ozone formation starts 
and the mixing ratio increases.  
 The mixing ratios for isoprene, OH, HO2 and H2O2 (Figure 6) are compared with research from 
Van Stratum et al. (2012) conducted in Spain. Although chemistry is location dependent, this gives 
some verification of the order of magnitude. OH is mainly produced by the reaction of water vapour 
with O(1D), which is a product of the photolysis of ozone. This causes the OH mixing ratio to have a 
peak during daytime. Isoprene is not produced via chemical reactions, so its only source is the 
emission. Since the emission is zero during night (as is the mixing ratio), the ISO mixing ratio should 
be low in the early morning, increasing to ~100 ppt around 10h UTC. However, the results show a 
large value at 7h UTC. The cause of this peak is not clear, as ISO starts at 0 ppt at 6h UTC. The 
evolution of HO2 and H2O2 compare well to Van Stratum et al. (2012). 
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Figure 6: Diurnal evolution of hydroxyl mixing ratio (OH); isoprene mixing ratio (ISO); hydroperoxyl radical mixing ratio 
(HO2); hydrogen peroxide mixing ratio (H2O2). Lines represent model calculations. 

4.2 Relative importance of chemistry and dynamics  
 As was illustrated in Figure 3, many feedbacks between chemistry and dynamics exist. 
Therefore, they are both important in determining the atmospheric composition. This can be further 
examined by looking at the tendency of the ozone mixing ratio for each of these processes: 
 

  Ὂ Ὂ ὅ ὅ      (Eq. 11) 

 
where Fs is the surface flux (in this case deposition, which is <0 and thus a sink), Fe is the entrainment 
flux, Cp is chemical production and Cl is chemical loss. Fs and Fe are the dynamical terms that 
determine the mixing ratios and Cp and Cl are the chemical contributions (Van Stratum et al., 2012). 
The land surface is included in the surface flux, as vegetation influences the deposition flux. All these 
terms are depicted in Figure 7. 

 

Figure 7: Ozone mixing ratio tendency (green) and individual contributions of entrainment (red), chemical production and 
loss (blue) and deposition (cyan). The deposition is given for the constant deposition velocity used in the initial run (dashed 
line) and as FO3 (solid line). For the run O3effect (left graph) and run high_O3 (right graph). 
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 The deposition is represented two times in these graphs. The dashed line is calculated from a 
constant deposition velocity that is initially included in the model . The solid line is calculated from 
the parameterisation of the ozone effect (Eq. 6), which is discussed in Section 3.2. The latter 
representation is used to calculate the deposition and the ozone mixing ratio for all the runs, except 
for the run 2003 (which uses the constanct deposition velocity). 
 A few things can be noticed when these graphs are analysed. First of all, entrainment has the 
largest contribution. This is due to the large jump in ozone mixing ratio at the top of the boundary 
layer (32 ppb). The cause is that the ozone mixing ratio is near to zero in the early morning according 
to the observations. Therefore, when the boundary layer starts growing, the mixing ratio in the 
boundary layer will increase fast. The largest value is reached around 10h UTC, when the boundary 
layer grows fastest. At the same time, the ozone mixing ratio starts to increase, which limits the 
contribution of entrainment after 10h UTC. In case of a higher ozone mixing ratio in the mixed-layer, 
the entrainment is lower, because the jump is smaller. In the afternoon the boundary layer reaches 
its maximum height and the entrainment goes to zero. 
 Second, in the left graph the chemical term is negative in the morning, indicating a net loss of 
ozone up to 11h UTC. This is caused by the high NO mixing ratio in the early morning, which reacts 
with ozone, but also by low production rates. After 11h UTC the production exceeds the destruction 
and ozone starts to build up. For higher ozone mixing ratios (right graph) the chemical production is 
higher in the morning, but also the chemical loss is larger. However, the production exceeds the loss 
and the chemical term is positive almost throughout the run. Only after 14h UTC the chemical loss 
becomes larger due to an increase in the reaction with NO2 and less production through R. 1.  
 The two representations of the deposition flux are in the same order of magnitude and 
relatively small compared to the other contributions. In the morning they are limited by the ozone 
mixing ratio and the relatively high stomatal resistance. In the afternoon the increase in stomatal 
resistance plays a major role again. In the right graph the deposition is larger, because of the higher 
ozone mixing ratio. Comparing the two fluxes, it can be argued that both fluxes give a similar 
representation of the evolution of the surface flux under these conditions. 
 The net tendency of the ozone mixing ratio is the sum of all the individual contributions. For 
the run O3effect it is low in the early morning, as deposition and chemical loss balance each other. 
The maximum is reached somewhat after the maximum contribution of entrainment, as the chemical 
production becomes more important. So in the morning entrainment plays the largest role, but later 
in the morning the chemistry takes over. For the high_O3 run chemistry is more important than for 
the O3effect run, but the contribution of entrainment remains largest. Therefore, it can be concluded 
that both dynamics and chemistry are important in determining the ozone mixing ratios. This is in 
line with Figure 3, but this division is influenced by the amount of ozone present in both the ABL and 
the FT. So, for future scenarios with higher emissions of ozone precursors, these changes in 
importance need to be taken into account. 

4.3 Representation of the NO x/VOC dependency of ozone 
 One important feature of the chemistry system is the dependency of the O3-concentration on 
the presence of NOx and VOCs (Sillman et al., 1990). Figure 8 shows this dependency, which is non-
linear. As the (developments of) VOC-emissions are very uncertain, this graph is very important. A 
reduction in NOx-emissions can increase O3-concentrations, but especially at lower VOC-emissions. 
The thick line represents the boundary between the NOx-limited regime under which higher VOC-
emissions will no longer increase the ozone concentration (upper part) and the VOC-limited regime 
under which an increase in NOx-emissions will have less impact on the O3-concentration (lower part). 
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Figure 8: Dependency of O3-concentration on emissions of NOx and VOC. Above the think line the regime is NOx-limited; 
under the think line the regime is VOC-limited. Adapted from Sillman et al. (1990). 

 In this graph several areas can be identified. The upper left part of the graph represents a 
rural area with lots of VOC-emissions from vegetation and reduced NOx-emissions. The lower right 
part represents an area with much traffic, for example a street canyon. Here, NOx-emissions are high, 
but VOC-emissions are low. An urban background area is positioned more or less on the thick line, 
although its exact position depends on the specific situation. Here, ozone concentrations are high, 
because there is no limitation of either VOC or NOx-emissions. Nevertheless, this is a generalization. 

 
Figure 9: Feedbacks of VOCs and NOx on ozone; feedbacks which can be in both directions or are unknown (blue arrows), 
mediating effects (yellow arrows). 

 The representation of this non-linear dependency by the MXLCH model (such as illustrated 
by the feedbacks in Figure 9) can be found in Figure 10 (with NO emissions ranging from 0.0 ς 1.2 
ppb m s-1, comparable to NO emissions of 0.0 ς онϊмл11 molecules cm-2 s-1). It shows that the model is 
able to reproduce the non-linear response of ozone to NO and ISO emissions. Especially the VOC-
limited regime shows the same pattern. Yet, the NOx-limited regime is less well represented. 
Whereas in Figure 8 the O3-concentration does not change at all with increased VOC-emissions, the 
ozone mixing ratio in Figure 10 does continue to increase. A possible explanation is the use of NO 
instead of NOx. The result is that there is no NO2-limitation and R. 1 can still take place, producing 
ozone. Moreover, ISO is used instead of VOCs, which might have an effect on the non-linearity. 

The numerical experiment is done for two different initial CO2 mixing ratios to examine how 
this pattern develops under future climate conditions, but there is little difference between the two 
runs (see Appendix VI for high CO2 run). Only at higher ISO-emissions elevated CO2 reduces the ozone 
mixing ratio by 1-2 ppb. 
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Figure 10: Ozone mixing ratio at 15h UTC as a function of NO and ISO-emissions. The 40, 80 and 120 ppb mixing ratios are 
highlighted. Run has an initial CO2 mixing ratio of 422ppm. 

4.4 The impact of CO2 
 Although the direct impact of CO2 on the ozone mixing ratio seems to be limited, CO2 is 
nevertheless important in determining the ozone damage by its influence on the stomatal resistance. 
The stomatal resistance for the initial run and for elevated CO2 are displayed in Figure 11. As 
expected, the stomatal resistance increases under higher CO2 mixing ratios. The photosynthesis gets 
larger (dashed line), but the soil respiration is not affected significantly. 

 

 
Figure 11: Diurnal evolution of stomatal resistance (rs); the carbon fluxes photosynthesis (Phot), respiration (Resp) and net 
ecosystem exchange (NEE). Lines represent model calculations for the run 2003 (red line) and for run high_CO2 (cyan) and 
black triangles are measurements. In the lower graph the full lines represent the run 2003 and the dashed lines the run 
high_CO2. 

The consequences of the increased stomatal resistance are shown in Figure 12. The mixed-
layer gets drier and warmer, which limits the presence of clouds. These results correspond to the 
results of Vilà-Guerau de Arellano et al. (2012). The chemistry is also slightly affected by CO2 
(Appendix VII), mainly through dilution due to the larger ABL-height. However, boundary-layer 
growth causes entrainment of ozone-rich air, counteracting this dilution. 
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Figure 12Υ 5ƛǳǊƴŀƭ ŜǾƻƭǳǘƛƻƴ ƻŦ ǎŜƴǎƛōƭŜ ƘŜŀǘ ŦƭǳȄ ό{IύΤ ƭŀǘŜƴǘ ƘŜŀǘ ŦƭǳȄ ό[9ύΤ ǇƻǘŜƴǘƛŀƭ ǘŜƳǇŜǊŀǘǳǊŜ όʻύΤ ǎǇŜŎƛŦƛŎ ƘǳƳƛŘƛǘȅ όǉύΤ 
boundary layer height (h); lifting condensation level (LCL). Lines represent model calculations for the run 2003 (red line) and 
for run high_CO2 (cyan) and black triangles are measurements. 

4.5 The impact of ozone  
The effect of ozone on the ABL dynamics and carbon fluxes is not significant, as the changes 

in stomatal resistance are very small. The reduction factor F reaches values of about 0.999998, which 
causes non-significant changes to the stomatal resistance and photosynthesis. Therefore, the effect 
of ozone is examined by looking at the FO3 (deposition flux) compared to the critical threshold. 
Whenever this threshold is exceeded, ozone causes damage to the plants. The diurnal evolution of 
FO3 is displayed in Figure 13 for different runs. For simplicity the flux is taken positive downwards (in 
contrast to Figure 7). 

 
Figure 13: Diurnal evolution of FO3 for run O3effect (green), high_O3 (blue), high_CO2 (cyan) and high_CO2+O3 (red). The 
critical threshold is represented by the black dashed line. 

 
The implementation of the ozone effect shows that the critical threshold is exceeded from 

11h UTC until after 15h UTC. The maximum FO3 is about 0.14 ppb m s-1. At this point, the ozone 
mixing ratio has almost reached its maximum. Since the stomatal resistance is still relatively small, 
the damage is large (see Figure 14). For the high_O3 run, the maximum of over 0.16 ppb m s-1 is 
reached a bit earlier and damage also occurs for a longer time period, caused by the higher ozone 
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mixing ratio. For higher plant sensitivity, FO3 does not change, so this run is not shown in the graph. 
Its evolution is exactly the same as high_O3. However, the reduction factor F is smaller for high_sens, 
thus theoretically affecting the photosynthesis more. Nevertheless, the reduction is still too small to 
be visible on a diurnal scale. 

 
Figure 14: Feedbacks of ozone and CO2 on stomatal resistance; positive feedbacks (green arrows), negative feedbacks (red 
arrows). 

The other runs, which include a higher CO2 mixing ratio, show a lower FO3. Both runs barely 
even exceed the threshold, which means that almost no damage occurs, due to a reduction of the 
stomatal conductance (see Figure 14). The run with higher ozone mixing ratios (high_CO2+O3) shows 
a higher FO3 compared to the run with only an elevated CO2 mixing ratio (high_CO2). So it can be 
concluded that increased CO2 reduces the damage caused by ozone. This is in agreement with Eq. 6.  
 Figure 15 depicts the FO3 against the ozone mixing ratio. Here it shows that, even though the 
evolution of the ozone mixing ratios are the same for O3effect and high_CO2 (with values of 25th 
September 2003) and for high_O3 and high_CO2+O3 (with increased mixing ratios), the FO3 increases 
faster when the CO2 mixing ratio is lower. This supports the claim that a higher CO2 mixing ratio 
protects vegetation to damage caused by ozone due to the increase in stomatal resistance. 

 
Figure 15: FO3 as a function of the ozone mixing ratio for run O3effect (green), high_O3 (blue), high_CO2 (cyan) and 
high_CO2+O3 (red). The critical threshold is represented by the black dashed line. 

 In Section 4.3 the NOx/ISO dependency of ozone was analysed. To explore the dependency of 
the deposition flux and ozone damage to NO and ISO-emissions and CO2, similar plots are made for 
FO3 (Figure 16). It shows more or less the same pattern as the ozone dependency, although the effect 
of CO2 is better visible in these graphs. Not only at high ISO-emissions, but throughout the graph the 
FO3 is limited by CO2. The range of values of FO3 is smaller for higher CO2 mixing ratios and it starts 
with lower values. Moreover, there is a larger area where no damage occurs (below the dashed line). 
This impact of CO2 on dry deposition of ozone is important in the future climate. 
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Figure 16: FO3 at 15h UTC as a function of NO and ISO-emissions. The black dashed line indicates the critical threshold. Runs 
have an initial CO2 mixing ratio of 422 ppm (left graph) and 720 ppm (right graph). 

4.6 The combined impact of C O2 and ozone  
 The two previous sections have shown the impact of elevated CO2 and ozone mixing ratios on 
dynamics and vegetation. However, as both mixing ratios are expected to increase, it is more 
important to know how they interact. Figure 18 shows the FO3 as a function of CO2 mixing ratio and 
ISO-emission at two different times. Ozone determines the FO3 through two feedbacks (feedbacks 1 
and 2+3 in Figure 17). Yet, the second path is not significant, as stated before, thus only feedback 1 is 
of importance. The situation at 10h UTC shows lower ozone mixing ratios and thus lower values of 
FO3. The threshold is exceeded only at higher ISO-emissions (above the dashed line). At 13h UTC the 
ozone mixing ratio has almost reached its maximum and there is a larger range of CO2 mixing ratios 
and ISO emissions at which the critical threshold is exceeded. The implication is more deposition and 
thus more damage to vegetation. However, the impact on the ABL and its dynamics remains 
unsignificant. 

 
Figure 17: Feedbacks of ozone and CO2, representing the hypotheses of Sitch et al. (2007); positive feedbacks (green 
arrows), negative feedbacks (red arrows). 

 The flux also depends on the CO2 mixing ratio, because of the impact of CO2 on the stomatal 
resistance (feedback 6 in Figure 17). This is clearly shown in the graphs, where a higher CO2 mixing 
ratio reduces the ozone deposition flux. Interestingly, this reduction is larger at higher ozone mixing 
ratios. Probably, the absolute reduction is larger in that situation. Though, the relative reduction is 
equal for all mixing ratios (see Eq. 6), around 32%, since the stomatal resistance is more or less the 
same at constant CO2 mixing ratio. 
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Figure 18: FO3 at 10h UTC (left graph) and 13 UTC (right graph) as a function of initial CO2 mixing ratio and ISO-emission. The 
full black lines are ozone mixing ratios. The black dashed line indicates the critical threshold. 

 Moreover, in the lower part of the CO2 mixing ratio range the effect is larger than in the 
upper part of this range. This indicates that an increase in CO2 mixing ratios results in a decrease of 
the ozone deposition flux, but in a slower pace as the CO2 mixing ratio gets larger. This is because the 
relation between the CO2 mixing ratio and stomatal resistance is suggested to be non-linear for 
certain plant species (Maherali et al., 2002) and the result is a non-linear response of the FO3 to CO2. 
 At larger ISO emissions, the ozone mixing ratios decrease as CO2 mixing ratios increase. This 
is due to the larger boundary layer depth, which causes dilution of pollutants. On the other hand, the 
opposite is true when the ISO emissions and ozone mixing ratios are lower. Then ozone mixing ratios 
are even a bit higher at higher CO2 mixing ratios. This is due to the entrainment of ozone-rich air, 
which has a larger impact when mixed-layer mixing ratios are small. As stated before, the impact of 
ozone on the stomatal resistance is not significant. However, it has been shown in other studies that 
at larger scales this feedback does play an important role (e.g.(Lombardozzi et al., 2013)). In that 
case, the larger stomatal resistance is, based on the decrease in the deposition flux FO3, expected to 
cause an increase in the ozone mixing ratio (feedbacks 2 and 3, Figure 17). This will reinforce the 
increase of ozone at low ozone mixing ratios and oppose the dilution at higher mixing ratios. So, the 
ozone mixing ratio might increase further, causing more damage and thus limiting the damage 
reduction by higher CO2 levels. 
 These graphs support the first hypothesis of Sitch et al. (2007), i.e. the idea that a rise of the 
CO2 mixing ratio limits ozone damage, at least at a diurnal scale (feedbacks 6 and 3 in Figure 17). 
Their second hypothesis, which consists of feedbacks 2, 4 and 5, cannot be confirmed or rejected. 
The very small change in stomatal resistance caused by ozone does not affect photosynthesis and the 
CO2 mixing ratio significantly, as shown before. Nevertheless, this process might play a role on larger 
scales, especially when persistent damage is included in calculating the stomatal resistance (Anav et 
al., 2011). 

4.7 Implications for climate change predictions  
 Even though these results do not show a significant impact of ozone on dynamics, it has been 
argued by many researchers that the impact of ozone on the climate needs to be incorporated in 
climate models, as it might have a significant impact on carbon fixation and thus indirectly on how 
effective emission reductions will be. However, it has also been argued that the exact impact is 
unclear, as there are several processes involved that are uncertain. One of these processes is the 
dependency of the ozone mixing ratio on NOx and VOC-emissions. Especially the future emission of 
VOCs is very uncertain, as climate affects the amount and type of vegetation, but also the impact of 
elevated CO2-concentrations on this non-linear process.  
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 Also other processes, that are influenced by climate change and are not considered in this 
research, can have an impact on vegetation and chemistry. For example drought stress, which might 
occur more or less often due to climate change, can affect the plant sensitivity to ozone. Also clouds, 
which are expected to become less abundant under elevated CO2 mixing ratios and higher 
temperatures (Vilà-Guerau de Arellano et al., 2012), influence chemistry through their impact on 
photodissociation processes. Rising temperatures can also affect the rate of chemical reactions. 
Moreover, the deposition flux of ozone will be affected by climate change. As discussed before, the 
stomatal resistance is increased by the rise in CO2 mixing ratios and this affects the ozone deposition 
flux, but also the aerodynamic resistance (see Eq. 6) might be affected by changes in the wind speed. 
 All these processes make it difficult to model the future climate and chemical conditions, but 
they need to be considered nevertheless to make a reasonable prediction. As stated before, the 
spatial scale of the model is rather small, which means that these large-scale impacts of climate 
change can only be included by boundary conditions. However, as long as the consequences of 
climate change are uncertain, these boundary conditions are difficult to estimate. 
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5. Discussion 

 In this study the impact of ozone on atmospheric dynamics, chemistry and carbon fluxes is 
examined. The results indicate that ozone causes damage to vegetation (when the deposition flux 
exceeds the critical threshold of 5.0 nmol m-2 s-1), but its impact on dynamics is not significant on a 
diurnal scale with a reduction factor of 0.999998 for the stomatal resistance. Moreover, CO2 is found 
to limit this ozone damage by reducing the stomatal conductance. 
 This research has demonstrated the ability of the MXLCH model to simulate this particular 
day very well for carbon fluxes, dynamics and chemistry, while the model is quite simple and 
relatively easy to use. Also, the simple chemical scheme proofs to be sufficient to simulate the ozone, 
NO and NO2 mixing ratios throughout the day. In addition, the ability to do multiple runs has proven 
to be very useful for the sensitivity analyses and can be used to identify non-linear responses and 
other new insights. Moreover, the model is able to represent the non-linearity in the NO/ISO 
dependency of the ozone mixing ratio reasonably well. 
 Unique to this study is that the diurnal evolution is used for the sensitivity analysis on how 
future (climate and chemical) conditions affect atmospheric dynamics and chemistry, rather than a 
global long-term model. In fact, the results show how this specific day will look like under changed 
ozone and CO2 mixing ratios. This gives unique insights in the interaction of CO2 and ozone, as small-
scale processes are also included and differences throughout the day can be identified. 
 The damage to vegetation caused by ozone is clearly illustrated in this research, even under 
these relatively low ozone mixing ratios. Also, the reduced damage caused by elevated CO2 mixing 
ratios, and how this is influenced by other factors, is demonstrated. This is very important for the 
future climate. Finally, the evolution of the dynamics and carbon fluxes under elevated CO2 mixing 
ratios are in agreement with the results of Vilà-Guerau de Arellano et al. (2012) and the ozone 
tendency with the results of Van Stratum et al. (2012).  
 There are also several points for consideration. The lack of data on the emission/deposition 
of NO, NO2 and O3 and on mixing ratios and emission/deposition of OH, HO2, H2O2 and ISO made 
validation difficult. These initial and boundary conditions had to be estimated in order to get a good 
fit with the data and, where possible, they were validated with existing literature, while chemistry is 
location-dependent. Yet, the order of magnitude of these input values are realistic. Additionally, 
advection is not included for simplicity, but it could have an impact on the mixing ratios. Therefore, 
the net flux is estimated and adapted to give the best fit with the measured mixing ratios. 
 Another issue with the validation of the chemistry is the fact that the RIVM measurements 
are done in a hut at ground level, while the model uses mixed-layer mixing ratios. This gives a bias 
that is expected to overestimate the mixing ratios, as surface emissions can result in high measured 
mixing ratios. However, the daily evolution is more important in this research than the exact mixing 
ratios. Therefore, the RIVM measurements are used nevertheless for validation. These mixed-layer 
values are also used to calculate the ozone deposition flux, rather than at the leaf or in the surface-
layer. This might result in an underestimation of the flux. 
 The stomatal resistance calculated by the model (Appendix V) is low compared to a study by 
Anav et al. (2012), about 110 s m-1 and 450 s m-1 respectively in September. Their resistance is not 
specified for particular land surface characteristics, as they use an average over 45N-60N in 2002. 
Different plant species have different resistances, also depending on the weather conditions (e.g. 
(Brauman et al., 2012; Brimelow et al., 2010)), and this might cause these differences. This low 
resistance also results in a high deposition velocity: 0.007 m s-1 used in this study versus 0.0025 m s-1 
found by Anav et al. (2012). They argue that a lower stomatal resistance results in more uptake of 
ozone by the plant, thus a higher deposition rate.  
 The NOx/VOC dependency in Figure 8 is simulated by the model as NO/ISO dependency. The 
NO-emission is used instead of NOx as the latter is not represented in the model. Also, VOC is 
displaced by ISO for the same reason and the model is forced to reach ozone mixing ratios of more 
than 120 ppb. However, this translation into ISO and the use of the net surface flux of NO makes it 
difficult to position the particular case of 25th September 2003 in Figure 8. The difficulties of the 
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model with representing the NOx-limited regime can be the result of the simple chemical scheme 
used in this research and/or the differences in response to VOC and ISO. Moreover, NO2 will still be 
present in the NO-limited regime (in contrast to the NOx-limited regime) and ozone production can 
continue at these low NO mixing ratios. 
 The ozone damage is shown by plotting the FO3 and its critical threshold. This is done because 
the values for the reduction factor F are so small, that this effect is not visible in the graphs of 
dynamics and vegetation. This does not mean though that the effect is negligible in climate 
forecasting. In this study only one particular day with not particularly high ozone mixing ratios and 
only grassland is used. The results can be quite different for other vegetation types or other 
meteorological conditions (such as drought stress). Moreover, persistent damage by ozone is not 
included, since this is not possible when looking only at one day, while this might result in more 
damage and thus a larger impact on dynamics. 
 One of the hypotheses of Sitch et al. (2007), the idea that elevated CO2 causes stomatal 
closure and that this limits the damage caused by ozone (Figure 17), can be confirmed with this 
research. The second hypothesis, that stomatal closure due to ozone limits carbon fixation, cannot 
be confirmed. However, this is due to the fact that the reduction factors are small and ozone only 
causes a very small reduction in the stomatal resistance. On a larger scale, this second hypothesis has 
shown to be plausible as well (Figures 1 and 2). 
 This illustrates how difficult it is to translate the results of this research into an impact on the 
global scale and how this should be considered in climate models. The processes mentioned in 
Section 4.7 also show that the climate system is extremely complex and that a lack of knowledge on 
processes and lack of data can affect the accuracy of climate predictions significantly. Nevertheless, it 
has been demonstrated that damage does occur and a higher stomatal resistance will have an impact 
on dynamics. It has also been shown by other studies that ozone damage reduces carbon fixation. 
Therefore, changes in the ozone mixing ratio need to be taken into account in climate predictions. 
 Other types of vegetation (e.g. C3 versus C4 plants) and atmospheric conditions need to be 
examined to identify how the interaction between ozone, CO2 and vegetation will be influenced by 
the changing climate. This incorporates changes in land cover, temperature, precipitation, emissions 
of ozone precursors, et cetera. Moreover, more research needs to be done on how isoprene 
emissions will develop and how they are influenced by the climate and CO2. It has been argued that 
CO2 reduces isoprene emissions (Young et al., 2009) and this can reduce ozone damage to 
vegetation, which can in turn increase isoprene emissions. However, these feedbacks and their net 
effect need to be quantified. Moreover, for a good representation of these feedbacks, the 
representation of the NOx/VOC dependency of ozone needs to be improved, especially the NOx-
limited regime. This study could also be extended to a larger scale to examine how ozone affects the 
climate through interaction with vegetation and whether this significantly influences the dynamics. 
So far, this has only been done for carbon fluxes. It would be interesting to study whether ozone is 
able to reinforce the impact of CO2. 
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6. Conclusion  

 The aim of this research is to examine the interaction between ozone, CO2, vegetation and 
atmospheric dynamics on a diurnal scale. The focus is on the impact of ozone on processes in the ABL 
through interaction with vegetation and the combined effect of ozone and CO2 on these processes 
and interactions. The sensitivity analyses on a diurnal scale help identify small-scale processes that 
influence these interactions. 
 The results show that indeed chemistry, dynamics and vegetation are important in 
determining the ozone mixing ratios and its diurnal evolution. The exact importance depends on 
several factors, such as the ozone mixing ratio itself and the boundary layer growth (which can be 
influenced by the CO2 mixing ratio). An accurate representation of all these variables and processes is 
thus important to simulate the chemistry. The model has proven to be able to represent the 
vegetation-dynamics-chemistry interactions sufficiently for this particular case study, but also the 
non-linearity of the NOx/VOC dependency of ozone can be simulated. However, the NOx-limited 
regime is less well represented. 
 On a diurnal scale, the impact of ozone on the dynamics is not significant, in contrast to the 
impact of CO2. Therefore, ozone damage to vegetation is made visible by plotting the FO3 and it is 
shown that ozone damage does occur during part of the day. The ozone mixing ratio and the 
stomatal resistance are the most important factors in determining this damage, where CO2 limits the 
damage by increasing the stomatal resistance. However, the strength of this feedback depends on 
the exact value of the CO2 mixing ratio. The ozone mixing ratio might increase, due to less deposition, 
and this can increase the damage. The plant sensitivity does not affect the FO3, but a higher sensitivity 
could cause more damage by increasing the reduction factor F.  
 To be able to extend this research to the consequences for the global climate, some other 
processes need to be examined and included, e.g. persistent ozone damage, land cover changes due 
to climate change and the influence of drought stress. 
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Part II:  The impact of different problem definitions and the use of science on an 
air quality conflict in Utrecht  
 

1. Introduction  

 Air quality is becoming a major issue in environmental policy making, because emissions of 
air pollutants have been increasing rapidly over the last decades (Karnosky et al., 2003). High 
concentrations of many air pollutants, such as ozone, fine dust and NO2 are found to correlate with 
respiratory diseases (e.g. (Badyda et al., 2013; WHO, 2006)), cardiovascular diseases (e.g. (Atkinson 
et al., 2012; Qiu et al., 2013)) and even a decrease in life expectancy (WHO, 2006). Also, as has been 
concluded in the first part of this report, air pollution affects the climate. Therefore, the European 
Union has set goals for a range of pollutants that all member states need to meet, or at least take 
measures to do so (EU, 2008).  
 In order to monitor the air quality in The Netherlands, the RIVM (National Institute of Public 
Health and the Environment) uses a network of measurement stations to determine concentrations 
of several air pollutants for the entire country (RIVM, 2013). Also, models are increasingly used to 
monitor the air quality. Whereas a measurement gives the exact concentration at one location over a 
certain period of time, a model calculates the concentration based on a large range of input variables 
for a larger area. The RIVM publishes a report on the Dutch air quality on a yearly basis (Jaaroverzicht 
Luchtkwaliteit (RIVM, 2012)). 
 Models are also used in environmental decision-making, because running models is cheaper 
and easier than doing measurements and models can be used to make future predictions. As the 
public increasingly demands for scientific knowledge in situations that are of personal interest (Petts 
& Brooks, 2006), local residents are increasingly disposed to model calculations. However, their 
interpretation of models has not been examined thoroughly. Often, models include several 
assumptions and uncertainties, such as uniform emission factors or the amount of traffic at a certain 
location. They can make decision-making based on its outputs doubtful, or at least cause conflict 
between the decision-makers and local residents that are affected by such decisions (e.g. (Bruin, 
2012)). Yet, these assumptions are necessary to simplify the model, e.g. because the spatial 
variability is too large to capture in the model. Nevertheless, these assumptions do not always match 
the local knowledge of residents and that makes them criticize the model output (Yearley et al., 
2003)Φ Lƴ ǘƘƛǎ ŎƻƴǘŜȄǘΣ ǊŜǎƛŘŜƴǘǎ ŀǊŜ ΨƭƻŎŀƭ ŜȄǇŜǊǘǎΩΣ ŦƻǊ ŜȄŀƳǇƭŜ ǿƘŜƴ ǘƘŜ ƳƻŘŜƭ ǳǎŜǎ ŀƴ ŀǾŜǊŀƎŜ 
speed of 50 km/h, whereas local residents know that people often speed in their street.    
 Wagner (2007) has argued that people are eager to take part in social exchange. However, to 
make a point, scientific knowledge can be seen as useful or even crucial. Therefore, residents - 
especially those in larger cities and nearby other sources of pollution - increasingly perform their own 
measurements, for example together with Milieudefensie. But there are also many other 
ŦƻǳƴŘŀǘƛƻƴǎ ŀƴŘ ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎ ǘƘŀǘ ŦƛƎƘǘ ŦƻǊ ŎƭŜŀƴŜǊ ŀƛǊΣ ǎǳŎƘ ŀǎ YǊŀŎƘǘ Ǿŀƴ ¦ǘǊŜŎƘǘ ŀƴŘ 5Ŝ 
Groene Metropool. The formation of such foundations and initiatives indicates that residents are 
regularly unsatisfied with the current situation and how e.g. the municipality deals with it. This 
results in little support for prospective measures proposed by the municipality. Creation of more 
support and legitimacy can be reached by involving residents in environmental decision-making. Not 
only does participation lead to more legitimacy; Irwin (1999) also mentions that to attend to lay 
ǇŜƻǇƭŜΩǎ ǾƛŜǿǎ ƳŀƪŜǎ ǘƘŜ ŘŜŎƛǎƛƻƴ-making more effective. Additionally, residents have knowledge of 
local issues that experts do not possess, so they can actually add useful knowledge to the decision-
making process (Irwin et al., 1999; Petts & Brooks, 2006; Yearley, 2000), for example which streets 
are used as short-cuts. 
 Although much research has been done on public participation, only few projects actually use 
local knowledge. Often, projects are aimed at raising public understanding and education rather than 
using local knowledge in decision-making or research projects (Catlin-Groves, 2012). This seems to be 
ǘƘŜ ǊŜǎǳƭǘ ƻŦ ǘǿƻ ŦŀŎǘƻǊǎΥ ŜȄǇŜǊǘǎΩ ǾƛŜǿ ƻƴ ƭŀȅ ƪƴƻǿƭŜŘƎŜ (Petts & Brooks, 2006), in that sense that 
lay knowledge is seen as subjective and thus less reliable, and the discrepancy between the 
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perception and interpretation of models and uncertainties by the public and scientists (Frewer et al., 
2003; Yearley, 1999). 
 So, the increasing importance of ŀƛǊ ǉǳŀƭƛǘȅ ŦƻǊ ǇǳōƭƛŎ ƘŜŀƭǘƘ ŀƴŘ ǊŜǎƛŘŜƴǘǎΩ ŘƛǎǎŀǘƛǎŦŀŎǘƛƻƴ 
with the situation indicates that air quality is a potential source for conflicts. This means that the 
public will be increasingly exposed to models and there will be interaction between many different 
stakeholders. Yet, there is a lack of knowledge about the public understanding of models. Therefore, 
understanding the differences between stakeholders in how they interpret scientific knowledge or 
model output is essential. Moreover, residents are thought to use a broader definition of air quality, 
including measures as noise, which is deemed unimportant by other actors. This could results in a 
discrepancy in the information need of certain stakeholders and the information provided by 
scientists. This is also true for the provision of uncertainty information, which is required by 
residents, but preferably not given by scientists (Frewer et al., 2003). 
 Analysis of such differences between several stakeholders in a conflict can give insight in how 
conflicts about local environmental issues arise. The main questions answered in this research are: 
 

 
 
 Much research is done on the use of public involvement, the acceptance of a new 
technology, et cetera, which identified several causes for conflict. However, an air quality conflict has 
not been examined yet to identify such causes. Although this research will focus on one particular 
case, about air quality conflicts in Utrecht, this report can serve as a guideline for e.g. decision-
makers in improving the dialogue.  
 

 
 
 In the next chapter, existing knowledge relevant to this research is discussed. This theoretical 
framework contains current research on public-scientists interaction, public understanding of 
scientific knowledge and models, the perception of risk and uncertainties and causes of public 
concern, including the explanation of important concepts. Finally, the research questions will be 
further specified. The research will focus on one specific case study, which will be explored in 
Chapter 3. Furthermore, the methods used in this research will be explained, including participants 
and measures. Semi-structured interviews are used to examine the wider context of the case and the 
results from these interviews are analysed in Chapter 4. This study ends with a discussion of the 
results and the recommendations that follow from them. 
 
 
 
 
 
 
 
 
 
 

The aim of this study is to improve the insight in how conflicts arise, which factors determine its 
development and how these disturb the communication process between the stakeholders. This 
might enhance the quality of and support for environmental decisions and improve the dialogue. 

- How do stakeholders construct air quality issues?  
- What are the implications for the causes and solutions of air quality conflicts?  
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2. Theoretical framework  

 In this chapter current research that is relevant for this study is discussed. As this research 
focuses on differences between stakeholders, this chapter starts with an analysis of different types of 
ƪƴƻǿƭŜŘƎŜ ŀƴŘ Ƙƻǿ ǘƘŜ ǇǳōƭƛŎ ŀƴŘ ǎŎƛŜƴǘƛǎǘǎ ǾƛŜǿ ŜŀŎƘ ƻǘƘŜǊΩǎ ǊƻƭŜ ƛƴ ŘŜōŀǘŜΦ CƻǊ ŀƛǊ ǉǳŀƭƛǘȅΣ 
scientific knowledge and models are of importance, so the understanding of this knowledge and how 
this differs among stakeholders is analysed. The same holds for uncertainties, which are inherent to 
models and difficult to interpret for many individuals. Moreover, causes for public concern, which 
might be causes for conflict, are identified. Finally, the research questions will be further specified.  

2.1 Scientific and public knowledge  
 In order to understand how individuals construct and understand certain issues, it is 
important to characterise their knowledge. However, in a debate, also how stakeholders construct 
ŜŀŎƘ ƻǘƘŜǊΩǎ ƪƴƻǿƭŜŘƎŜ ƛǎ ƻŦ ƛƳǇƻǊǘŀƴŎŜΣ ŀǎ ǘƘƛǎ ŀŦŦŜŎǘǎ Ƙƻǿ ǘƘŜȅ ǾŀƭǳŜ ǘƘŜ ŀǊƎǳƳŜƴǘǎ ŀƴŘ 
information of other parties. 
 
Characteristics of scientific and public knowledge. Although the term lay-expert interaction is often 
used, lay knowledge can also be seen as expert knowledge, as residents can be experts on local 
circumstances (Petts & Brooks, 2006). Therefore, the term public-scientist interaction seems more 
appropriate. In the remainder of this report these terms will be used. Petts and Brooks (2006) state 
ǘƘŀǘ ǎŎƛŜƴǘƛŦƛŎ ƪƴƻǿƭŜŘƎŜ Ŏŀƴ ōŜ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ΨώΧϐŘŜǊƛǾƛƴƎ ŦǊƻƳ ƻōƧŜŎǘƛǾŜ ƳŜŀǎǳǊŜƳŜƴǘǎΣ ǾŜǊƛŦƛŀōƭŜΣ 
teǎǘŜŘΣ ŀƴŘ ǳǎƛƴƎ ŘƛǎǘƛƴŎǘƛǾŜ ǘŜŎƘƴƛǉǳŜǎ ƛƴ ƛǘǎ ƎŜƴŜǊŀǘƛƻƴΩ (Petts & Brooks, 2006:1046). On the other 
ƘŀƴŘΣ ǇǳōƭƛŎ όƻǊ ƻǊŘƛƴŀǊȅύ ƪƴƻǿƭŜŘƎŜ ƛǎ ΨώΧϐ ōased in common sense - more casual, perhaps even 
ǎŜǊŜƴŘƛǇƛǘƻǳǎΣ ǎǇŜŎǳƭŀǘƛǾŜΣ ōǳǘ ǎǘƛƭƭ ǘƘƻǳƎƘǘŦǳƭΩ (Petts & Brooks, 2006:1046). New knowledge and 
insights are constantly added to this everyday knowledge (Wagner, 2007). 
 From these definitions one can conclude that scientific knowledge is more objective than 
public knowledge, with the latter being based on experiences. However, both types of knowledge are 
socially constructed through interaction (Petts & Brooks, 2006) and also the public uses scientific 
knowledge in everyday communication. Moreover, environmental issues are socially defined, 
because they are a result of negotiation and interpretation. For example, how air pollution is defined 
differs, where residents also include noise, dust and odour besides concentrations. Moreover, air 
quality norms are developed to protect public health based on scientific research, and with this 
decision other issues, such as the environment, are excluded. So, these social constructions are not 
simply wrong or right, they serve different social purposes. 

Use of public knowledge and involvement. Examples of theoretical frameworks that relate scientific 
and public knowledge are given by Yearley (2000). The first framework he explores is one proposed 
by Funtowicz and Ravetz (1991) and it suggests ǘƘŀǘ ǘƘŜ ŀƳƻǳƴǘ ƻŦ ΨǎȅǎǘŜƳǎ ǳƴŎŜǊǘŀƛƴǘȅΩ ŀƴŘ ǘƘŜ 
scale of decision stakes influence the way in which policy issues are dealt with. The author stresses 
that local knowledge is of great importance and that involvement of the public is beneficial in 
creating knowledge of a problem. The public can criticize scientific knowledge and as such enhance 
the quality of the claims. 
 The other framework that Yearley mentions is about types of uncertainty in scientific 
knowledge, proposed by Wynne (1992). Wynne argues that - besides risk, uncertainty and ignorance 
which are related to shortcomings in scientific knowledge - there is something called indeterminacy. 
This means that some systems are unpredictable because they depend on undetermined social 
behaviour. The strength of public involvement is, according to Wynne, that the public can be more 
knowledgeable about how these systems function than scientists and can thus assist in making more 
effective decisions. 
 So, in fact, local residents can have more knowledge of local circumstances and the context 
in which solutions have to be implemented (Yearley, 2000), i.e. residents can be local technical 
experts (Petts & Brooks, 2006). According to Willett et al. (2010) local knowledge consists of 
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experiential and cultural context, insights and expertise which is revealed through interaction 
between the public and scientists. This can increase the quality of decisions (Stirling, 2006). 
 Additionally, it has often been said that decision-making without consultation with the 
people affected by those decisions is not very effective. People usually object to these decisions, if 
even just as a matter of principle. Therefore, public participation can create support (Yearley et al., 
2003). Moreover, several authors argue that public participation enhances democracy and defines 
new rules and regulations to facilitate effective allocation of resources and coordination of activities. 
(Petts & Brooks, 2006; Stirling, 2006). The final reason for public involvement is to sustain or restore 
trust of the public and justify decisions (Stirling, 2006). 

Expert view on public knowledge and lack of public involvement. Based on these frameworks, one 
can argue that public knowledge is important and the public should be involved in local 
environmental decision-making. However, in practice this does not happen very often, or at least not 
very actively. Two reasons for this are mentioned by Petts and Brooks (2006). First, they found that 
air quality officers construct public knowledge as misunderstanding, because that knowledge is based 
ƻƴ ΨǎǳōƧŜŎǘƛǾŜΩ ŜȄǇŜǊƛŜƴŎŜǎ ǊŀǘƘŜǊ ǘƘŀƴ ΨƻōƧŜŎǘƛǾŜΩ ǎŎƛŜƴǘƛŦƛŎ ŜǾƛŘŜƴŎŜΦ ¢ƘŜ ƻŦŦƛŎŜǊǎ ǿŜǊŜ ŀǿŀǊŜ ǘƘŀǘ 
the public uses a wider definition of air quality and they prefer to limit public participation to 
information provision. They attribute little value to public knowledge and seem to hold on to the 
ΨƪƴƻǿƭŜŘƎŜ ŘŜŦƛŎƛǘ ƳƻŘŜƭΩΣ ǿƘƛŎƘ ŀǊƎǳŜǎ ǘƘŀǘ ǘƘŜǊŜ ƛǎ ƻƴƭȅ ƻƴŜ-way communication from scientists to 
the public and that the public is unable to take part in scientific debates. When the public does not 
respond correctly to the information, this is because they have a poor understanding of science 
(Hansen et al., 2003). However, when residents are highly affected by a decision, scientists agree that 
the public simply has the right to be involved. This does not mean, however, that their knowledge is 
deemed important. It rather creates awareness and support and promotes understanding. A second 
reason for a lack of public involvement, specifically related to air quality issues, is that the public 
takes little responsibility for air pollution problems. They are likely to transfer the responsibility for 
action to the government or the industry. 
 A project which does include public participation is examined by Yearley et al. (2003). In 
several cities in the UK, residents were asked to discuss air pollution problems and possible policy 
responses and locate high-risk areas on a map. This method is calleŘ ΨǇŀǊǘƛŎƛǇŀǘƻǊȅ ƳƻŘŜƭƭƛƴƎΩΦ ¢he 
maps created by this method show overlap with maps created by a model. They identify the same 
areas as high-risk. Yet, this research also shows the importance of context. For example, cyclists 
riding through standing traffic claim that the air is more polluted than what the models show. 
Although it could be argued that the model results are in this case good enough, the maps created by 
residents also contain empirical claims that can assist in decision-making. Besides, the involvement of 
residents can increase support for these decisions. 

Public view on scientific knowledge. The public also constructs scientific knowledge in a certain way, 
but this is not necessarily consistent. Two perceptions of science are identified in the PABE report 
(Marris et al., 2001). The first vision is science as neutral and autonomous, which means that it 
creates neutral knowledge and scientists are driven by curiosity and passion. The second vision is 
science as influenced by society, which means that scientists are sensitive to profits and other 
constraints. Both visions exist, depending on the context. The context is also important in the 
valuation of messages, for example the company or organisation behind the message and whether it 
is trusted or not (Yearley, 2000). Moreover, the public can criticise model results that do not have 
enough detail to clearly identify small scale variations (Petts & Brooks, 2006). In another case study 
the importance of construction in public-scientist interaction is also shown (Irwin et al., 1999). 
 The difference in how knowledge is produced and evaluated is exactly what makes 
communication between public and scientists so difficult, according to Irwin et al. (1999). Whereas 
scientists argue that the public finds it difficult to decide what is relevant or not, residents criticise 
scientists for their narrow view in which they ignore important aspects of environmental problems in 
everyday life.  
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2.2 Science, models and public understanding  
 Petts and Brooks (2006) claim that the public increasingly demands for scientific knowledge. 
Therefore, an analysis of how this knowledge is interpreted is crucial. Moreover, this knowledge is 
more and more created by models, which brings along its own difficulties. 
  
Public demand for and understanding of science. One reason for this increased demand for scientific 
knowledge is the eagerness to be able to participate in social exchange and discourse, even if the 
facts are not scientifically correct (Wagner, 2007). People use metaphors and images to construct a 
social representation about an issue, called vernacular science knowledge. Such knowledge can 
contain contradictions, as it depends on the social context, but is used to gain access to the debate. 
What is accepted as evidence depends on the context and is rooted in culture and shared beliefs. 
However, this vernacular science knowledge is not related to more knowledgeable lay people that 
have a personal stake, as these people can create local knowledge that is more useful than scientific 
knowledge. 
 Even though people all use scientific knowledge, this does not necessarily mean that publics 
interpret this in the same way as scientists. It can be shaped by different goals and concerns. Much 
research is done on public understanding of scientific knowledge and uncertainties. It has been 
shown, for example, that rejection of certain information can be the result of socio-political concerns 
or distrust rather than that the information is not correct (Marris et al., 2001). 
 
Models and their increased use. The increasing use of models is the result of a number of 
improvements, e.g. more is getting known about important processes and feedbacks in the system 
(e.g. (Bony et al., 2006)); increasing computer power makes more detailed models possible (both in 
number of processes or time and spatial scales) (e.g. (San Jose et al., 2000)); and more data is 
available to validate the models, e.g. with the development of remote sensing. Besides in scientific 
research, models are also increasingly used in environmental decision-making. But what exactly is a 
model? Several definitions of the word model exist, e.g.: 
 

1) ΨA schematic description of a system, theory, or phenomenon that accounts for its known or 
inferred properties and may be used for further study of its characteristics.Ω (Farlex Inc., 2013) 
 

2)  ΨA simplified description, especially a mathematical one, of a system or process, to assist 
calculations and predictions.Ω (Oxford University Press, 2013) 
 

3) ΨGraphical, mathematical (symbolic), physical, or verbal representation or simplified version 
ƻŦ ŀ ŎƻƴŎŜǇǘΣ ǇƘŜƴƻƳŜƴƻƴΣ ǊŜƭŀǘƛƻƴǎƘƛǇΣ ǎǘǊǳŎǘǳǊŜΣ ǎȅǎǘŜƳΣ ƻǊ ŀƴ ŀǎǇŜŎǘ ƻŦ ǘƘŜ ǊŜŀƭ ǿƻǊƭŘ ώΧϐ 
{ƛƴŎŜ Ƴƻǎǘ ƻōƧŜŎǘǎ ŀƴŘ ǇƘŜƴƻƳŜƴƻƴ ŀǊŜ ǾŜǊȅ ŎƻƳǇƭƛŎŀǘŜŘ ώΧϐ ŀƴŘ ƳǳŎƘ ǘƻƻ ŎƻƳǇƭŜȄ ώΧϐ ǘƻ 
be comprehended in their entirety, a model contains only those features that are of primary 
ƛƳǇƻǊǘŀƴŎŜ ǘƻ ǘƘŜ ƳƻŘŜƭ ƳŀƪŜǊϥǎ ǇǳǊǇƻǎŜ ώΧϐΩ (WebFinance Inc., 2013) 

 
 The scale of the model is important, because it determines which processes are explicitly 
included, which are parameterised and which are accounted for by boundary values (Schlünzen et al., 
2011). In the complex climate system there is a hierarchy of models based on the level of 
simplifications. This makes research on all scales possible, but it also increases the complexity for the 
public to understand the models and their output. Although increasing computer power makes more 
complex models possible, scientists also want to make predictions further into the future or on 
smaller spatial scales. 
 
Public understanding of models. Most research done on the public understanding of models is 
related to the characteristics of models, which can be deduced from the definitions above. Although 
those definitions have different sources, they are all quite similar. One important agreement is that a 
model is a simplified representation of reality. This means that assumptions and parameterizations 
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are an inherent part of models, because processes are unknown or unspecified and there is restricted 
computer power. This leads to concerns among the public about the amount of measurements 
related to the resolution of the model and the assumptions made in the model (Petts & Brooks, 
2006; Yearley et al., 2003). 
 A second interesting aspect is the owner of the model. The third definition touches on this by 
mentioning that only those features that are important to the owner are incorporated in the model. 
This shows that the argument that knowledge serves a purpose is also true for models. They are not 
simply wrong or right, but they are not complete. This can also be related to the input data, for which 
assumptions and simplifications have to be made as well. Choices have to be made and these are 
steered by the purpose of the model and its owner. However, when the owner is not trusted, the 
model results will be perceived as less trustworthy. It has been argued that in case of personally 
ǊŜƭŜǾŀƴǘ ƛǎǎǳŜǎΣ ǇǳōƭƛŎ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƛǎ ŜǎǇŜŎƛŀƭƭȅ ƛƴŦƭǳŜƴŎŜŘ ōȅ ǘƘŜ ǇǳōƭƛŎΩǎ ŜǾŀƭǳŀǘƛƻƴ ƻŦ ǘƘŜ 
scientists or scientific institutions behind the model (Yearley, 1999) and the communicators (Irwin et 
al., 1999). For example when other issues, such as mobility, are deemed so important that it 
overrules the output of the model (Yearley et al., 2003). 
 Thirdly, the definitions above all describe a model as something that stands on its own and is 
only influenced by scientific knowledge, i.e. what is or is not known about the system. Yet, for a 
model to be effectively used in real-world situations and policy-making, the context is important as 
well. This means that local knowledge about the situation, for example the presence of public 
ǘǊŀƴǎǇƻǊǘ ŀǎ ŀƭǘŜǊƴŀǘƛǾŜ ŦƻǊ ƻƴŜΩǎ ƻǿƴ ŎŀǊΣ Ŏŀƴ ōŜ ǳǎŜŦǳƭ ƛƴ ŦƛƴŘƛƴƎ ǘƘŜ ōŜǎǘ ǎƻƭǳǘƛƻn to a problem 
(Petts & Brooks, 2006). Moreover, use of local knowledge can increase support as residents are 
concerned about input data that does not correspond with what they believe is true (Yearley, 1999). 
At the same time, scientists need to consider the implicit assumptions they make about the social 
context in which the model will be used (Yearley, 1999). For example, assumptions can be made 
about the about the compliance of car drivers with speed limits. This also relates to the term 
indeterminacy discussed before, because the results are affected by undetermined social behaviour.  
 In everyday conversations, people make use of both experiential and scientific knowledge 
and they value the contributions of science to improve the quality of life by generating knowledge 
that are useful in daily life, e.g. about health issues (Nara, 2009). So, they use scientific knowledge 
when it is useful to them. However, knowledge that is useful in daily life is different from knowledge 
that is useful in science. Nevertheless, both types of knowledge are important in interaction and 
policy-making. 

2.3 Perception of risk and uncertainty  
 As stated before, assumptions and parameterizations are included in models and they result 
in uncertainties. Though, debate is going one about whether to provide uncertainty information or 
not. Moreover, the interpretation of uncertainties differs widely among individuals. 
 
Supplying uncertainty information. On the one hand, there are the supporters of the idea of sharing 
ǳƴŎŜǊǘŀƛƴǘȅ ƛƴŦƻǊƳŀǘƛƻƴΦ ¢ƘŜȅ ŎƭŀƛƳ ǘƘŀǘ ŎƻƳƳǳƴƛŎŀǘƛƴƎ ǳƴŎŜǊǘŀƛƴǘȅ ƛƳǇǊƻǾŜǎ ǇǳōƭƛŎΩǎ ǇŜǊŎŜǇǘƛƻn of 
the trustworthiness of the parties concerned and of the quality of the information (Frewer et al., 
2002). Moreover, it gives the public the opportunity to make informed choices. It has been argued 
that the public is aware that scientific research always involves some uncertainty and they accept 
ǘƘƛǎΤ ǘƘŜȅ Řƻ ƴƻǘ ŘŜƳŀƴŘ άȊŜǊƻ ǊƛǎƪέΣ ōǳǘ ǿŀƴǘ ǘƻ ōŜ ƛƴŦƻǊƳŜŘ ŀōƻǳǘ ǳƴŎŜǊǘŀƛƴǘƛŜǎ (Frewer et al., 
2003; Marris et al., 2001). In addition, the public wants institutions to admit that they do not know all 
the consequences at forehand and to think about how to monitor and rectify unforeseen impacts. So 
not only the known uncertainties are iƳǇƻǊǘŀƴǘ ǘƻ ǘƘŜ ǇǳōƭƛŎΣ ōǳǘ ŀƭǎƻ ǘƘŜ Ψǳƴƪƴƻǿƴ ǳƴƪƴƻǿƴǎΩ όƻǊ 
irreducible uncertainties) - the consequences that cannot be anticipated. 
 On the other hand, there are opponents of this view. They argue that the public is unable to 
conceptualize uncertainties and that providing this information will stimulate distrust in science and 
result in panic, because the public is irrational (Frewer et al., 2003). Moreover, scientists think that 
ǘƘŜ ǇǳōƭƛŎ ǊŜǉǳƛǊŜǎ ΨŀǎǎǳǊŀƴŎŜǎΩ ŀōƻǳǘ ǿƘŜǘƘŜǊ ǎƻƳŜǘƘƛƴƎ ƛǎ ǎŀŦŜ ƻǊ ƴƻǘΦ ¢ƘŜ ǇǳōƭƛŎ ǎƛƳǇƭȅ ƭŀŎƪǎ ǘƘŜ 
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knowledge and understanding to conceptualize uncertainties and this is the cause for a lack of 
acceptance of that knowledge (Hansen et al., 2003)Φ ¢Ƙƛǎ ǊŜƭŀǘŜǎ ǘƻ ǘƘŜ ΨƪƴƻǿƭŜŘƎŜ ŘŜŦƛŎƛǘ ƳƻŘŜƭΩΦ Lǘ 
has also been argued that withholding information creates a gap between scientist elites and the 
public (Frewer et al., 2003). 

Factors that determine perception of uncertainty and risk. Although individuals interpret 
uncertainties differently dependent on e.g. social factors (identification with a certain group) and 
education level, some factors can be identified that influence this more generally. One factor 
important for this research is that communicating small risks is seen as more credible than 
communicating that there is no risk at all (Hansen et al., 2003).  
 Another interesting finding of Frewer et al. (2002) is that the acceptability of uncertainties 
depends on the causes. Uncertainties related to science are generally accepted, as uncertainties are 
more or less inherent to the ongoing process of science. However, uncertainties related to passivity 
of the government or the concealing of information is unacceptable. 

2.4 Technologies and public concern  
 !ƭǘƘƻǳƎƘ ǘƘŜ ΨƪƴƻǿƭŜŘƎŜ ŘŜŦƛŎƛǘΩ ƳƻŘŜƭ ƛǎ ǎǳǇŜǊǎŜŘŜŘ ƛƴ ǎƻŎƛŀƭ ǎŎƛŜƴŎŜΣ ƛǘ ƛǎ ǎǘƛƭƭ ŀƴ ƛƳǇƻǊǘŀƴǘ 
starting point held among other scientists and decision-makers. They often argue that rejection of a 
technology or policy stems from this lack of knowledge. However, other explanations are possible. 
 
Wider issues. Besides lack of knowledge, local residents have other socio-political concerns that 
shape their opinion about a technology or policy, such as the quality of provided information, hiding 
uncertainty information, whether a technology is really needed, who benefits, how benefits are 
distributed and lack of control (Marris et al., 2001). From this it becomes clear that the public 
ŀŘŘǊŜǎǎŜǎ ƻǘƘŜǊ ΨǿƛŘŜǊΩ ƛǎǎǳŜǎ ǘƘŀƴ Ƨǳǎǘ ǘƘŜ ǎŎƛŜƴǘƛŦƛŎ ŦŀŎǘǎΦ CƻǊ ŜȄŀƳǇƭŜΣ ŜƴǾƛǊƻƴƳŜƴǘŀƭ ŘŀƳŀƎŜ 
ƳƛƎƘǘ ōŜ ƻŦ ǇǳōƭƛŎ ŎƻƴŎŜǊƴΣ ōǳǘ ƛǎ ŘƛǎǇƻǎŜŘ ƻŦ ŀǎ ΨǳƴǎŎƛŜƴǘƛŦƛŎΩ (Wynne, 2006). 
 
Soft impacts. When focussing on cultural-moral concerns, which are touched by local residents, but 
rejected by scientists, scientists talk about the ƴƻǘƛƻƴ ƻŦ ΨǎƻŦǘΩ ƛƳǇŀŎǘǎΦ Ψ{ƻŦǘΩ ƛƳǇŀŎǘǎ ŀǊŜ impacts that 
are treated as subjective and emotional, including social and ethical issues, and are often deemed 
important by the public (Swierstra & Te Molder, 2012). Yet, they are overlooked by other 
ǎǘŀƪŜƘƻƭŘŜǊǎΣ ǎǳŎƘ ŀǎ ǎŎƛŜƴǘƛǎǘǎΦ Lƴ ŎƻƴǘǊŀǎǘΣ ΨƘŀǊŘΩ ƛƳǇŀŎǘǎ ŀǊŜ treated as objective and rational, 
including risks, and receive much attention from policy-makers and technologists. The problem is 
that the public often dismisses ŀ ǘŜŎƘƴƻƭƻƎȅ ōŜŎŀǳǎŜ ƻŦ ǿƘŀǘ ǎŜŜƳ ǘƻ ōŜ ΨƘŀǊŘΩ ŎƻƴŎŜǊƴǎ όǊŜƭŀǘŜŘ ǘƻ 
ΨƘŀǊŘΩ ƛƳǇŀŎǘǎύΣ ǿƘƛƭŜ ƛƴ ŦŀŎǘ ǘƘŜȅ ƻǊƛƎƛƴŀǘŜ ŦǊƻƳ ΨǎƻŦǘΩ ŎƻƴŎŜǊƴǎ (Swierstra & Te Molder, 2012).  
 Swierstra & Te Molder (2012) ŀǊƎǳŜ ǘƘŀǘ ƛǎǎǳŜǎ ŀǊŜ ŘƛǎƳƛǎǎŜŘ ŀǎ ΨǎƻŦǘΩ ŦƻǊ ǘƘǊŜŜ ǇƻǎǎƛōƭŜ 
reasons. First oŦ ŀƭƭΣ ǇŜƻǇƭŜ ǎƘƻǳƭŘ ƘŀǾŜ ΨŦǊŜŜŘƻƳ ƻŦ ŎƘƻƛŎŜΩΦ !ǎ ƭƻƴƎ ŀǎ ŀ ŎŜǊǘŀƛƴ ǘŜŎƘƴƻƭƻƎȅ ŘƻŜǎ ƴƻǘ 
ƘŀǊƳ ƻǘƘŜǊǎ όǇƘȅǎƛŎŀƭƭȅΣ ŦƛƴŀƴŎƛŀƭƭȅΣ Ŝǘ ŎŜǘŜǊŀύΣ ƛǘ ƛǎ ǇŜƻǇƭŜǎΩ ƻǿƴ ŎƘƻƛŎŜ ǿƘŜǘƘŜǊ ǘƻ ǳǎŜ ƛǘ ƻǊ ƴƻǘΦ ¢ƘŜ 
end user is made responsible. Second, issues that are not quanǘƛŦƛŀōƭŜ ŀǊŜ ŎŀƭƭŜŘ ΨǎƻŦǘΩΦ CƻǊ ŜȄŀƳǇƭŜΣ 
environmental damage is difficult to translate into harm to society. Finally, actors do not feel 
responsible or accountable, because there is no clearly established link between the cause and the 
ƛƳǇŀŎǘΦ ¢ƘŜ ΨǎƻŦǘΩ concerns identified in this research are mostly related to culture and personal 
identity. 
 Additionally, Wynne (2006) identifies two major causes for public mistrust, related to the 
scientific institutional culture. The first one is the denial of limits and unanticipated consequences 
όΨǳƴƪƴƻǿƴ ǳƴƪƴƻǿƴǎΩύ ƻŦ ƛƴǎǘƛǘǳǘƛƻƴǎΩ ǎŎƛŜƴǘƛŦƛŎ ƪƴƻǿƭŜŘƎŜΦ ¢ƘŜ ǎŜŎƻƴŘ ŎŀǳǎŜ ƛǎ ǘƘŀǘ ƛƴǎǘƛǘǳǘƛƻƴǎ 
make assumptions about public meaning and use them to interpret rejection, rather than examine 
public meaning and revise their opinion.  

Importance of information provision. Another cause for concern is the information provision and 
especially the quality of the information (Marris et al., 2001). The public prefers information provided 
by a trusted person, adapted to the target group and from a neutral objective source. It requires 
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information about uncertainties, pros and cons (to give a sense of control) and how an institution has 
reached a conclusion or decision. Absence of this information gives the idea that information is 
hidden from the public. Therefore, questions that follow from public concerns need to be answered 
to prevent a negative opinion. Finally, it is concluded that it is not particularly distrust in institutions 
that leads to public concern. Rather scepticism towards their behaviour, for example no 
communication about how a decision is reached, lack of participation, unclear interests and motives, 
or maybe a lack of resources.  
 This shows that, also in environmental decision-making, information provision about how a 
decision is reached becomes important. Past behaviour plays a major role in the scepticism of local 
residents towards the decision-makers, especially when previous mistakes and uncertainties are not 
admitted and when other views (e.g. from the public itself) are not respected and taken into account. 
Moreover, it is illustrated that the main question is not whether the public is able to interpret 
scientific information, but how they interpret information. Whereas scientists think that the public 
does not understand scientific information, in fact the public might not get the required information. 

2.5 Specification of research questions  
 To conclude, there are currently several developments that increase the exposure of the 
public to scientific knowledge and model output. This knowledge is often used in decision-making, 
which affects the public. This can lead to conflicts between scientists, decision-makers and the 
public, for which many possible causes have been identified, some of them specifically related to 
models.  
 An important aspect in this study is the difference in how air quality is constructed by the 
stakeholders. For example, it has been stated that the public also incorporates noise and dust in its 
ŘŜŦƛƴƛǘƛƻƴ ƻŦ ŀƛǊ ǇƻƭƭǳǘƛƻƴΣ ōǳǘ ŜȄǇŜǊǘǎ ŀǊƎǳŜ ǘƘŀǘ ǘƘƛǎ ƛǎ ΨƴƻƴǘŜŎƘƴƛŎŀƭΩ ŀƴŘ ƻŦ ƭƛǘǘƭŜ ƛƳǇƻǊǘŀƴŎŜ ǘƻ 
decision-making (Petts & Brooks, 2006). Dietz et al. (1989) have identified several types of 
environmental conflict. One thing that all these types of conflicts have in common is that they 
ŎƻǊǊŜǎǇƻƴŘ ƻƴƭȅ ǿƛǘƘ ŎŜǊǘŀƛƴ ǎǘŀƪŜƘƻƭŘŜǊǎΩ ǾƛŜǿǎ ŀƴŘ ǾŀƭǳŜǎΦ ¢Ƙƛǎ ƛƳǇƭƛŎŀǘŜǎ ǘƘŀǘ, in a conflict, 
stakeholders hold different positions which are mainly steered by their purposes. Therefore, the 
focus will mainly be on: 

1) ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ΨŀƛǊ ǉǳŀƭƛǘȅΩΥ ŀǊŜ ǎǘŀƪŜƘƻƭŘŜǊǎ ǘŀƭƪƛƴƎ ŀōƻǳǘ ǘƘŜ ǎŀƳŜ ǘƘƛƴƎǎΚ ¢Ƙƛǎ ƛǎ ŀ ǇǊŜ-
condition for an effective debate, but depends on their social background and personal 
experiences (Aarts & Van Woerkum, 2010); 

2) the importance of the issue to stakeholders: if they are not interested, they will not engage 
in debate. If they are interested, they will require certain information and this information 
need might also reflect wider concerns about the issue; 

3) uncertainties: the collected information contains uncertainties and the interpretation and 
role of these uncertainties can differ between stakeholders. 

4) purpose: stakeholders might have different purposes for collecting and using air quality 
information, which are the result of their position and the goals they want to reach; 

5) role of science: most information is collected and published by science and their role is 
important to identify how stakeholders value this information; 

6) role of residents: their knowledge of the local situation might improve decision-making, but a 
pre-ŎƻƴŘƛǘƛƻƴ ƛǎ ǘƘŀǘ ƻǘƘŜǊ ǎǘŀƪŜƘƻƭŘŜǊǎ ǾŀƭǳŜ ǊŜǎƛŘŜƴǘǎΩ ƪƴƻǿƭŜŘƎŜΦ 

This is illustrated in Figure 19. 
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Figure 19: Overview of important constructions that are potential causes for conflict. 

 Even though some characteristics of conflicts have been identified for the use of (air quality) 
models (Yearley et al., 2003), conflicts concerning air quality in general (not only for the use of 
models) have not been examined to identify such characteristics. Nevertheless, this can help to make 
the communication process between the actors more effective. Therefore, this study aims at 
exploring the differences between actors that can influence conflicts in the context of air quality. The 
questions are related to the constructions in Figure 19 (numbers correspond to the questions):  

1) Iƻǿ Řƻ ǎǘŀƪŜƘƻƭŘŜǊǎ ŎƻƴǎǘǊǳŎǘ ΨŀƛǊ ǉǳŀƭƛǘȅΩ ƛƴ ǘƘŜƛǊ ŎƻƳƳǳƴƛŎŀǘƛƻƴΚ  
2)  With what (unconscious) purposes do stakeholders use air quality information?  
3) What kind of information do stakeholders want from/about air quality models and to what 

extent does this reflect wider (political or cultural-moral) concerns? What are causes for 
these concerns?  

4) Which uncertainties do stakeholders identify and what role do they play?  
5) How do stakeholders construct the role of scientific experts? 
6) How do stakeholders construct the role of residents? 
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3. Method  

 In this chapter, first the case study used for this research will be explained. Then the methods 
used to reach the research aim are explored, including procedure, participants, materials and data 
analysis. 

3.1 Case study 
 In order to answer the research questions, a practical example of a conflict around air quality 
models and knowledge is analysed. The previous research had a focus on climate (i.e. the effects of 
air quality on climate variables). Yet, although climate change is a hot issue at this moment, the 
public seems to take some distance from this discussion. The effects of global warming are not 
personally relevant to them, as the effects of climate change will only become visible in the far future 
(Lorenzoni et al., 2007). Therefore, an air quality issue is chosen because of the involvement of 
residents. This is a pre-condition to reach the study aim, as residents are expected to interpret 
scientific results differently than scientists and they are most affected by decisions that follow from 
the model results. Moreover, the climate debate is especially on the trustworthiness of scientists and 
not so much on the models and scientific knowledge.  
 In this research an analysis is made of the discussions going on in the city of Utrecht about air 
quality. The municipality performs its own measurements and calculations, in addition to those done 
by the RIVM, and these are published in a report (Boons, 2013). However, the residents of Utrecht 
and local environmental initiatives are not satisfied with these reports and how the municipality acts. 
They argue that the municipality is not strict enough, while harsh measures are needed to satisfy the 
norms. Examples are given in Box 1, which illustrate how certain information can be framed 
differently and how this can result in conflict. !ǎ ŀ ǊŜǎǳƭǘΣ Ƴŀƴȅ ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎ ŀƴŘ ŦƻǳƴŘŀǘƛƻƴǎ 
have been established that do their own measurements or try to improve the air quality in their 
neighbourhood or the entire city of Utrecht.  
 Based on these conflicts, it seems that the municipality has certain priorities (e.g. mobility), 
which are questioned by other stakeholders. This could result in a difficult dialogue between 
residents and the municipality. Since there are many projects going on in Utrecht in relation to air 
quality, there are many stakeholders involved. Moreover, these stakeholders are very divers. This 
makes this case very suitable for examining differences between stakeholders. 

 

 

Box 1. Conflicts in Utrecht 
Conflict 1: Research from TNO showed that cars in Utrecht pollute more than the average Dutch cars (Eijk 
& Obdeijn, 2012). So the municipality claimed that a car-free zone would help a lot. However, citizens say 
that this shows that emission factors, and consequently the pollutant concentrations, have been 
underestimated all that time and that the air quality is even worse than expected (Van Oosten, 2013c). 
 
Conflict 2: The municipality has done research on the development of the amount of cars in the city. The 
conclusion is that the amount of traffic will almost double between 2010 and 2020. Nevertheless, the NSL-
monitor shows completely different figures, where for most streets the intensity even decreases (Van 
Oosten, 2013a). The calculations performed by the RIVM are also based on these figures delivered by the 
municipality. So the municipality is accused of double-entry bookkeeping and forgery (Stadsblad Utrecht, 
2012) and there is doubt about the objectivity of the RIVM (Van Oosten, 2013b). 
 
Conflict 3: The monitoring tool shows some remarkable discrepancies, according to the foundation Kracht 
van Utrecht. It seems that at certain locations vehicles disappear, which is attributed to errors in the 
database. In addition, some bottlenecks have disappeared as well, which causes a bias in the results 
according to the RIVM (Kracht van Utrecht, 2013). 
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3.2 Semi-structured interviews  
 The research aim was reached by the use of semi-structured interviews. These interviews 
were used to explore the differences between actors that are potential causes for conflicts. The 
semi-structured interview gives enough room for participants to share their thoughts, without being 
steered too much into a certain direction. It also provides the possibility to go further into the 
motivation behind certain ideas or actions or to explore unexpected situations. On the other hand, 
this method gives enough structure to gather all relevant information and makes sure that all 
concepts are touched (t Hart & Boeije, 2005). However, it should be noted that the views of a 
participant from a certain stakeholder category are not by definition a representation of the general 
opinion within that particular category. 
 The interviews were done face-to-face to ensure that the responses were interpreted 
correctly, which is easier when facial expressions and body language can be observed. At the same 
time, the interviews were recorded to make transcription possible. The interviews were guided by a 
list of concepts (based on the theoretical framework) that need to be discussed, but this list is not 
binding. This means that the order and the exact questions can vary according to the insights of the 
interviewer. 

3.3 Participants  
 The stakeholders involved in the case study are divided in groups, which all have their own 
characteristics (see Table 3). For the interviews participants were from these groups, such that each 
group was represented at least once. An important criteria is that the participant at present needs to 
be involved with air quality in Utrecht (or more in general, depending on the group). Moreover, the 
participant needs to have some experience with air quality data, either for personal use, research or 
policy-making or as distributor of air quality information. Participants were chosen based on these 
criteria, but also on their availability and willingness to cooperate. Although this might give a bias, 
there is not enough time to use a random selection procedure. 
 The first contact was by e-mail or telephone to make inquiries about their willingness to 
cooperate with this research. They received sufficient information about the subject of the research, 
but no information that might steer them. The cooperation was completely voluntary. Due to the 
limited amount of time available five interviews were performed. 

Table 3: Categorisation of respondents in this research and their characteristics. 

Group Stakeholder Background information 

(Regional) government - - Certain amount of knowledge about (air 
quality) models 
- Policy-making 
- Information distribution 
- No resident of the city of Utrecht 

Knowledge institutes Air quality expert, RIVM - Expert in air quality modelling 
- Measurements and calculations 
- Information distribution 
- No resident of the city of Utrecht 

/ƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎ όмύ Model expert, Kracht van Utrecht 
 

- Knowledge about (air quality) models 
- Research 
- Resident of the city of Utrecht 

/ƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎ όнύ Co-founder, Stichting Stop 
Luchtverontreiniging  
Utrecht 

- Certain amount of knowledge about (air 
quality) models 
- aƻƴƛǘƻǊƛƴƎΣ ŎŀƴǾŀǎǎ ǇŜƻǇƭŜΩǎ ƻǇƛƴƛƻƴǎ 
- Resident of the city of Utrecht 

Local media Reporter, RTV Utrecht - Little knowledge about (air quality) 
models 
- Makes items for radio and television 
- Does interviews 
- Resident of the city of Utrecht 
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 The first interview was with an air quality expert to gain better insight in the situation. Then 
the interview was adapted to these new insights to make sure that all relevant information is 
collected. Respondents were asked whether they want to remain anonymous and only the 
respondent from the regional government gave an affirmative answer. However, it had to remain 
possible to identify all respondents as belonging to one of the groups.  

3.4 Materials and measures  
 This study used a semi-structured interview, which can be found in Appendix VIII. The 
interview starts with a general introduction into the case and the aim of the interview and questions 
about the personal and professional background of the participant. The interview questions 
correspond to concepts of the theoretical framework and aim to answer the questions listed in 
Section 2.5.  

3.5 Data analysis 
 Before the interviews were analysed they were written out. Transcribing was done by using 
literal transcription. This implies that the transcription is as complete as possible, but non-relevant 
passages are left out and grammatical errors are corrected. Both questions and answers were 
written out. From these transcriptions, relevant fragments were selected to be used as an example of 
existing relevant concepts. 
 The analysis begins with coding. Since the interviews are rather open it was difficult to make 
a list with detailed codes in advance. Therefore, text fragments were first categorised by general 
codes based on the themes, such as information needs. In this case, everything that is said about 
what kind of information the respondent would like to have was coded in the same way. 
Subsequently, the text fragments within this code were divided over more detailed codes, for 
example about the provision of uncertainty information. Afterwards, the transcriptions were checked 
for non-labelled passages that might be relevant, but did not fit under any code. These were be 
clustered into new codes.  
 After the coding was finished the fragments belonging to the same code were analysed for 
consistent and conflicting opinions. In this way, the potential causes for conflict were be identified. 
The analysis is thus an iterative process, starting with general (sensitizing) concepts and then 
zooming in to find more specific consistencies or conflicts for this particular case study. For example, 
ŀ ǎŜƴǎƛǘƛȊƛƴƎ ŎƻƴŎŜǇǘ ƛǎ Ƙƻǿ ǎǘŀƪŜƘƻƭŘŜǊǎ ŎƻƴǎǘǊǳŎǘ ΨŀƛǊ ǉǳŀƭƛǘȅΩΦ hƴŜ ǊŜǎǇƻƴŘŜƴǘ ǘŀƭƪǎ ŀōƻǳǘ health 
issues and another respondent about concentrations. The causes of such difference and the 
consequences for debate need to be identified. Then it becomes apparent that there are several 
measures for air quality, which are used by different stakeholders and thus different opinions about 
the air quality are formed. The cause is that quantifiable measures are needed to prove the air 
quality satisfies European norms, whereas these are not tangible and therefore less useful for 
residents. The goal is to reach a point where nothing new can be added (theoretical saturation). 
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4. Results 

 In this chapter the factors in Figure 19 are discussed and illustrated with examples from the 
interviews (for original transcripts, see Appendix IX)Φ CƛǊǎǘΣ ǘƘŜ ŎƻƴǎǘǊǳŎǘƛƻƴ ƻŦ ΨŀƛǊ ǉǳŀƭƛǘȅΩ ƛǎ 
discussed, showing different problem definitions. This is followed by the identification of different 
uses of air quality information and wider concerns, in which information provision plays an important 
role. Then the role of uncertainties is analysed, identifying different types of uncertainties. Finally, 
the (limited) role of scientific experts and the existing view of residents as having little knowledge 
about the issue are examined. 

τȢρ #ÏÎÓÔÒÕÃÔÉÏÎ ÏÆ ȬÁÉÒ ÑÕÁÌÉÔÙȭ ÉÎ ÅÖÅÒÙÄÁÙ ÃÏÍÍÕÎÉÃÁtion  
 Stakeholders use different measures of the air quality, dependent on their goals and access 
to measurement equipment. Concentrations are mostly used by the (regional) government to 
quantify the air quality and compare this to the European norms, as they are obliged to satisfy these 
norms. But also the other respondents mainly talk about concentrations. However, all respondents 
argue that concentrations are not visible to residents and therefore residents tend to use more 
tangible measures to estimate the air quality. Though, these measures are not (easily) quantifiable 
and thus of limited use, according to the regional government. As a result, such measures are seen as 
more subjective by the regional government and the local media. This is illustrated in fragment 1, 
explaining the contents of news items about air pollution. It should be noted that residents without 
technical knowledge of air quality are not included in the interviews, so any statements about 
residents represent the opinions of other stakeholders. 

Fragment 1 

Interviewer  1 What role could the residents play in the entire process from  
   2 measurements  to decision making? 
Local media  3  ώΧϐ wŜǎƛŘŜƴǘǎ ǳǎŜ ŀƛǊ ǉǳŀƭƛǘȅ ǘƻ ǎŜǊǾŜ ǘƘeir own interest. 
   4 ώΧϐ ²Ƙŀǘ ƛǎ ŀƭƳƻǎǘ ŀƭǿŀȅǎ ƛƴŎƭǳŘŜŘ ώƛƴ ƛǘŜƳǎ ŀōƻǳǘ ŀƛǊ ǉǳŀƭƛǘȅϐ ƛǎ ǘƘŀǘ 
   5 ǘƘŜ ǊŜǎƛŘŜƴǘ ƎƻŜǎ ώΧϐ ǘƻ ƛǘǎ ǿƛƴŘƻǿΣ ǎǿŜŜǇǎ Ƙƛǎ ŦƛƴƎŜǊ ƻǾŜǊ ǘƘŜ  
   6 ǿƛƴŘƻǿǎƛƭƭ ŀƴŘ ǎŀȅǎ ΨƭƻƻƪΣ ǘƘƛǎ ƛǎ Ƙƻǿ ŘƛǊǘȅ ƛǘ ƛǎ ƛƴ ƘŜǊŜΩΦ !ƴŘ ǘƘŀǘΩǎ ǘƘŜ 
   7 norm. ώΧϐ !ƴŘ ƛŦ ȅƻǳ ŎƻƴǘƛƴǳŜ ǘƻ ŀǎƪ ǉǳŜǎǘƛƻƴǎΣ ǘƘŜƴ ƛǘΩǎ ǊŜŀƭƭȅ ŀōƻǳǘ 
   8 ǘƘŀǘ ǘƘŜȅ ǘƘƛƴƪ ǘƘŜƛǊ ǎǘǊŜŜǘ ƛǎ ǊŀǘƘŜǊ ōǳǎȅ ŀƴŘ ǘƘŀǘ ǘƘŜƛǊ ŎƘƛƭŘǊŜƴ ŎŀƴΩǘ 
   9 Ǉƭŀȅ ƻƴ ǘƘŜ ǎǘǊŜŜǘΣ ǘƘŀǘ ǘƘŜȅ ŎŀƴΩǘ ǇŀǊƪ ǘƘŜƛǊ ŎŀǊΦ 

 
 Lines 5 and 6 (fragment 1) suggest dust is seen as a method to show how poor the air quality 
is, although the respondents do not use such measures themselves. This is in line with the notion of 
Petts & Brooks (2006) that residents use other measures than experts, such as odour, dust and noise. 
However, because of the unquantifiable nature of some of these measures and the fact that there 
may be other causes for dust or odour, they can be dismissed as ΨǎƻŦǘΩ ŎƻƴŎŜǊƴǎ (Swierstra & Te 
Molder, 2012). The variety in measures can result in different opinions of the air quality, as 
concentrations might show that the norm is satisfied, while residents still experience problems with 
e.g. their health. It is important to notice that the existence of different opinions indicates that there 
is no agreement on when the air quality is poor or good, which points to different problem 
definitions. However, this citation also illustrates dust as a measure is taken less seriously by the local 
media, as residents are supposed to use it only to make their point and serve other goals. 
 The data seems to suggest that air pollution is constructed mainly as a mobility problem, 
especially by the regional government ŀƴŘ ǘƘŜ ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎ, whereas it can also be considered 
a health problem. For example, ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜ н mentions that the calculations of concentration 
levels and whether new building plans will comply with regulations are performed by the department 
responsible for spatial development (fragment 2). Moreover, this respondent argues traffic is the 
most important source of pollution and, in order to improve the air quality, the mobility in the city 
needs to be decreased.  
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Fragment 2 

Interviewer  1 What kind of information do you require about air quality [Χ] and 
   2 decision-making?  
CitizensΩ initiative 2 3 I know those decisions, but the foundation of those decisions is 
   4 lacking [Χ]. City development is the central problem [Χ]. Calculating 
   5 the air quality and testing [building] plans against regulations is 
   6 controlled by the Department of City Development [Χ]. ItΩs always 
   7 the departments that are responsible for spatial development of the 
   8 city. And their primary interest is to [Χ] make sure that a lot is taken 
   9 down and extended [Χ]. 

 
 This suggests no one takes responsibility for health issues, even though all respondents know 
that air pollution causes health problems. One possible explanation is that, even though research has 
proved the relation between poor air quality and health issues, the causality between one individuals 
asthma and air pollution can be debated. So, even though health can be measured and quantified, 
there is an accountability problem. Another possible explanation is that residents might use 
unquantifiable measures of health, for example how fit they feel, although respondents mention 
asthma and a shorter life expectancy as most important health issues. Nevertheless, in both cases 
health is in danger of being characterized and dismissed ŀǎ ŀ ΨǎƻŦǘΩ ƛƳǇŀŎǘ (Swierstra & Te Molder, 
2012). The consequence is that stakeholders are talking about mobility, which is tangible, while 
health is neglected ōŜŎŀǳǎŜ ƛǘ ƛǎ ŘƛǎƳƛǎǎŜŘ ŀǎ ΨǎƻŦǘΩ. This does not mean that health is not important 
ƻǊ ƛƳǇǊƻǾŜƳŜƴǘ ƻŦ ƘŜŀƭǘƘ Ŏŀƴƴƻǘ ōŜ ŀ Ǝƻŀƭ ƛƴ ƛǘǎŜƭŦΦ ¸ŜǘΣ ŀ ΨǎƻŦǘΩ ŎƻƴŎŜǊƴ might not be taken seriously 
and therefore it does not make a good argument to improve the air quality. 

4.2 Use of air quality information  
 Two main (possibly unconscious) purposes for the use of air quality information can be 
identified: gaining access to the debate and out of personal interest. The first purpose is related to 
the ŎƛǘƛȊŜƴǎΩ initiatives. Although their exact role is not clearly defined by other stakeholders, a few 
remarks Ŏŀƴ ōŜ ƳŀŘŜ ōŀǎŜŘ ƻƴ ǘƘŜ ƛƴǘŜǊǾƛŜǿǎ ǿƛǘƘ ǘƘŜ ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎΦ CƛǊǎǘΣ ǘƘŜȅ ƭƛƪŜ ǘƻ ǎŜŜ 
themselves as citizen experts with more scientifically relevant knowledge than the people they 
represent (i.e. the residents). This means they use scientific knowledge and language to make their 
point. This relates to the previous section, in which it is concluded health is not used as an argument 
to improve the air quŀƭƛǘȅΣ ŀǎ ƛǘ ƛǎ ƴƻǘ ΨǎŎƛŜƴǘƛŦƛŎΩΦ Secondly, they talk about residents as ignorant 
people (line 6, fragment 3) that are unable to understand the complex matter and need to be well-
informed. In that sense, they show similar attitudes towards the public than the air quality officers 
from the case study of Petts & Brooks (2006)Φ aƻǊŜƻǾŜǊΣ ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜ м ŀǊƎǳŜǎ ǘƘŀǘ ǊŜǎƛŘŜƴǘǎ 
are narrow-minded, as they are only interested in their own situation. Thǳǎ ƛǘ ǎŜŜƳǎ ǘƘŀǘ ǘƘŜ ŎƛǘƛȊŜƴǎΩ 
initiatives do not take the residents too seriously. However, at the same time they accuse the 
ƎƻǾŜǊƴƳŜƴǘ ƻŦ ƴƻǘ ƭƛǎǘŜƴƛƴƎ ǘƻ ǘƘŜ ǊŜǎƛŘŜƴǘǎΩ ŎƻƳǇƭŀƛƴǘǎ ŀōƻǳǘ ŜΦƎΦ ƘŜŀƭǘƘ ƛǎǎǳŜǎΣ ōŜŎŀǳǎŜ ǘƘŜǎŜ 
claims are subjective (lines 9-11, fragment 3). The third observation ƛǎ ǘƘŀǘ ǘƘŜ ŎƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜǎ 
ǊŜǇǊŜǎŜƴǘ ǘƘŜ ǊŜǎƛŘŜƴǘǎΣ ōǳǘ ŀǘ ǘƘŜ ǎŀƳŜ ǘƛƳŜ ǘƘŜȅ ŀǊƎǳŜ ǘƘŀǘ ǘƘŜ ǊŜǎƛŘŜƴǘǎΩ ǊŜǎǘǊƛŎǘŜŘ ǾƛŜǿ ƳŀƪŜǎ ƛǘ 
difficult to mobilize them. This indicates that residents are possibly not as concerned about air 
Ǉƻƭƭǳǘƛƻƴ ŀǎ ǘƘŜ ŎƛǘƛȊŜƴǎΩ ƛƴitiatives would like them to be. ¢ƘǳǎΣ ǘƘŜ ŜȄǘŜƴǘ ǘƻ ǿƘƛŎƘ ǘƘŜ ŎƛǘƛȊŜƴǎΩ 
initiatives are actually representative for the local residents is questionable. 

 

 

 

 






















































