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Preface 

The aim of the session on comparative epidemiology was to discuss methods for and 
approaches to the fuller use of epidemiological observation and research for better 
disease management. More particularly, the value of comparative studies in epidemi
ology was to be brought out, and ways were to be shown for reducing the multitude of 
disparate phenomena relating to epidemics of numerous diseases to fewer concepts of 
wider application to the benefit of more rational crop protection. 

Those who profited most immediately from these discussions seemed to be the 
contributors themselves: the majority of the papers presented here have been 
thoroughly revised after the congress, with a great deal of thought invested in these 
revisions. The editors have, in addition, felt that the six papers offered in the session of 
the congress could be usefully complemented by two papers read in other sessions; in 
these papers some of the more immediate applications of comparative epidemiology to 
farming are outlined. 

The contributions to this volume are being presented in the following sequence: The 
first paper (Zadoks & Schein) defines the position of comparative aspects of epidemi
ology and its relation to ecology and plant disease management. The two papers of 
Kranz and Butt & Royle outline various concepts, approaches, and definitions to be 
applied to comparative epidemiology as a scientific tool. This is followed by three papers 
of Aust et al., Thresh and Jones that review interactions of biotic and environmental 
factors in the development of epidemics due to fungi, viruses and nematodes; these 
papers illustrate the application of the principles involved to various systems levels. In 
conclusion, the papers of Putter and Rotem & Palti present practice-oriented compari
sons of the use of epidemiological concepts in chosing ways of reducing the economic 
impact of disease in tropical subsistence farming and in more advanced farming 
economies. 

The contributions offered here do not pretend to cover the entire field of comparative 
epidemiology. Thus, no comparisons are made of various pathosystems within one crop, 
or of the components of epidemics in field crops and plantations etc. Brief reference 
only is made to the potential use in comparative epidemiology of data gained from 
research or observations made in other contexts. 

Nevertheless, it is hoped that this volume will stimulate thought and provoke future 
research, so that practical solutions to urgent disease control problems may be derived 
from this approach to the science of plant pathology. 

J. Palti 
J. Kranz 
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Epidemiology and plant-disease management, the known and 
the needed 

J. C. Zadoks and R. D. Schein 

Abstract 

Epidemiology as a science stands at the cross-road of problem-oriented phytopathology and 
principle-oriented ecology. Epidemiology operates at three integration levels: individual, popula
tion, community. Comparative epidemiology can use several 'tools' such as components analysis, 
life table statistics, the 'epidemiologic quintuplet', and dynamic simulation, with which life 
strategies of pathogens can be analyzed and pathosystems can be modelled. Plant disease manage
ment is the practical application of epidemiologic knowledge; it operates at entrepreneurial and 
collective strata, in the pre-planting and the post-planting mode. Epidemiologists are staff officers 
and not managers; they report alternatives from which managers can choose, taking into regard 
numerous non-epidemiological constraints. Epidemiology has extended its scope thanks to 
influxes of ideas and people from other sciences, among which are computer science, genetics, and 
ecology. Some possible future developments are indicated, as is the need for a 'comprehensive' 
approach. 

Key words: Epidemiology, plant disease management, pathoSystem, ecology, future development. 

Introduction 

'The known and the needed' in epidemiology is our theme. During the 'Third 
International Congress of Plant Pathology', the known has been extended and 
deepened so much, that it seems superfluous to dwell with the 'known'. The 'needed' has 
been indicated by so many distinguished speakers, that little - it seems - can be added. 
The known and the needed in epidemiology are well covered by recent publications 
among which Horsfall & Cowling's (1978) advanced treatise on plant disease Vol. II 
'How Disease Develops in Populations' merits special mention. When, nevertheless, we 
want to discuss the known and the needed in epidemiology, our theme must be placed 
in a wider context. Our endeavour is not to discuss the content matter of epidemi
ology but rather to formulate its present position in the area where theory and practice 
meet, and merge. In doing so we may proceed from a retrospective to a prospective 
view. 

Our discussion will consist of three parts. In the first part we shall indicate the position 
of epidemiology as a science. In the second part we shall discuss the uses of comparative 
epidemiology. In the third part we will touch upon the relation between epidemiology 
and plant disease management. 

The ideas exposed here in brief will be explained in detail in a book entitled 
'Epidemiology and Plant Disease Management' that has appeared recently (Zadoks & 
Schein, 1979). 



The position of epidemiology 

To determine the position of epidemiology in the field of biological sciences we must 
recall the hierarchy of integration levels in biology. 

Levels of integration in biology 

What is an integration level? To explain this concept let us make an excursion into the 
area of cybernetics. If a system is brought out of balance, it needs time to restore that 
balance. The span of time needed is characterized by a value called 'relaxation time'. A 
climax forest partly destroyed by fire has a relaxation time measured in years or decades. 
Algal cells suspended in a nutrient solution adjust to changes in the environment in 
minutes or, at most, in hours. Evidently, the relaxation times of the climax forest 
ecosystem and the cell suspension system differ by several-orders of magnitude. 
Phenomena with relaxation times of about the same order of magnitude belong to the 
same integration level. In biology, a hierarchy of integration levels can be designed as in 
Table 1. 

Table 1. An example of a hierarchy of integration levels in 
biology. 

Community 
Population 
Individual 
Organ 
Cell 
Organel 
Molecule 

ecology 
-, population dynamics, p. genetics 
(. anatomy, physiology 

lJ 
>. histology 

L molecular biology 

J 

What is the position of epidemiology within this hierarchy? There is no epidemic 
without a population of host plants and a population of infectious units (or 'individuals') 
of a pathogen. So epidemiology is a science operating at the population level. Vander-
plank (1963) has made this point explicitly in his famous 1963 book (Page 2) 'Epidemi
ology is the science of disease in populations. Sometimes one needs to distinguish 
between the study of disease in populations and the study of populations of pathogens, 

To understand phenomena at the population level we have to descend one integration 
level and to study the behaviour of individuals. With respect to pathogens, studies at that 
level have been summarized by famous authors like Ingold (1971) and Gregory (1973). 
For plants we must refer to current text books. 

Going one more level downward, we enter the domain of plant and fungus physi
ology. Most epidemiologists avoid entering this domain, but at times they feel forced to 
do so. Rijsdijk (in press) explains phenomena at the population level by changes in host 
plant and fungus physiology; he states that the physiological condition of the host plant 
has become an essential element in an experimental disease management system called 
EPiPRE (Rijsdijk & Zadoks, 1978). Studies at the integration level of physiology we do 
not regard as part of epidemiology, but to acknowledge the explanatory value of 



findings at this level for epidemiology (and for ecology at large) we recall the term 
'ecophysiology' (Van der Wal & Cowan, 1974). 

Whereas Vanderplank laid emphasis on populations, Robinson directed our atten
tion to the community level. He coined the term 'pathosystem' to indicate the host-
pathogen community (Robinson, 1976). A pathosystem consists of at least two interact
ing populations, operating at different trophic levels, those of host and parasite. 

Pathosystems 

For natural pathosystems the classical disease triangle (Fig. 1) provides an adequate 
picture. However, plant pathologists occupy themselves - too exclusively - with agricul
tural or managed pathosystems. In managed pathosystems man changes the functioning 
of the pathosystem profoundly by his crop husbandry, resistance breeding, and chemical 
control, and therewith man makes himself an essential part of the interactive community 
studied in epidemiology. Man becomes part of the pathosystem, because the pathogen 
reacts to him as much as he reacts to the pathogen; the disease triangle becomes a 
disease tetrahedron (Fig. 2). Man creates the 'boom-and-bust' cycle, and man devalu
ates costly chemical compounds by soliciting tolerance in the fungi through overspray-
ing. Gradually, however, epidemiologists gain an understanding of the managed 
pathosystem and its behaviour in the long run (Browning, 1974; Robinson, 1976). 

The paragraph on relaxation times clearly indicated that there is a relation between 
the time span of a process and its integration level. Processes at the individual level are, 
as a rule, monocyclic processes; they are measured in hours, sometimes in minutes or 
days. Examples are the duration of time needed by a spore to germinate, the latent 
period, and so on. Exceptions are the shooting of ascospores, to be measured in 
milliseconds, but here we touch upon the integration level of the cell where relaxation 
times are short indeed. Processes at the population level are, usually, polycyclic pro
cesses to be measured in days, like Vanderplank's r value, the apparent infection rate, 
expressed in units per unit per day. At the community level, finally, time is conveniently 

environment 

host pathogen 
Fig. 1. The disease triangle. Host, pathogen, and environment mutually influence each other. 
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pathogen # 
•environment 

Fig. 2. The disease tetrahedron. Its base is formed by the disease triangle. Man can affect any point 
of the base plane, but the pathosystem will react and by its reaction it will affect man. So man 
becomes part of the managed pathosystem. 

expressed in the number of generations of the host plant, that is - for annuals - in years; 
we speak of polyetic processes, that is, processes extending over many years (Zadoks, 
1974). 

We suggest that in the future epidemiologists spend part of their time studying 
community processes. New areas will be opened. Theoretical studies by Vanderplank 
(1963, 1968) and Robinson (1976) paved the way. Detailed analyses of phenomena 
observed in the field using population genetics as a tool have added to our knowledge 
(Wolf & Barrett, 1977). Browning's 1974 summary of work done in Israel deserves special 
mention; it points towards the usefulness of studying natural pathosystems in the wild. 

The studies indicated fall under the heading of polyetic studies, studies of the 
development of an epidemic over the years. Entomologists, nematologists (Jones, this 
volume), and plant pathologists working with soil-borne diseases are familiar with the 
idea that parasitic populations build up and decline over the years, apart from any 
seasonal fluctuations. Epidemiologists working on foliar pathogens tend to overlook 
polyetic effects. Computer simulations of polyetic effects have been made by Kiyosawa 
(Kiyosawa & Shiyomi, 1976; Kiyosawa &.Yabuki, 1976) and Rijsdijk (1975). 

Positioning epidemiology 

The epidemiologist is a plant pathologist who thinks in terms of populations, com
munities and environmental effects, be they of biotic or abiotic nature. His mind is 
pervaded by ecological thinking. In an opening address to the NATO Advanced Study 
Institute 'Epidemiology of plant diseases', held in Wageningen, 1971, A. J. P. Oort 
described epidemiology as a 'branch of ecology dealing with ecosystems in which a 
predatory, parasitic or pathogenic relationship exists between an organism and its host' 
(Butt, 1972). 

We regard phytopathology as a multilevel but practical and problem-oriented 



science. We see ecology in the first place as a principle-oriented science, as evidenced by 
the motto chosen for the First International Congress of Ecology, The Hague, 1974-,-
'Unifying concepts in ecology' (Van Dobben & Lowe-McConnell, 1975). 

We position epidemiology at the cross-roads of phytopathology, primarily a 
problem-oriented science, and ecology, primarily a principle-oriented discipline. For 
too long a period, epidemiology has developed within phytopathology, apart from the 
main stream of ecological thinking. Now, epidemiologists can learn much from ecology. 

Conclusions 

1.1. Epidemiology stands at the cross-road of the problem-oriented but multileveled 
science of phytopathology and the principle-oriented discipline of ecology (Fig. 3). 
1.2. Epidemiology, to remain a consistent and applicable body of knowledge, must limit 
itself to the study of pathosystems at three integration levels: those of the individual, the 
population, and the community, studying processes that are, respectively, monocyclic, 
polycyclic, and polyetic (Fig. 4). 
1.3. In the next few years epidemiology must spend much effort in polyetic studies of 
natural and managed pathosystems, at the community level (Fig. 5). 
1.4. Epidemiologists should divide their time more evenly between pathogen and host. 

Comparative epidemiology / ' 

Long, too long, epidemiologists have lingered at details, details of fungus a on host b 
in environment c. Such honourable and indispensable studies often tend to lead from 
one special question to the next and more specialized question. If a researcher is caught 
and encapsulated in this process, his way toward alternative views may be blocked. 
Comparative epidemiology can serve as a counterpoise and offer an approach to 
alternatives. We will add our views on comparative epidemiology to those later 
explained by Kranz (this volume) and others. 

phytopathology 

principles «-EPIDEMIOLOGY-ecology 

problems 
Fig. 3. The position of epidemiology in the field of sciences. 
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Fig. 4. Integration levels covered by epidemiology. 
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EPIDEMIOLOGY 
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problems level objectives 

Fig. 5. Suggested future research. 
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The level of the individual 

The behaviour of pathogens can be studied at the individual level by means of 
'components analysis' (Zadoks, 1972). In components analysis measurable phases of 
the infection cycle are studied quantitatively. It is possible and, perhaps, sometimes 
necessary to combine two or more successive phases into one measurement. Ideally, the 
end result of the infection cycle is the algebraic function of all identifiable components. 
The smallest identifiable and measurable components of the infection cycle can be 
regarded as the basic elements of fungal behaviour. 

Table 2. Components that can be 
measured in a components analysis. 

Infection efficiency 
Latent period 
Lesion growth 
Infectious period 
Number of spores per lesion per day 

Comparisons can be made in many ways. Two isolates can be compared on one host 
cultivar; any differences found are attributed to differences in components of virulence 
within the pathogen. The responses of two cultivars can be compared by testing them 
with the same isolate; the differences found between cultivars are ascribed to differ
ences between hosts in components of resistance. When one cultivar-isolate combina
tion is tested in two different environments, any differences found indicate differential 
effects of environmental factors on pathogen and/or host or their interaction. 

By simplistic or refined components analysis varietal resistance, horizontal and 
vertical, is tested, physiologic and ecologie races are identified, and environmental 
effects, whether of weather, fertilizers, or fungicides, are determined. 

Choosing the right components to be measured, the transition from the individual 
level to the population level can be made by applying a technique well-known in animal 
ecology, the life table technique (Zadoks, 1977). This technique permits to obtain 
generalized values useful in comparative epidemiology, such as: 

rmax = intrinsic growth rate of the population 
= maximum relative growth rate of the population [T_1] 

Tg = mean length of a generation [T] 
R0 = net reproduction rate per generation [1] 

The value /•mlt, the intrinsic growth rate as the ecologists say, is a relative rate of increase, 
as is Vanderplank's apparent infection rate r, and it is also expressed in units per unit per 
day, with dimension [T -1]. It indicates the maximum possible value of r, a value never 
obtained because many spores are lost or otherwise non-functional. 

Values of r measured in the field in polycyclic experiments are indeed lower than 
those calculated by means of life table statistics obtained from monocyclic experiments, 
but interestingly they are of the same order of magnitude. In brown leaf rust of wheat 
(Puccinia recondita Rob.) rmas values were up to about 0.6, whereas r values observed in 
the field rarely exceeded 0.2. 



The level of the population 

We have now entered the next higher integration level, that of the population, where 
epidemiologic processes are, often but not always, polycyclic processes. Again there is a 
basis for quantitative comparison. Comparison can begin with empirical r values, but 
such comparison will not satisfy in the long run because the information is inadequate 
for analytical purposes. 

We fare better with Vanderplank's (1963) analysis of the rate of increase of an 
epidemic, in which 

dxt 

= Re • (*.-p - x„;.t) • (1 - xt) 
.* 

wherep is the latent period and i the infectious period. The value R c, the corrected basic 
infection rate, is the product of two variables, the daily spore production per lesion N 
and the effectiveness of the spore E or the proportion of the spores that will effectively 
lead to new sporulating lesions. If we add a necessary piece of information, xa, the 
proportion diseased at the beginning of the epidemic, we have five values that together 
completely describe the polycyclic epidemic: the 'epidemiologic quintuplet'. 

Comparative epidemiology at the population level can characterize the life strategy of 
every pathogenic fungus by means of these five values. The concept 'strategy of life' has 
been developed in ecology.1 Consider the logistic equation2 as the ecologist use it: 

d/V N 
=r (K -N) 

dr K 

in which N is the number of individuals of the population, K is the maximum possible 
number or the 'carrying capacity' of the environment, and r is the relative growth rate of 
the population. Ecologists state that there are two major life strategies called the r and 
the K strategies. The r strategy calls for a rapid reproduction, a high r value, whenever 
there is an opportunity; individuals ar,e small, short-lived, and they give little care to the 
young. Under favourable conditions overcrowding occurs. K strategists, on the other 
hand, are relatively large and long-lived; they are slow breeders which care well for their 
young. They usually live in relatively low numbers and in fair equilibrium with their 
environment; there is no overcrowding. Lemmings are r strategists, and so are the cereal 
rusts; elephants are K strategists and so are various soil-borne diseases as, for example, 
Sclerotium rolfsii Sacc. 

Evidently, different groups of pathogenic fungi follow different life strategies. We 
claim that life strategies of phytopathogenic fungi can be expressed in terms of our 
'epidemiologic quintuplet' (Fig. 6). It seems to us that fungi offer an excellent opportun
ity for life strategy studies; there probably exist more strategies than the two extreme 
types mentioned, the r and the K strategies. Note that the distinction made by Jones (this 
volume) of two types of nematodes, the 'exploiters' and the 'persisters', is relevant here 
Thresh (this volume) is concerned with strategies of survival among viruses. 

1. Thresh (page 66) and Jones (page 73) also discusses this concept. 
2. An alternative form of the same logistic equation is used by Thresh on page 58 of this volume. 
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Fig. 6. The r and X life strategies expressed in terms of the epidemiologic quintuplet. 

The level of the community 

Can we continue our reconnaissance of comparative epidemiology and extend it to 
the integration level of the community? We can, but maintaining our standards of 
quantitative analysis, we must now enter the area of qualitative characteristics, the area 
of genetic variation, where we encounter specific genes for virulence in the pathogen 
toward resistance genes in the host and specific genes for tolerance in the pathogen 
toward active compounds in fungicides. 

Powerful tools for comparative studies are provided by population genetics. Studies 
in this area are highly necessary; they promise a rich harvest. 

Mackenzie (1978) and others (Leonard, 1969; Van Leur, unpublished) have demon
strated that competition between isolates of different fitness under the actual manage
rial status of the pathosystem leads to changes in genotype frequencies in the course of 
time according to the well known logistic function, with rd instead of r: 

rd = log e (1 - s) 

where rd is the relative rate of disappearance of the weaker strain and (1 - s) is the 
fitness of the weaker strain relative to the stronger one. 

Comparative epidemiology at the community level has to take care of the problem of 
scale. A conclusion from an experiment may be valid for the experimental area at a 
certain instant, but is it also valid for the area of a state, for a span of time covering 
several years? Scaling effects are well known in industry; processing technology has 
developed methods to tackle problems of scale. Epidemiologists just began: whereas 
Zadoks & Kampmeijer (1976) assumed that in spore dispersal one principle is appli
cable to various scales of distance, Rijsdijk (1979) showed that one model of spore 
dispersal applied to different scales of distance leads to different conclusions. 

It is the writers' opinion that during the following years available tools must be used to 
shape comparative epidemiology, which at present is a pertinent 'need' but certainly not 
a conspicuous 'known'. Epidemiologists should extend their efforts to pathosystems 
hitherto considered to be 'difficult', like those involving perennial crops and those 
involving bacteria and viruses. 

Conclusions 

2.1. At the level of the individual, comparative epidemiology can use two tools, 
components analysis and life table statistics; they lead to characteristics of general 

Tt and R0 (Fig. 7). 



components analysis 
life table statistics 

individual 

level 

max 

R 

tools 
Fig. 7. Tools of comparative epidemiology at the individual level. 

2.2. At the level of the population, comparative epidemiology can make use of the 
'epidemiologic quintuplet': x0,p, i, N and E (Fig. 8); existing data can be re-used when 
viewed from this new perspective. 

epidemiologic 
quintuplet 

xÄ 

population 

level tools 
Fig. 8. Tools of comparative epidemiology at the population level. 
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2.3. At the level of the community, comparative epidemiology is in statu nascendi; 
dynamic simulation will undoubtedly be a major tool (De Wit & Goudriaan, 1978); 
problems of fitness and problems of scale must be tackled (Fig. 9). 
2.4. During the next few years the available tools must be used to shape comparative 
epidemiology. 

EPIDEMIOLOGY 

community 

level 

fitness 
scale 
models 
simulation 

tools 
Fig. 9. Suggested tools of comparative epidemiology at the community level. 

Plant disease management 

Epidemiology as a science has acquired a body of knowledge which must be put into 
practice. Its practical application is, or is at least part of, plant disease management. We 
stick to the term plant disease management, though the term pathosystem management, 
with pathosystem used in the wide sense including man himself, is a more appropriate 
term. Epidemiology and plant disease management belong together as the two sides of a 
coin; the former has no social relevance without the latter; the second is no longer 
possible without the first. 

Definitions 

Talking about plant disease management is fashionable nowadays, but these talks do 
not solve problems. Let us see what is meant by plant disease management, taking 
Webster's dictionary as a guide. We will pass by the medical meaning of management 
'the whole system of care and treatment of a disease or a sick individual' as being too 
narrow, and we choose: 'the conducting or supervising of something as a business, the 
executive function of planning, organizing, coordinating, directing, controlling and 
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supervising any industrial or business project or activity with responsibility for results'. 
That puts us right on the spot. Clearly, we, epidemiologists, are not managers, cannot be 
managers, as we have no executive function with responsibility for results. 

The task of the epidemiologist is not 'directing, controlling or supervising', but a far 
more modest activity. This is not a line function but a staff function (Fig. 10), rendering 
assistance to the responsible manager in supervising, planning, organizing, and co
ordinating. The tools are description, analysis, synthesis, prognosis, and comparison. 
The epidemiologist should design alternative approaches, based on comparative epidemi
ology, from which the manager can choose. 

manager 

epidemiologist. 

staff 

line 

function 

Fig. 10. The position of the epidemiologist. 

Management seems to take place at two main strata, that of the individual entre
preneur and that of the collectivity. Individual entrepreneurs, single and as a group, may 
have views and interests different from those of the collectivity. The collectivity is 
usually represented by government. With respect to disease management there are two 
modes of operation, the pre-planting and the post-planting mode (Fig. 11). 

PLANT DISEASE MANAGEMENT 

modes 

strata collective 
entrepreneurial 

pre- post- planting 

Fig. 11. Strata and modes of plant disease management. 
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r 
The entrepreneurial stratum 

The pre-planting mode deals with the choice of crop and cultivar (where rotation and 
therefore x0 problems may appear), the choice of tillage including zero-tillage (again an 
x0 problem), and the choice of genotype (single genotype or polygenotype crop, eventu
ally a multiline crop, a problem inx0 and r). In the Netherlands, we are attempting to 
advise the use of 'polygenotype crops' (mixed cultivar plantings). If we learn anything it 
is modesty. The matter is extremely complicated, in its legal, agronomical, technical and 
epidemiological aspects. So-called 'non-target' diseases especially may cause trouble 
(Groenewegen & Zadoks, 1979). 

The post-planting mode deals with the damage threshold, a problem in x. and timing 
of treatment. We should stress the adage: 'treat as little as you dare'. To this purpose the -. 
system of negative forecasts should be extended. The German PHYTPROG potato late 
blight warning system contains a negative forecast (Burckhardt & Freitag, 1969), as 
does the American BLITECAST (Krause et al., 1975). The Netherlands program EPIPRE, an 
attempt to develop a disease warning system for cereals, also emphasizes negative 
forecast (Rijsdijk & Zadoks, 1978). ' 

In positive forecasts, a clumsy term for the advice to treat, we recommend to strive for 
individual advice, tailored to each grower or even every separate field. The well-known 
Mills apple scab (Venturia inaequalis (Cke) Aderh.) warning system is a classical 
example of an epidemiologist helping growers to help themselves. The EPIPRE program 
tries to give advice for every field contained in its data bank, taking into regard 
geographic position, soil, cultivar, sowing date, fertilizer usage, and preceding fungicidal 
treatments. BLITECAST is a customer-designed, computerized warning system. Origi
nally, it was a computer-operated system with the operator as a spider in her web of 
telephone cables, but recently BLITECAST has been condensed to a thousand dollar black 
box, complete with sensors and programmed calculator, which the farmer can place in 
his field. By pushing a button the farmer obtains advice based upon local within-field 
conditions. The system is completely decentralized, individualized (Mackenzie & 
Schimmelpfennig, 1978). 

fbe difference between BLITECAST and EPIPRE is that the farmer must assess the initial 
disease level in his field. Involving the farmer again by making him responsible for his 
own disease rating seems to have a positive psychological effect, motivating him for 
optimal disease control (in contrast to maximal disease control). We strongly recom
mend individualization of disease warning systems, where the epidemiologist remains a 
background adviser, so that the grower can take his own decisions as befits a manager. 

The collective stratum 

At the collective stratum, where the same two modes of operation, the pre-planting 
and the post-planting, exist, epidemiologists should be far more careful because at 
present their experience is incommensurate with the scope of their theories. The 
theories are wonderful, but reliable facts are scanty and scarce. 

Field experiments are always performed on a small scale. Because of scaling effects, 
indicated before, a result found to be good in experiments on a small scale is not 
necessarily good when applied in general practice on a large scale. A classical example is 
chemical treatment, perfect on the experimental scale but often yielding unexpected 
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side-effects, pollution of the environment, health hazards, and the appearance of 
tolerance in pathogens. Another classic is the 'boom-and-bust' cycle, where cultivars 
promising during the introductory phase succumb rapidly to new genotypes of the 
pathogen. Problems of scale have never been studied systematically in epidemiology. 
Advice at the collective stratum without appropriate knowledge of scaling effects is 
irresponsible. 

Selected examples 

A few plant disease management systems have already been proposed or even tested. 
We limit ourselves to some selected examples. 

Gene management systems (Frey et al., 1977) should be introduced with great care. 
A major problem may arise from non-target diseases. One of the Netherlands experi
ments with a wheat multiline variety developed against yellow stripe rust (Puccinia 
striiformis West.) succumbed to. brown leaf rust (P. recondita) (Zadoks & 
Groenewegen, unpublished). Those who see a specific goal far ahead are often short
sighted with respect to other and, in their eyes, secondary problems. Notwithstand
ing this reservation we feel that polygenotype cultures are a major epidemiologic 
issue for the next five years (Groenewegen & Zadoks, 1979); at the same time the 
gaining of approval from the seed regulation authorities and acceptance by the farmers 
are major managerial issues. We include in this statement systems of gene manage
ment combined with restricted fungicide application schedules (Wolfe & Barrett, 
1977). 

The economic life of a fungicidal compound is limited-by, among other things, the 
phenomenon of tolerance in the fungus. This is a loss to the chemical company as well as 
to the farming community. In the future, chemical management may become another 
activity in which epidemiologists with an interest in population genetics could partici
pate. Again, there is a problem of non-target diseases to be dealt with. 

Disease warning systems at the collective level, a classical occupation of epidemi
ologists, should stress two points, 1. negative forecast, and 2. stand-by warnings. Other 
warnings and management decisions should be transfered to the individual level 
whenever possible. 

The comprehensive approach 

No staff epidemiologist may forget that the manager always deals with a great number 
of production constraints. During the Third International Congress of Plant Pathology 
the word 'comprehensive' has often been used to indicate that there is usually a 

) basket-full of constraints. Epidemiologists have not been trained in 'comprehensive' 
thinking, on the contrary, current phytopathological training is geared to the one-

^.disease-at-a-time approach. Statistically significant and economically important interac
tion between constraints is well known by now: an extra difficulty for the comprehensive 
approach. Epidemiologists with a managerial pursuit must learn to think comprehen
sively. How to learn this is a problem of the future that needs to be solved. In the 
experimental study EPIPRE, (see above) the problem will be tackled by filling the basket 
with solutions for one constraint after the other. Maybe, a revival of teaching the 
old-fashioned 'crop husbandry' provides a solution. 
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Conclusions 

3.1. Epidemiology and plant disease management relate to each other as two sides of a 
coin; acquisition of knowledge versus application of knowledge. 
3.2. Epidemiologists are not managers; in plant disease management epidemiologists do 
not have a line function but a staff function. 
3.3. In plant disease management there are two strata of operation, the entrepreneurial 
and the collective, and two modes of operation, the pre-planting and the post-planting. 
3.4. Efforts at the entrepreneurial stratum in the post-planting mode should be directed 
towards decentralization, with individual advice to each grower separately, or-alterna
tively - toward helping the grower to help himself. 
3.5. Efforts at the collective stratum should be in the pre-planting as well as in the 
post-planting mode, directed towards avoidance of chemical treatment where possible, 
and optimization of chemical treatment where it is unavoidable. 
3.6. Epidemiologists will become effective staff officers only if they can quantify policy 
alternatives by means of the methods of quantitative comparative epidemiology, taking 
into regard eventual scaling effects. 
3.7. The basket-approach to comprehensive disease management is a problem of the 
not-too-distant future. 

Summary 

In the absence of sufficiently sophisticated epidemiology, breeding was for reduced 
x0. An euphoria of success permeated our field. What happened, the actual behaviour of 
disease, was studied by epidemiology. Explanations of behaviour were provided by 
genetics. Certain of those capable of genetic work became interested and proficient in 
epidemiology. They asked: How can we manage disease? They predicted how disease 
would behave with certain kinds of genetic manipulation, for instance partial resistance, 
gene deployment, polygenotype crops. This was epidemiology. It brought up questions 
of pathogen adaptation and opened the area of fitness inquiries. Controversy ensued 
and continues. The new breed of epidemiologists looks for ways to stabilize disease by 
genetic manipulation of the host in such a way as to stabilize the parasites' genetics. 
These are strategies. They are modelled and tested. If applied, they become tactics of 
disease managements. Their importance in future is enormous. The progress made 
would not have occurred without epidemiology. And without the other fields, ecology, 
genetics, computer science, and so on, epidemiology would not be where it is today. This 
interdependence between epidemiology and other areas extends itself. Fungicide 
specialists today use epidemiology and contribute to it. 

We have explained that epidemiology is a science bridging three levels of integration: 
the individual, the population, and the community. Such is already more than the 
average scientist can handle; it has been stated that most people can only switch easily 
between two adjoining levels of integration in a cause-and-effect relation. The reason is 
obvious; every level of integration necessitates other auxiliary sciences. Epidemiologists 
usually solve the problem unconsciously by becoming problem-oriented. 

At higher levels of integration new problems appear and the importance of knowl
edge at the lower levels seems to fade away. But that effect is only optical illusion, to 
which many students and not a few professors fall a victim. Detailed knowledge at the 
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lower and middle level is, and will remain, indispensable for appropriate action at the 
upper level, for which little factual knowledge exists. We stress the need to proceed 
gradually and patiently from one level to the next, and backwards again. Old experi
ments must be reconsidered, old data recalculated (Kranz, this volume). Desk research 
is respectable if its results are repeatable. It can save time and money, and it can help us 
avoid spurious strategies. 

Comparative epidemiology provides the tool-kit with which speculations about dis
ease management strategies can be transferred into quantified and testable hypotheses, 
which after due testing can become elements of disease management tactics. Such tactics 
must be compatible with other objectives within the array of total crop management. 
Managers, at both the entrepreneurial and collective strata, choose the tactics suitable 
to them. To facilitate such a choice anthropomorphic terms such as pathogen behaviour, 
life strategy, and pathosystem behaviour are acceptable. In the implementation and 
supervision of the tactics chosen, epidemiologists have a pertinent though modest role 
to play, thus serving science and society. 

References 

Browning, J. A., 1974. Relevance of knowledge about natural ecosystems to development of pest 
management programs for agro-ecosystems. Proc. Am. Phytopathol. Soc. 1: 191-199. 

Burckhardt, H. & E. Freitag, 1969. Die Phytophthora-Negativ-Vorhersage. Der Kartoffelbau 20: 
176-180. 

Butt, D. J., 1972. Epidemiology of plant diseases. A commentary on the 1971 Advanced Study 
Institute. Rev. Plant Pathol. 51: 635-638. 

Dobben, W. H. van & R. H. Lowe-McConnell, 1975. Unifying concepts in ecology. Junk, The 
Hague & Pudoc, Wageningen, 302 pp. 

Frey, K. J., J. A. Browning & M. D. Simons, 1977. Management systems for host genes to control 
disease loss. Ann. New York Acad. Sei. 287: 255-274. 

Gregory, P. H., 1973. The microbiology of the atmosphere. Blackey Int. Texts, Bishoprigg, 
Glasgow. 

Groenewegen, L. J. M. & J. C. Zadoks, 1979. Exploiting within-field diversity as a defense against 
cereal diseases: a plea for 'polygenotype' varieties. Proc. Int. Wheat Genetics Conf., Delhi. 
Indian. J. Genet. PI. Breed. 

Horsfall, J. G. & E. B. Cowling, 1978. Plant disease: An advanced treatise. II. How disease 
develops in populations. Academic Press, New York, 436 pp. 

Ingold, C. T., 1971. Fungal spores, their liberation and dispersal. Clarendon Press, Oxford, 302 pp. 
Kiyosawa, S. & M. Shiyomi, 1976. Simulation of the process of breakdown of disease-resistant 

varieties. Japan. J. Breed. 26: 339-352. 
Kiyosawa, S. & S. Yabuki, 1976. Modeling onlhe race frequency change in a host-pathogen system 

with genes for resistance and avirulence. Japan. J. Breed. 26: 237-246. 
Krause, R. A., L. B. Massie & R. A. Hyre, 1975. Blitecast: a computerized forecast of potato late 

blight. PI. Dis. Reptr. 49: 95-98. 
Leonard, K. J., 1969. Selection in heterogeneous populations of Puccinia graminis f. sp. avenue. 

Phytopathology 59: 1851-1857. 
Mackenzie, D. R., 1978. Letter to the editor. Estimating parasitic fitness. Phytopathology 68: 

9-13. 
Mackenzie, D. R. & H. G. Schimmelpfennig, 1978. Development of a microcomputer unit for 

forecasting potato late blight using the Pennsylvania State University's Blitecast system (Ab
stract). Am. Potato J. 55: 384-385. 

Rijsdijk,F. H., 1975. A simulator of yellow rust of wheat. Bull. Rech. Agron. Gembloux: 411-418. 

16 



r 
Rijsdijk, F. H., 1978. A model evaluation of spore dispersal inside and above canopies. Proc. 1st 

Int. Conf. Aerobiology, Munich. In press. 
Rijsdijk, F. H., 1979 Systems analysis at the cross-roads of plant pathology and crop physiology. Z. 

Pflansenkrankheiten. In press. 
Rijsdijk, F. H. & J. C. Zadoks, 1978. EPIPRE, een poging tot geleide bestrijding van graanziekten 

met gebruik van een computer. Verslag Graanziektendag 1978, Wageningen, p. 51-59. 
Robinson, R. A., 1976. Plant pathoSystems. Springer, Berlin, 184 pp. 
Vanderplank. J. E., 1963. Plant diseases: Epidemics and control. Acad. Press, New York, 349 pp. 
Vanderplank, J. E., 1968. Disease resistance in plants. Acad. Press, New York, 206 pp. 
Wal, A. F. van der & M. C. Cowan, 1974. An ecophysiological approach to crop losses, exemplified 

in the system wheat, rust and glume blotch. II. Development, growth, and transpiration of 
uninfected plants and plants infected with P. recondita f. sp. triticina and/or Septoria nodorum in 
a climate chamber experiment. Neth. J. PI. Path. 80: 192-214. 

Wit, C. T. de & J. Goudriaan, 1978. Simulation of ecological processes. Simulation Monographs, 
Pudoc, Wageningen, 183 pp. 

Wolfe, M. S. & J. A. Barrett, 1977. Population genetics of powdery mildew epidemics. Ann. New 
York Acad. Sei. 287: 151-163. 

Zadoks, J. C , 1972. Modern concepts of disease resistance in cereals. In: F. G. H. Lupton, G. 
Jenkins, R. Johnson (Eds): The way ahead in plant breeding. Proc. 6th Congr. Eucarpia, 
Cambridge, 1971. Cambridge, p. 89-98. 

Zadoks, J. C , 1974. The role of epidemiology in modern phytopathology. Phytopathology 64: 
918-923. 

Zadoks, J. C , 1977. On the epidemiological evaluation of fungicide action. Neth. J. PI. Path. 83 
(Suppl. 1): 417-426. 

Zadoks, J. C. & P. Kampmeijer, 1977. The role of crop populations and their deployment, 
illustrated by means of a simulation EPtMUL-76. Ann. New York Acad. Sei. 287: 164-190. 

Zadoks, J. C. & R. D. Schein, 1979. Epidemiology and plant disease management. Oxford Univ. 
Press, New York. 427 pp. 

17 



Comparative epidemiology: an evaluation of scope, concepts 
and methods 

J. Kranz 

Abstract 

The scope and objective are outlined of comparative epidemiology as a tool for research. An 
attempt is made to define concepts for the comparison of epidemics by application of approaches 
and methods commonly used in experimental science and based on a systems approach. For strict 
comparisons of various epidemics, and of phenomena within an epidemic, the choice of appro
priate systems levels and criteria is deemed essential. The use of published evidence and of 
established experimental procedures for-epidemiological comparison are discussed. Some results 
obtained by these means are reviewed. 

Scope of comparative epidemiology 

Cognition starts with comparison. But comparison is also a major technique of 
research. It helps to derive principles and models from discrete data - in our context - on 
diverse plant diseases or from a large number of different epidemic phenomena. 
In this way, comparative epidemiology attempts to enlarge our comprehension of 
complex pathosystems beyond simple description of similarities and differences within 
and amongst epidemics and their constituents, or comparison of experimental treat
ments. 

Comparative epidemiology thus has both analytic and synoptic functions. It conse
quently can direct research by establishing or sustaining principles. As research gener
ally elucidates phenomena against the background of accepted theories, comparative 
epidemiology has to gauge their validity, and abolish them if they fail the test. Such a 
'Darwinism of hypotheses' (Popper, 1973) certainly advances science and professional
ism in epidemiology. 

Epidemiology develops tactical and strategic concepts for control of plant disease. 
For these practical ends, comparative epidemiology is expected to reduce the appar
ently unlimited diversity of epidemics and their components to a convenient number 
of basic systems or types to which individual epidemics may be assigned and from 
which future disease management can benefit (Kranz, 1978). Comparative epidemi
ology also provides guidelines for policy-making, and has to cater to teachers and 
textbook writers. 

To achieve all this, and to develop a philosophy of epidemiology, comparative 
epidemiology has to assume a unifying and crystallizing role. Comparative epidemi
ology, in addition, requires some universally accepted approaches, as well as appro
priate and greatly standardized methods. Also forms of presentation are needed that 
avoid remoteness and ambiguity. In this volume Butt & Royle deal with this particular 
problem in relation to terms and definitions. 
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Some relevant concepts for comparative epidemiology 

Epidemiology has been conceived in various ways. For some plant pathologists, 
epidemiology is the textbook chapter that deals with the effect of ecological factors on 
disease; for others it is the dynamics of diseases in host populations, and for others again 
it is, more narrowly, disease dispersal and spread. Within all of these concepts, compari
son is possible and justifiable. For instance, comparison of effects that weather factors 
have on severity of cereal rusts, may explain the sequence of their appearance in 
wheat fields. Disease progress of Septoria nodorum (Berk.) Berk, and S. tritici Rob. 
apud Desm. on wheat can be compared ' . . . to determine the basic difference 
in the behaviour of the two Septoria pathogens as head parasites in terms of yield 
reduction' (Cooke & Jones, 1970). Different disease gradients amongst diseases, 
may be analysed by a study of their modes of spread and their relative efficiency of 
infection. 

However conclusions thus derived may fall short of explaining the whole intricate 
biological interactions behind disease progress. We, therefore, conceive epidemics as 
open, coupled and dynamic systems of pathogen and host populations interacting under 
the influence of environment and human interference. Every biological system has 
levels and structures and behaviours resulting therefrom, and so have epidemics (Ki ̂ nz, 
1974a, 1974b, 1978; Robinson, 1976). In the hierarchy of biological systems epidemios 
belong to the population level; and they in turn have their own levels (e.g. the pathogen, 
the host, the disease, the field or agroecosystems). The behaviour of epidemics as 
systems does not result from linear causal relationships but from programs inherent in 
their structures. Programs should be understood here in the sense used by geneticists. 
The control of such systems is to a large extent possible by human interference. Thus 
epidemiology closely relates to disease control. This aspect is dealt with in this volume 
by Putter and by Rotem & Palti. 

Before we refer to appropriate methods of comparative epidemiology within the 
framework of systems approach, let us refer briefly to another concept of comparative 
epidemiology, which we, tentatively, call the 'wholesale approach'. 

By wholesale approach, we refer here to attempts to compare epidemics of diseases 
occurring in different, often unrelated, agroecosystems (e.g. forest and field; field and 
greenhouse), or epidemics having different ecological or historical backgrounds (e.g. 
root and leaf diseases; endemic and invading pathogens). There obviously is a need and 
a fruitful potential for exploiting such inferences, particularly for teaching and even for 
policy-making. 

However, we have not so far found satisfactory ways of tackling this type of compari
son. Wholesale comparison depends largely on published information. The literature, 
however, does not often permit us to draw valid conclusions. Furthermore, indiscrimi
nate use of publications for this purpose may violate certain scientific principles. A 
serious shortcoming is that wholesale comparisons are hard to verify experimentally. 
Unless we can overcome this obstacle, a wholesale comparison can merely yield 
tentative deductions. On the other hand, we should certainly think more seriously about 
ways and means to implement adequate research which satisfies this demand. We shall 
return to this topic in a wider context. (Section 'Use of published evidence'). 
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Methods for comparative epidemiology 

The mechanistic comparison of variables, constants and parameters alone does not 
ensure successful comparative epidemiology. As a matter of fact, endeavours to com
pare epidemics and their components can be convincing only if they convey a grasp of 
the extent of phenomena and problems involved, and feeling for the diversity of possible 
views and interactions. A given criterion may have a different weight in another context 
or systems level. Hence, apart from a deep and sensitive comprehension of the epidem
ics under study, comparative epidemiology needs both appropriate experiments to test 
hypotheses and adequate descriptive inventories. In ethology, for instance, the exis
tence of a certain inherent pattern of animal motion could have only been discovered by 
research workers who were familiar with the whole range of possible patterns (Aktions-
systeme) in phylogenetically related animal taxa and who were also capable of compar
ing them by the same method (Lorenz, 1966). 

Choice of systems level for comparison 

Comparative epidemiology can be achieved at various system levels. Table 1 gives 
examples of levels that one could envisage in pathosystems and their epidemiology. The 
choice of level depends on the objective of the comparison. This volume attempts to 
demonstrate how this could be done at the pathosystem level or any subsystem level as 
well as with factors affecting (Aust et al., this volume). Finally, comparison is possible at 
the level of different etiological groups (Thresh and Jones, this volume). Other aspects, 
like the comparison of epidemics at different sites, climates, years and treatments, will 
always relate to one of the levels listed in Table 1. 

Comparative epidemiology following the concept of systems approach obviously has 
its merits for the elucidation of programs referred to under Section 'Some relevant 
concepts'. This in turn requires an understanding of the organization of pathosystem 
components, their levels and elements, and the kind, strength, and flexibility of relations 
between elements and finally, their contributions to the system's behaviour. 

Programs consist of interactions of structural elements, their quantitative contribu
tions, as well as their interactions with external factors. In addition there are specific 
program elements. These are features inherent in populations like random processes, 
recurrence, limits or dimensions, discontinuities and thresholds. They regulate an 
otherwise latent structure, which then results in behaviour, e.g. growth and decline of a 
population of lesions, or their spatial and age distribution (Kranz, 1978). All of these 
facets lend themselves to comparative studies. Environmental factors and human inter
ference in turn provide the stimuli to implement these open programs. Therefore, each 
system is effective for different reasons with a corresponding diversity in epidemiology 
and in control measures (Thresh, 1974a). 

^ The structures of epidemics themselves are composed of important rate-determining 
elements (Kranz, 1978) which may be the objective of a comparison. The behaviour of 
these elements (i.e. their interaction) is expressed in patterns such as disease progress 
curve or gradients. For more practical purpose, however, it would suffice to compare 
only those components that characterize the 'core dynamics' (Patten, 1971) of epidem
ics, like the element 'infection' and relevant interactions between inoculum, leaf wet
ness and temperature. The 'core dynamics' prove the existence of a certain hierarchy of 

v elements in every system, also in epidemics. 
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Table 1. Levels for comparisons in epidemiology (an example). 

Levels 

A. Agroecosystem 

pathosystem À 

pathogen 

B. disease: epidemic 

structure 

elements 

behaviour, pattern 

partial 

^.behaviour, rate 

partial 

Examples 

wheat crop 
(various constraints, incl. diseases, and their actions) 

vheat stem rust (eye spot, . . . , powdery mildew) 

host level 
different wheat cultivars 
(e.g. its development, or 
type of resistance of wheat 
or barley as hosts of the 
same pathogens) 

pathogen level 
Puccinia graminis 
vs Pseudocercosporella 

herpotrichoides. 

stem rust or eye spot disease, or barley or wheat 
powdery mildew, or stem rust under irrigation, 
different fertilizer regimes, control measures. 

elements of epidemics of stem rust and eye spot: 
or lifecycle of pathogens, and factors affecting it. 

comparison of infection process of P. graminis & 
P. herpotrichoides and factors affecting them. 

comparison of disease progress of stem rust and eye 
spot in time (space), under certain conditions. 

comparison of the logarithmic phases of stem rüst and 
eyespot epidemics, within the same pathosystem. 

comparison of rates in untransformed disease progress 
curves of both epidemics, within the same pathosystem. 
different treatments. 

variation of infection rates during various phases of the 
disease progress curves. 

Within the systems concept, comparison of pat terns can ei ther be for entire epidem
ics, or their parts. Basic pat terns of entire cumulative curves of disease progress have 
been described earlier (Kranz, 1968c; 1974a; 1978). Undis turbed progress curves of 
pathosystems are bilateral, bimodal, multimodal or oscillating. Bimodal , multimodal 
and oscillating (periodic) progress curves often reflect disease cycles, discontinuities in 
infection progress, variation in incubation periods, changes in host susceptibility due to 
new growth, or other factors. Periodic progress curves may also be recorded in 
multiple-wave epidemics (Kranz, 1978). Most progress curves, however, are incom
plete, as diseases are usually recorded only until harvest. 

Ent ire rate curves identify at least three major classes of epidemic pat terns: symmet
rical (bell-shaped) curves and asymmetric curves with either positive or negative skew-
ness. For details see Kranz (1978) . 
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Parts of progress curves lend themselves to a comparison as they may represent 
essential biological facets of the disease's progress and may, for instance, have a bearing 
on forecasting (Kranz, 1974a). Baker (1971) suggested four consecutive phases: (1) the 
true logarithmic, (2) the synergistic (exponential), (3) the transitional and (4) the 
plateau phase. When used for quantitative comparisons, the inherent variability of these 
phases should be adequately understood (Kranz, 1968c; Kranz & Lörincz, 1970). 

Within the comparison of different etiological groups, one may, with suitable criteria, 
compare similarities or differences, for instance, in the spread of viruses and other types 
of plant pathogens: 'Mycoplasmas that multiply in plants and in leafhoppers resemble 
propagative viruses with aphid or leafhopper vectors in that they can be carried far to 
give shallow gradients of infection resembling those due to windborne spores. The much 
steeper gradients of infection caused by the splash dispersal of spores or bacteria by 
water droplets are analogous to local spread of viruses by leaf contact or by vectors of 
limited mobility . . . . Despite these apparent similarities quite different factors influ
ence the spread of viruses and of fungi' (Thresh, 1976). 

Criteria 

The choice of criteria in comparative epidemiology again depends on the objective of 
comparison. In general, however, comparisons should be based on features which for a 
given disease, have a high degree of invariance or consistency. The similarity in such 
consistent characteristics is the major criterion for comparisons between pathosystems. 
Criteria of primary, secondary ortertiary importance may be distinguished, according to 
the degree or range of variability in the features selected for comparison. Normally, 
characteristics redundant in the taxonomie sense should he excluded. However, prob
lems may arise to define what is redundant in epidemics under study. There may even be 
epidemics in which the number of identical redundant features may be used to deter
mine similarity. Criteria chosen for comparison have to belong to systems of the same 
level. This ensures that only the really comparable is compared. 

Similarity of structures (and of elements) and of behaviour (i.e. patterns and rates) 
can be measured by standard statistical tests. These include tests of significance between 
two or more regression coefficients or correlation coefficients. Similarity or matching 
coefficients (Kranz & Lörincz, 1970), factor and cluster analyses and their various test 
criteria (Kranz, 1974a) seem appropriate. They all help to avoid conclusion from 
superficial resemblance. 

Structures can be compared by the following means: 
1. degree of agreement in the organization of the structure, 
2. similarity of existing structural elements 
3. similarity of epidemiologically relevant functions of these elements, and the correla
tions among their output - input relationships. 

For means 1, number and kind of elements in the structure, and their interrelationship 
are the criteria. When comparing the similarity of existing elements (means 2), 
homologue and analogue components may be distinguished. Homologue components 
are phyllogenetically alike, e.g., infection by conidia. If components of the epidemic 
structures are only similar in their 'operational mechanisms' (Kranz, 1978) or functions 
(e.g. infection by sclerotia and not by conidia), they should be regarded as analogues. 
Similarity of epidemiologically relevant functions (means 3) of structural elements may 
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be judged by their program elements (Section 'Choice of level') or their output - input 
relationships between preceding and following elements (i.e. state variables). The latter 
can be exemplified by the effect intensity of infection has on length of incubation periods 
and other phases. When studying aspects by means 3, emphasis should not be so much 
on the influence of a factor on, for instance, sporulation as such, but rather on the effect 
of more or less inoculum on the dynamics of the epidemics (Kranz, 1978). 

Patterns and rates describe the behaviour of epidemics (Section 'Choice of level'). 
The shape of disease progress curves or gradients often carries useful biological infor
mation. Consequently, basic patterns can be expected, around which observed patterns 
may be grouped. These groups or clusters may serve for the reduction of the apparently 
unlimited diversity of epidemics to a convenient number of basic types that comparative 
epidemiology is expected to achieve. If linearization is required for statistical purposes, 
slope and position of the lines could be used in comparisons as well as the transformation 
equation used to obtain the best fit. For more details and technical aspects, see Kranz 
(1974a; 1978). 

Rates express the response or behaviour of the system to external or internal factors 
in relation to previous state. They primarily change disease intensity but not necessarily 
the underlying pattern. But rates are variable. Comparison of rates, e.g. Vanderplank's 
(1963) apparent infection rate, may, therefore, be valid only when comparison of 
environmental effects and resistance is intended. Otherwise it may be preferable to 
assign rates to meaningful classes (Table 2), or to give rates inferior weight within the set 
of criteria chosen for comparison. For the use of classification in comparative 
epidemiology see Kranz (1974a). As different transformation equations are available 
they may also be used for classification of epidemics with different biological back
grounds (Hau & Kranz, 1977). The choice of an appropriate transformation equation 

Table 2. Classes for apparent infection rates 
r defined by central values and limits1. 

Class 
No. 

I 
II 
III 
IV 
V 
VI 

Median value2 r 

0.03 
0.08 
0.15 
0.20 
0.30 

>0.30 

Limits3 r 

0.01 - 0 . 05 
0 . 06 -0 .10 
0.11 - 0 . 16 
0 . 17 -0 .25 
0 . 26 -0 .30 
0.31 - (1 .00) 

1. From experimental data of 40 pathosystems 
in 2 years (Kranz, 1968b, Table 6). 
2. r values that have distinctly higher fre
quencies than adjacent ones. 
3. Limits in this context should be regarded as 
flexible and applied with common sense; e.g. 
if r in one year is 0.08 and in another 0.12, both 
should be considered as belonging to the same 
class. 
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thus assigns an epidemic to those of similar pattern, for instance whether best fit of the 
lines to the observed values is obtained by In y (no asymptotic progress curve) or by 
Bertalanffy function (with distinct asymptote). 

Use of published evidence in comparative epidemiology 

Comparison of epidemics should be attempted with well defined objectives, with 
adequate inventories and with full comprehension of the pathosystems under study and 
their epidemics, as well as with appropriate experimental methods. 

What kind of inventories? Description of phenomena will be needed to develop 
working hypotheses, research programs and methods. Essentially four types of publica
tions can serve as material for comparison: 

(1) Papers that have been published outside the scope of comparative epidemiology. 
They comprise pure description of phenomena, reports, and reviews, as well as experi
mental results of any kind, including comparison of effects of experimental treatments. 
Though not always specifically comparable, such information frequently gives rise to 
hypotheses because of disagreement between accepted theories and new facts, or 
through intuition and speculation. Their use and interpretation for comparison should, 
however, be made with caution (Section 'Some relevant concepts' for 'wholesale' 
comparison, and below). This applies to information described under Items 2 and 3, 
respectively. 

(2) Reviews specifically written to extract general conclusions from scattered evi
dence by comparison, e.g. methodology in comparison of epidemics (Kranz, 1974a), 
temporal patterns in virus spread (Thresh, 1974b), or gradients in disease spread 
(Gregory, 1968; Thresh, 1976). 

(3) Papers in which authors have supplemented their own data with information from 
the literature. Such evaluations are usually made critically and competently. Examples 
of this approach are the studies by Populer (1972) of powdery mildew of rubber 
(Oidium heveae Steinm.) and by Zadoks (1961) of stripe rust of wheat (Puccinia 
striiformis West.). 

(4) Reports of results from experiments specially designed for the comparison of 
some epidemiological facets. These are obviously the most reliable and valid material 
for a given objective. Only a few such data are presently available. 

When published evidence is used in comparative epidemiology, it is essential that 
hypotheses and theories inferred should be amenable to experimental testing and 
verification. Therefore data should be critically scrutinized for experimental techniques, 
their evaluation and their interpretation by the authors, to assess their limits for 
inference. Obviously the evaluation of publications itself must be subject to the same 
standards that apply to the evaluation of laboratory experiments or field trials. Hence, 
the material utilized should have similar objectives and share some common factor. 
Finally, really good and valid data are based on the same, or at least, comparable criteria, 
and on units as well as techniques of measurement that apply to all the material used. 

Experimental comparison 

Comparative epidemiology should basically be both quantitative and experimental as 
hypotheses have to be tested in well designed experiments (Section 'Use of evidence'). 

24 



r Systems analysis often will be the best choice to cope with all the complexities in 
epidemics. Design of experiments should ensure strict comparative measurements of 
features of interest (e.g. structural elements, progress curves and interactions) and 
pertinent statistical evaluation. Simultaneous measurement under exactly the same 
conditions would be ideal for comparison. Measurements should be expressed in the 
same units for all pathosystems to be compared. All this follows from what has been said 
in the Sections 'Choice of level' and 'Criteria'. 

We advocate specific comparative field trials. These are more easily performed when 
carried out on diseases of a particular crop (e.g. ear blotch, powdery mildew and stripe 
rust of wheat), or on some specific disease as it affects different crops that can be grown 
in the same field. Thresh (1976) and Kranz ( 1972) emphasize requirements for proper 
comparative field trials. Plots must be of adequate size to avoid border, positional and 
exposure effects, and background interference, which can easily blur gradients. 

Entire pathosystems may be beyond the competence or capacity of a single research1 

worker. Therefore, more often a partial study, i.e. of one or few elements in several 
diseases is preferred. However, the type of customary laboratory comparisons of, for 
instance, sporulation of fungi P i and P2 under some defined condition usually bear- little 
relation to epidemics caused by these pathogens, unless verified in 'mini-epidemics' 
(Cohen & Rotem, 1971), or other experimental arrangements. Partial comparisons are 
often the choice in field trials. One can, however, also compare whole graphs of 
epidemics (Kranz, 1968a, b, c; 1975a, b) in field trials, i.e. progress curves and gradients 
that consider the behaviour of the pathosystems as 'black boxes' (Kranz, 1974b). ( 

Some remarks on the procedure of comparison 

Results obtained from experiments conducted as suggested (Sections 'Choice of 
level', 'Criteria' and 'Experimental comparison') can be compared by means of simple 
plotting, mapping or tabulation of quantitative data to elaborate statistical, mathemati
cal and computer methods (Kranz, 1974a; Thresh, 1976). 

To cope with complexity in epidemics, comparison may either follow the stepping- I 
down or stepping-up procedure. The former starts from the graphs of an epidemic as 
'black boxes' and elucidates more details. The stepping-up procedure builds from well 
studied elements the essential structure of an epidemic. Both approaches are possible 
and justified. The choice will depend on the objective and often also on the facilities 
available. 

Obviously, the stepping-up approach is more appealing to the research worker with S 
good laboratory facilities, or to those who can use a simulator. Whereas the field 
pathologist is more likely to prefer the stepping-down approach. Either way, the scope 
of comparison (disease progress only or with study of incubation or other phases) will 
again largely depend on the objective. Perhaps the stepping-up approach is also in line 
with a certain tendency in science to go from the simple to the more complex. This is 
justified as long as it is not forgotten that the more complex problems of higher systems 
are only partially explicable in this way. There is too little experience yet to decide which 
is better, or when one is more appropriate. --A 

Simulators may be used as synoptic instruments to test sensitivity and validity of 
assumptions, conclusions or models derived from comparisons. Simulators can thus 
partly replace field and laboratory experiments, and eventually find their place as 
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operational instruments in pest management. The uses of computers in comparative 
epidemiology has been reviewed by Kranz (1974a). 

Some results obtained by comparative epidemiology 

The usefulness of comparative epidemiology is obvious from the second sentence of 
this article. It is prerequisite for modelling, or at least for the generalization of models. 
Let us imagine that some years hence the objective-of crop protection will no longer be 
control of one or two diseases or insects in one crop at a time. Plant protectionists may 
then be obliged to maintain fields reasonably free from the constraints of all relevant 
pests (Kranz, 1978). Modelling will enable us to describe and explain essentials in 
epidemics, and help us to meet such obligations. 

Looking back, we notice that Gäumann (1951) and Vanderplank (1963,1968,1975) 
already have extracted quite a few concepts and hypotheses from literature by compar
ing epidemics and their components. Also some of Yarwóöd's 'Principles of plant 
pathology' (Yarwood, 1973) may be considered the out-come of comparative 
epidemiology. However, the experience, common sense and intuition for which these 
authors are noted have to be supplemented by systematic research. Kranz (1974) and 
Thresh (1974) have discussed temporal aspects and their utilization. Gradients have 
been compared by Gregory (1968) and Thresh (1976). 

Very little systematic and experimental comparison has as yet been published. Some 
experiments along the lines proposed have been conducted (Kranz, 1968a, b, c; 1975a, 
b; 1976; 1977; Bashi & Rotem, 1974; Reuveni & Rotem, 1973). Some of the results 
obtained corroborated a wide application of postulates by Vanderplank (1963), or 
corroborated the concept underlying negative prognoses (Schrödter & Ullrich, 1965). 
They also showed that transformation equations for disease progress were not universal 
(Hau & Kranz, 1977). 

The effect of available susceptible leaf mass (Kranz, 1975a), the mechanisms deter
mining decline of disease progress curves (Kranz, 1975b) and the effect some diseases 
have on the loss of leaves (Kranz, 1976) have been studied concurrently in four to five 
pathosystems of foliar diseases. Studies of this kind reveal some of the features that 
operate in epidemics and indicate their variability. In the same comparative field trial 
with five pathosystems, the maximum severity of disease was compared per leaf. On the 
vast majority of leaves, maximum severity was below 13.8 percent of area fraction of 
leaves infected at most a sixth of the leaves affected by powdery mildews and a rust 
disease had a maximum severity ranging from 13.8 percent to 100 percent. This has 
obvious implications for disease assessment (Kranz, 1977). 

More examples of comparative epidemiology applied to plant pathology and crop pro
tection will be presented by my fellow contributors to this volume. We hope that still more, 
better and more relevant work on comparative epidemiology will be published in future. 
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