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1. Introduction

Canonical correspondence analysis (CCA) was introduced in ecology by ter Braak (1986) as a new multivariate method to relate species communities to known variation in the environment. The CARME 2011 conference celebrated not only 50 years of correspondence analysis (CA) but also the 25th anniversary of CCA. In this period, four CCA papers (ter Braak 1986, 1987, 1988c, ter Braak and Verdonschot 1995) have been cited more than 3000 times in Web of Science, ~10% of which in 2010, and 6% (=180) outside ecology. Jean-Dominique Lebreton and Daniel Chessel (JDL-DC) independently invented CCA (Chessel et al. 1987, Lebreton et al. 1988a, Lebreton et al. 1988b).

CCA extends correspondence analysis (CA) with predictor variables. If CA is applied to the $n \times m$ matrix $Y (y_{ik} \geq 0)$, CCA treats this matrix as a matrix of multivariate responses and requires a second $n \times p$ matrix $Z$ with predictor variables (columns of $Z$). CCA integrates CA and regression analysis. As in regression analysis, response and predictors must be measured at the same set of $n$ sites, and predictors can be both quantitative, binary and nominal, whereby nominal ones are converted into sets of indicator (1/0) variables. In ecology, $Y$ typically contains the species data with $y_{ik}$ the presence-absence (1/0) or abundance (or another related nonnegative index such as biomass) of species $k$ in site $i$ and $Z$ contains environmental variables with $z_{ij}$ the measurement of environmental variable $j$ in site $i$. Whereas the common procedure for ‘indirect gradient analysis’(Prodon and Lebreton 1981, ter Braak and Prentice 1988)
Figure 1: Ordination diagram of CCA (factorial plane) for 12 species of hunting spiders (triangles: species scores $u$) in pitfalls (circles: site scores $x^*$) with respect to five environmental variables (arrows: environmental biplot scores $c$). The pair $u$ and $x^*$ form a joint plot of $Y$ as in CA (ruled by the centre of gravity principle) and a biplot of the contingency ratios $R^{-1}KY^{-1}$. The pair $u$ and $c$ form a weighted least-squares biplot of $M = K^{-1}Y^tZ$, the 12×5 matrix of weighted averages of species with respect to the environmental variables. When the $Z$-row points $x$ are plotted (instead of $x^*$), with $x$ in standard row coordinates (and $u$ in principal coordinates), and $Z$ column-normalized, the pair $x$ and $c$ and form a biplot of $Z$, as $c$ is then the intra-set correlation and the projection of $Z$ on the factorial plane.

CCA consists of 1) applying CA or detrended CA (Hill and Gauch 1980) to the species data and 2) interpreting the factorial axes in terms of (external) variables, particularly environmental variables, CCA integrated these two steps into one, whereby treating the external variables as predictors. Prodon and Lebreton (1994) show that CCA is more efficient than the two-step approach. A major product of CCA is an ordination diagram (factorial plane) that displays the pattern of community variation that can be explained best by the known environment (Figure 1).

The shortest summary is perhaps that CCA is (multiple) CA with external linear restrictions on the row points (Gifi 1990). As such, CCA is the counterpart of redundancy analysis, which is principal components analysis with external linear restrictions on the row points (Sabatier et al. 1989, Takane and Hunter 2001). The eigen equation of CCA is

$$ (Z'YK^{-1}Y'Z - \lambda Z'RZ)b = 0 $$

(1)
with \( K \) and \( R \) diagonal matrices, containing the column and row totals of \( Y \), \( \lambda \) and \( b \) the eigen value and eigen vector (of length \( p \)), giving the CCA site scores \( x = Zb \) (a linear combination of the predictor variables) and the CCA species scores \( u \), which are at the centre of gravity of the site scores where they occur. Equation (1) looks like the eigen equation of canonical correlation analysis except for \( K \) and \( R \) not being \( Y'Y \) and \( I_n \), respectively. What is the virtue of this equation and how was it discovered?

This chapter presents the history of CA and CCA in ecology, the definition of CCA in terms of statistical triplets and associated biplots, the relation of CCA to canonical variate analysis (multi-group linear discriminant analysis) and concludes with extensions and ramifications.

2. History of correspondence analysis (CA) in ecology

The first application of CA to ecological data was presumably by Roux and Roux (1967) and the second by Hatheway (1971), but CA became popular by its introduction by Hill (1973) under the name of reciprocal averaging. Hill (1973) acknowledges John Gower for pointing out that the method was indeed a ‘Analyse Factorielle des Correspondances’ and refers to Benzécri (1969) and Escofier-Cordier (1969), with more references to older work in Hill (1974). Tenenhaus and Young (1985) point to Richardson and Kuder (1933) as the inventors of the reciprocal averaging approach (in psychology). Hill (1973) is arguably more general as the denominators in his averages are unequal in both rows and columns, instead of being equal in one mode.

The popularity of CA in ecology is, in my view, due to the unimodal response that CA can discover in data. The possibility of analysing unimodal relationships with CA was first noticed by Mosteller (1948 in Torgerson 1958 : p. 338). Unimodal response is common in ecology and derives from two well-known laws. The first law, Liebig’s law, states that each species requires a minimum amount of resource (e.g. nitrogen). Fertilizer usage in agriculture builds on this law. The second law, Shelford’s (1919) law of tolerance (Allaby 1998) states that, in addition, each species tolerates no more than a certain maximum. These two laws yield the niche of a species, that is the region in resource space where the species can actually grow and reproduce. Niches vary among species because the required minima and tolerated maxima differ among species. Species also tend to prosper best around the centre of the ecological niche,
Figure 2: The niche model: unimodal response curves of species of hunting spiders with respect to a latent environmental variable (x).

yielding unimodal (single peaked) response (Figure 2). Unimodal response is also an important feature in psychology with the ideal point model (Coombs and Avrunin 1977) and unfolding method (Coombs and Kao 1960, Heiser 1981, 1987). An example in personal preference is ‘I like coffee, but only at the right temperature, not too cold and not too hot’ and persons differ in their ideal temperature.

Ecologists (Gause 1930, Ellenberg 1948, Whittaker 1956, Zelinka and Marvan 1961, Ellenberg et al. 1991) developed the method of weighted averaging in this niche context. The preference or indicator value of a species \( u_k \) with respect to a physical gradient, e.g. acidity (pH) can be estimated by the average of the pH values of the sites where the species occurs. If abundance is taken into account, a weighted average is taken with weight proportional to abundance. In formula,

\[
u_k = \frac{\sum_{i=1}^{n} y_{ik} x_i}{\sum_{i=1}^{n} y_{ik}}
\]

with \( x_i \) the measured pH at the site \( i \). Conversely, when indicator values are known, but the acidity of a site is not, an estimate of the acidity at the site can be estimated on the basis of the species that are recorded there. The estimate is simply the average of the indicator values of the species that are recorded there. If abundance is taken into account, a weighted average is taken with weight proportional to abundance. In formula,

\[
\lambda x_i = \frac{\sum_{k=1}^{m} y_{ik} u_k}{\sum_{k=1}^{m} y_{ik}}
\]

with \( u_k \) the indicator value of species \( k \) and, in weighted averaging, \( \lambda = 1 \). For presence-absence data the weighted average formulas hold true with \( y_{ik} = 0 \) or 1. Note
that absences ($y_{ik} = 0$) do not count in weighted averaging. This is a distinctive and useful feature of the method, as a species may not occur at a site just because of another unfavourable factor.

Hill (1973) extended the method of weighted averaging to CA by proposing to iterate between the weighted averaging equations (2) and (3) until convergence (for a fixed range of $x$, for example). By this process, the meaning of the manifest variable, in our example pH, is lost and the variable obtained after convergence is a latent one, the best hypothetical environmental variable. It is well known to be the first non-trivial axis of CA. The well-known transition formulae of CA are essentially equations (2) and (3) with the first nontrivial eigenvalue $\lambda$ (0<\lambda\leq1). Weighted averaging is, of course, nothing more than the centre of gravity principle (le principe barycentrique in French) and CA takes it both ways, although not exactly if $\lambda<1$.

In ecological context (and many more, see chapter de Leeuw) the second axis has often an almost quadratic relation to the first. This is known as the arch effect (Gauch 1982) or Guttman effect (it is not a horseshoe as the ends do not bend in). An easy, nonmathematical explanation of this effect is presented in Jongman et al. (1987, 1995). Hill and Gauch (1980) proposed to remove this relationship by detrending within the iteration algorithm and their efficient computer program DECORANA (Hill 1979a) implementing this has allowed major usage of both CA and detrended CA in ecology. The arch affect, which is mathematical artefact of CA, is in my view the reason that Guttman never wanted to go beyond the first CA axis (see chapters Lebart/de Leeuw). Detrending is somewhat controversial (Wartenberg et al. 1987), but is not the only way to avoid the arch effect. External linear constraints as in CCA are another (Palmer 1993).

But, what does CA optimize to make it suited for ecological applications and the unimodal response model in particular? CA has many nice optimality properties when applied to contingency tables (Greenacre 1984), but is the species data matrix $Y$ a contingency table? Often it is a incidence matrix with just zeros and ones, or if $Y$ contains counts, these counts arise from sampling a number of individuals from each of a fixed number of sites. $Y$ is thus not a contingency table, unless ‘sites’ are treated as (random) nominal variable. Which might be the ecological interpretation of the fact that CA finds the row and column quantification that maximizes the correlation
between rows and columns (Hill 1974, Tenenhaus and Young 1985)? What else could motivate CA for use in ecology, rather than being just principal component analysis with some fancy pre- and post-transformations? First, CA is useful for seriation of incidence matrices (Torgerson 1958): “if the rows and columns of an incidence matrix of an incidence matrix $Y$ can be permuted so that all the 1’s in every row and column come together (a Petrie matrix), then there is (apart from degeneracies) a unique correct ordering of rows and columns which is generated by the first non-trivial axis of CA of $Y$” (free after Hill, 1974). Heiser (1981) extended this result to so-called complete matrices with consecutive 1’s in the rows (or columns) only. Second, CA is able to find disjoint blocks in two-way tables (Hill 1974) and this feature is used the cluster analysis program TWINSPAN (Hill 1979b, Jongman et al. 1995). The features of CA that make it less suited for ecological applications (Jongman et al. 1995) are its sensitivity to rare species and outlier sites (a feature related to block structure detection) and the arch effect (see above). The ecological meaning of the analysis of variance approach to CA with its correlation ratio $\eta^2$ (Guttman 1941, Nishisato 1980, Tenenhaus and Young 1985) escaped me until ter Braak (1987). For the relation of CA to the Gaussian response model see the next section.

3. History of canonical correspondence analysis (CCA)
In this section I present my route to CCA followed by notes on what I know of Jean-Dominique Lebreton and Daniel Chessel’s route. My personal prehistory is as follows. In 1978 I worked for the Research Institute of Nature Management (RIN, nowadays part of Alterra, Wageningen University and Research Centre), while being employed by TNO (www.tno.nl) in a statistics group in Wageningen, the Netherlands, where regression analysis and ANOVA were the workhorses of statistics. My RIN colleague Hans van Biezen had the two Benzécri volumes (Benzécri 1973) on his shelves, a gift by the French Embassy in the Netherlands, and I studied them in some detail. I dived into statistical ecology at the 1978 Satellite Program in Statistical Ecology (Patil 1995). Kooijman (1977) and Kooijman and Hengeveld (Kooijman and Hengeveld 1979) introduced me to the Gaussian model for ordination and pointed out the numerical problems with the maximum likelihood approach when applied in several dimensions (see also Goodall and Johnson (1982)). In 1979-80 I was on leave and did an MSc in statistics (by research) with Peter Diggle in Newcastle upon Tyne (UK) where I learned about maximum likelihood equations in the exponential family.
from Professor R.L. Placket. I also met Colin Prentice with whom I discussed ordination methods current at the time (Prentice 1977, 1980a, b) and Mark Hill who kindly pointed out that he particularly disliked my draft Principal Component analysis biplot and diversity paper (ter Braak 1983) as 1) ecology is not linear and 2) differences in niches locations create diversity as in DECORANA (Hill 1979a). In 1981 I attended the second Gifi course (Gifi 1981, 1990). Back at the RIN, I was asked statistical advice on the usage of species indicator values in nature management and acidification research (van Dam et al. 1981, ter Braak and Gremmen 1987, ter Braak and van Dam 1989). This led me to the study of the properties of the method of weighted averaging (outlined above). I put weighted averaging in the context of response curve modelling and asked myself the question for which shape of species response curves and under which conditions, weighted averaging would be close to maximum likelihood (ter Braak and Barendregt 1986, ter Braak and Looman 1986). These papers show the link of weighted averaging with the ecological niche model and the Gaussian response model in particularly. The paper on CA of incidence and abundance models in terms of a unimodal response model (Gaussian ordination) followed naturally (ter Braak 1985), despite being published earlier.

Independently Ihm and van Groenewoud (1984) compared correspondence analysis and a variant of Gaussian ordination (model B) that is attractive when sites vary in ‘size’ so that only relative abundance is meaningful. They show that their Model B is identical to Goodman’s RC model (Goodman 1979) and, while citing Escoufier (1982), that a first order Taylor expansion yields the reconstitution formulae of CA. This result, earlier discovered by Goodman (1981), applies to small $\lambda$ (close to 0; data close to row-column independence) whereas the result of ter Braak (1985) holds true for large $\lambda$ (close to 1).

With this background, how was CCA derived? In October 1984 Colin Prentice and I made an outline in Uppsala (Sweden) for “A theory of gradient analysis”, which was eventually published as ter Braak and Prentice (1988). We searched for something like canonical correlation analysis for niche models. The night before leaving Uppsala I got the idea to linearly constrain the scores in Gaussian ordination and approximate the maximum likelihood equations, just as I did for CA (ter Braak 1985). This derivation given in the appendix of ter Braak (1986) yielded the precise row and
<table>
<thead>
<tr>
<th></th>
<th>Formula in words (with ecological term)</th>
<th>formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Y-column points ‘Species scores’: weighted averages of Z-row points</td>
<td>$u = K^{-1}Y^t x$</td>
</tr>
<tr>
<td>2</td>
<td>Y-row points ‘Site scores’: weighted averages of the Y-column points</td>
<td>$x^* = R^{-1}Yu$</td>
</tr>
<tr>
<td>3</td>
<td>Z-weights Coefficients of regression of $x^*$ on Z with row weights R (canonical weights)</td>
<td>$b = (Z' RZ)^{-1} Z' Rx^*$</td>
</tr>
<tr>
<td>4</td>
<td>Z-row points ‘Constrained site scores’: row points obtained as a linear combination of Z</td>
<td>$\lambda x = Zb$</td>
</tr>
</tbody>
</table>

*Table 1:* Transition formulae of canonical correspondence analysis (CCA) of a response matrix $Y$ with respect to a predictor matrix $Z$. The matrices $R$ and $K$ are diagonal and contain the row and column totals of $Y$, respectively.

Columns weights that are particular for CCA (and CA), the transition formulae (Table 1) and from these, the eigen equation (1). This explains the adjective ‘canonical’ in the name of the method. A better, later motivation of the term is that CCA transforms a quadratic into its canonical form (ter Braak 1988c). The close relationship to canonical variate analysis provides additional motivation.

In an attempt to find a derivation without explicit use of the Gaussian model, I derived CCA as a linear combination of predictors $Z$ that best separate species niches (ter Braak 1987). The maximized criterion is the dispersion of the species scores (weighted averaged site scores) with respect to standardized site scores, which is precisely the correlation ratio $\eta^2$ in the analysis of variance approach to CA (Nishisato 1980, Tenenhaus and Young 1985). The difference is, that is the criterion is now maximized subject to linearly constrained sites scores ($x = Zb$), which is achieved by optimizing $b$.

I presented partial CCA (a CCA with the effects of nuisance variables partialled out) in 1987 at the first IFCS (International Federation of Classification Societies).
conference in Aachen (Germany), where Yves Escoufier strongly express how much he disliked the name ‘partial CCA’ and the regression structure in the context of correlated predictors, but also kindly invited me to Montpellier (France) to get to know statistical triplets, duality diagrams and his French colleagues who independently invented CCA. Early work related to partial CCA (ter Braak 1988c) is Yoccoz and Chessel (1988), Cazes et al. (1988), Sabatier et al. (1989) and Lebreton et al. (1991).

Jean-Domique Lebreton (JDL) worked at the Université Lyon I (Laboratoire de Biométrie), where he met Daniel Chessel and Nigel Yoccoz, and then moved to C.E.P.E./C.N.R.S at Montpellier where he developed further work with Yves Escoufier and Robert Sabatier. JDL was not only interested in multivariate data analysis but also in survival analysis of animals by capture-mark-recapture sampling and had been exposed to generalized linear models from the onset of these models in the 70s. Capture and survival probabilities are very difficult to estimate by this sampling method with, as a result, extremely wide confidence intervals. In that context he invented the trick to borrow strength across years and sampling occasions by constraining the probabilities of the model by logistic models with environmental covariates (Clobert and Lebreton 1985, Lebreton et al. 1992). This gave JDL the idea of applying the same trick in CA (December 1984). Daniel Chessel contributed the general perspective brought by the duality diagram approach to multivariate analysis which was commonly used in France at that time (Caillez and Pagès 1976). He then developed CCA under the point of view of linearly constrained CA with Daniel Chessel, Nigel Yoccoz and Robert Sabatier (Chessel et al. 1987, Lebreton et al. 1988a, Lebreton et al. 1988b, Sabatier et al. 1989). In the process they discovered a 1985 TNO-report, a preprint to ter Braak (1986). The connection between the unimodal model and CA was well known to JDL and Daniel Chessel (Chessel et al. 1982). Chessel was well aware of orthogonal and oblique projectors (Afriat, 1975) and Rao’s (1964) “principal components of instrumental variables”, later reinvented as redundancy analysis (van den Wollenberg, 1977). Neither paper was known to me when I invented CCA. For biplots in redundancy analysis see ter Braak and Looman (1994).
CCA was first implemented on a computer as an extension of DECORANA (Hill 1979a) that was already quite popular in ecology because of the large data sets it could handle. DECORANA used sparse matrix algebra and an efficient eigenvector routine (ter Braak and de Jong 1998). CANOCO version 1.0 (1985) did CA, detrended CA, CCA and detrended CCA. From version 2.1 it included (partial) principal component analysis and redundancy analysis as well (ter Braak 1988a, b) and did permutation testing of the null hypothesis that the responses (species) were independent of the predictors (environmental variables), given particular covariables (nuisance predictors, which are not under test) if present. Onno van Tongeren contributed with the user interface, a dedicated data editor (Cedit) and a program that produced line printer plots. From version 3.1 (ter Braak 1990), Canoco included a plotting program (Canodraw) created by Petr Šmilauer, for plotting ordination diagrams (biplot, CA plots and many more). Canoco for Windows (from version 4) started in 1998 (ter Braak and Šmilauer 1998, 2012). Colin Prentice, John Birks and Paul van den Brink were the ambassadors of Canoco by presenting its methods for ecological audiences. CCA has also been included in the R packages vegan (Oksanen et al. 2011), ade4 (Dray and Dufour 2007) and anacor (de Leeuw and Mair 2009). CCA in vegan allows a formula interface. The statement cca(Y~ A*B + Condition(C)) specifies a partial CCA with covariables C and with predictors A*B, that is the main effects of factors (or variables) A and B and their interaction A.B.

4. Triplets and biplots in CCA

This section points to the connections between statistical triplets (Cailliez and Pagès 1976, Tenenhaus and Young 1985, Escoufier 1987), reduced rank least-squares approximation (Greenacre 1984) and the biplot (Gabriel 1971) and uses these to provide triplets and biplots for CCA. Triplets belong to the French multivariate data analysis tradition, and reduced rank approximations and biplots to the English-speaking one.

A statistical triplet \((\mathbf{D}, \mathbf{K}, \mathbf{R})\) of an \(n \times m\) matrix \(\mathbf{D}\) (for ‘data’) and positive semi-definite metrics (weight matrices) \(\mathbf{K} (m \times m)\) and \(\mathbf{R} (n \times n)\) corresponds to a rank \(r\)

---

1 This section draws from a seminar in 1988 in Montpellier where I presented CCA to statisticians trained in the French data analysis tradition. With thanks to Yves Escoufier, Jean-Dominique Lebreton and Maurice Roux for discussions and making this a very pleasant visit.
approximation of $D \approx GH^t$ with $G \ n \times r$ and $H \ m \times r \ (r < \min(m,n))$ by minimizing the Frobenious norm (Greenacre 1984)

$$\left\| R^{1/2}(D - GH^t)K^{1/2}\right\|^2 = tr[(D - GH^t)^tR(D - GH^t)K]$$

(4)

with $\|A\|^2 = \sum_{i,j}a_{ij}^2$. The solution matrices can be obtained from the generalized singular value problem (Greenacre 1984). This result is related to the famous Eckhart-Young theorem (see chapter Gower). The biplot graphic display is nothing more than a vector representation of the rows of both $G$ and $H$ with the mutual inner products providing the rank $r$ least squares approximation to $D$ (Gabriel 1971). The key statistical triplets of CCA are given in Table 2. A duality diagram (Escoufier 1987) of CCA with the corresponding transition formulae is given in Figure 3. See Chessel et al. (1987) for related duality diagrams.

<table>
<thead>
<tr>
<th>‘data table’</th>
<th>triplet</th>
<th>biplot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitted contingency ratios</td>
<td>$(\Pi_ZR^{-1}YK^{-1}, K, R)$</td>
<td>$x_i$ $u_k$</td>
</tr>
<tr>
<td>Table of weighted averages of species ($Y$-columns) with respect to $Z$</td>
<td>$(K^{-1}Y^tZ, (Z^tRZ)^{-1}, K)$</td>
<td>$c_j$ $u_k$</td>
</tr>
<tr>
<td>Regression coefficients of contingency ratios with respect to $Z$</td>
<td>$(Z^tRZ)^{-1}Z^tR(R^{-1}YK^{-1}).$</td>
<td>$b_j$ $u_k$</td>
</tr>
</tbody>
</table>

Table 2: Key statistical triplets and corresponding biplots of CCA. The matrices $R$ and $K$ are defined in Table 1 and $\Pi_Z = Z(Z^tRZ)^{-1}Z^tR$, the $R$-weighted projection operator on $Z$. 

12
Figure 3: A duality diagram of CCA of response matrix $Y$ and predictor matrix $Z$ with the corresponding transition formulae of Table 1. The matrices $R$ and $K$ are defined in Table 1. Note that $x$ is the projection of $x^*$ on $Z$, in short, $x = \Pi_Z x^*$.

5. Relation of CCA with canonical variate analysis (CVA)

Chessel et al. (1987) and Lebreton et al. (1988a) were the first to recognize the formal equivalence between CCA and linear discriminant analysis (CVA) with $m$ groups (species) on reformatted (inflated) data. With the knowledge that CCA is a form of CVA, CCA has an early precursor in the ecological literature in the form of Green’s (1971, 1974) multi-group linear discriminant analysis, as noted by ter Braak and Verdonschot (1995). Interest in Green’s method was lost, ironically in the same period as the popularity of CA surged. The main difference between two methods is that the unit of statistical analysis in CVA is the individual (a row in the inflated data matrices), whereas it is the site (row of $Y$) in CCA. Statistical tests designed for CVA as used by Green (1971, 1974) are thus invalid in the context of CCA (ter Braak and Verdonschot 1995). Valid tests can be based on Monte Carlo permutation of sites (instead of individuals), as implemented in CANOCO. This part of the history is similar to that of CA, as CA is also a particular form of CVA and canonical correlation analysis on data inflated to indicator matrices.
The analysis of variance approach to CA is essentially one of discriminant analysis/CVA. CVA extracts orthogonal components of the form $x = Zb$ such that the between (B) to within (W) groups sum of squares is maximized. As the total sum of squares is the sum of the two ($T = B + W$), maximizing $B/W$ is identical to maximizing $B/T$, which is the correlation ratio (Nishisato 1980), and identical to minimizing $W/T$. The $W/T$ criterion puts CCA (and CA) in the context of unfolding models (Heiser 1981, 1987). With a rescaling so that $T = 1$, $W$ can be rewritten as

$$W = \sum_{i,k} y_{ik} (x_i - u_k)^2$$  \hspace{1cm} (5)$$

because for any fixed choice of $x$, equation (5) is minimized for $u = K^{-1}Y^T x$, so that is the right hand side of equation (5) becomes the usual within group sum of squares.

In CA, $W$ is minimized subject to the constraints $1^T x = 0$ and $x^T x = 1$. CCA imposes the additional constraint $x = Zb$. Note that the data enter as weights. A second component can be extracted by requiring it to be orthogonal to the first ($x^T x_1 = 0$). Heiser (1987) noted that the orthogonality constraint is “not free from arbitrariness under the present rationale of the method” (CA). Hence, the arch effect artefact and the occasional need for detrending in CA. In CVA, and thus CCA, the orthogonality is not so arbitrary, for example, if we take as starting point the least-squares approximation of the group means $M$ (second triplet in Table 2, detailed below). Zhu et al. (2005) showed the equivalence between CCA and CVA via a weighted sample model.

The usual CCA ordination diagram (Figure 1) is similar to that of CVA. The scores for the variables in $Z$ are usually not based on the eigenvector $b$ (a vector with regression coefficients) as these are very unstable if predictors show high mutual correlation. Instead, scores for predictor variables are based on the weighted least-squares approximation of the matrix of weighted averages (conditional means) of the $m$ species with respect to the $p$ predictor variables, represented by the $m \times p$ matrix $M = K^{-1}Y^T Z$ with elements ($K$ defined as a diagonal matrix containing column sums)

$$m_{kj} = \sum_{i=1}^{n} y_{ik} z_{ij} / \sum_{i=1}^{n} y_{ik}.$$  \hspace{1cm} (6)$$

The matrix $M$ corresponds to the group means when CCA is viewed as a CVA on inflated data. The corresponding triplet for CCA in Table 2 is $(M, (Z^T R Z)^{-1}, K)$, whereas that of CVA would use $(M, S^{-1}, K)$ with $S$ the pooled within-group
covariance matrix. This difference corresponds to the fact that CCA maximizes B/T, whereas CVA maximizes B/W. If the eigenvalue of CCA is $\lambda$, the corresponding eigenvalue of CVA is therefore $\lambda/(1-\lambda)$, a relation surprisingly absent in Chessel et al. (1987). This difference does not influence the biplot of $\mathbf{M}$ in either method, as the biplot does not change when we rescale the pair $(\mathbf{u}_k, c_j)$ in Table 2 to $(s\mathbf{u}_k, c_j/s)$ for any scalar $s$. However, it does influence the interpretation of, for example, the distances between the species (Y-column points)(see chapter Gower). In a default CCA diagram in the column-preserving metric, the inter-species distances approximate chi-square distances (from below (Meulman 1986)), whereas in CVA, the inter-group distances then approximate Mahalanobis distances. The CCA diagram can be transformed into the CVA form by using the so-called Hill’s scaling which equalizes the within-species variance $W$ across different components. In this scaling the species scores are scaled to $\mathbf{u}'\mathbf{Ku} = \lambda/(1-\lambda)$ with $\lambda$ the eigenvalue of the corresponding component (Hill 1979a, ter Braak and Verdonschot 1995). The Mahalanobis distance is then a natural measure of distance between niches of species (Green 1971, 1974).

6. Later landmarks

With many predictors CCA does no longer constrain the CA and is then identical to CA. To avoid this, Dolédec and Chessel (1994) developed co-inertia analysis, which ignores the correlations among predictors. As an alternative, ter Braak and Verdonschot (1995) developed a PLS variant of CCA. The regression setting of CCA allows easy variance (inertia) partitioning (Borcard et al. 1992, Okland and Eilertsen 1994). Doubly linearly constrained CA or double CCA for short was developed by Böckenholt and Böckenholt (1990) whereas the co-inertia version is by Dolédec et al. (1996). These variants are endpoints (usage or no usage of the within set covariance matrix) in the framework of Tenenhaus and Tenenhous (2011). Lavorel et al. (1999) noted that double CCA is essentially a weighted canonical correlation analysis. Later assessments of CCA are by Palmer (1993), Johnson and Altman (1999), Graffelman (2000, 2001), Graffelman and Tuft (2004) and Zhang and Thas (2012). A modern view on CCA is Zhu, Hastie and Walther (2005). A related method is co-correspondence analysis, a method designed to relate two species communities (ter Braak and Schaffers 2004, Schaffers et al. 2008). This method can also be used to related two sets of (many) nominal variables from small samples. It avoids the
multicollinearity problems in such data and is as such an alternative to CANALS (van
der Burg and de Leeuw 1983, 1990). It appears that all these CA-related methods can
be obtained from standard (un-weighted) linear methods by inflating the data matrices
to (super)indicator matrices as in the dual scaling approach (Nishisato 1980, Gifi
1990). After inflation, the unit of statistical analysis is the individual instead of being
the site. Alternatively, they can be obtained from un-weighted linear methods by pre-
and post-transformation (ter Braak and Verdonschot 1995) as in the principal
components approach to CA (Tenenhaus and Young 1985, Chessel et al. 1987).

In this chapter I emphasized the unimodal properties of CA and CCA, but the linear
ones are explicit in the first triplet of Table 2 that forms the basis of the reconstitution
formulae of CA (Greenacre 1984, Van der Heijden et al. 1994). So, CA and CCA are
chameleons: sometimes they show up as linear methods as in the reconstitution
formulae and associated biplot of the contingency ratios, and sometimes as unimodal
methods as in their relationship to CVA and unfolding (equation (5)). How is that
possible; how can this be explained? In the RC model this duality is fully
mathematically understood (Ihm and van Groenewoud 1984, ter Braak 1988c, de
Rooij 2007), but its understanding in (C)CA is still limited. When there is a strong
arch effect (not very likely in CCA with few predictors), the rank 1 reconstitution
appears bad. Perhaps power transformation (Greenacre 2009) can shed light (and
remove the arch)? The relation between CA, CCA and the (constrained) RC-model,
ideal point discriminant analysis and the Anderson’s stereotype model (Anderson
1984) has been further developed in de Rooij and Heiser (2005) and van der Heijden
et al. (1994).
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Appendix A
Canonical correspondence analysis via singular value decomposition
The two-sided eigen-equation (1) of canonical correspondence analysis can equally well be obtained via a singular value decomposition (SVD). On using the notation of the main text, define

\[ Y^* \equiv (Z^T R Z)^{-1/2} Z^T Y K^{-1/2} \]  

(A.1)

and obtain the SVD of \( Y^* \),

\[ Y^* = P \Sigma Q^T \]  

(A.2)

with \( P \) and \( Q \) orthonormal matrices and \( \Sigma \) a diagonal matrix with singular values that are the square-root of the CCA eigenvalues (\( \Sigma = \Lambda^{1/2} \)). The canonical weights (\( b \)) and the taxon scores (\( u \)) for the various dimensions are then in the columns of the matrices

\[ B = (Z^T R Z)^{-1/2} P \Sigma^\alpha \]  

(A.3)

and

\[ U = K^{-1/2} Q \Sigma^{1-\alpha} \]  

(A.4)

respectively, where \( \alpha \) is a biplot scaling constant (0 ≤ \( \alpha \) ≤ 1); see Table 1. The third triplet in Table 2 and associated biplot follows directly from these equations. If \( Z \) contains a column with ones for the intercept, as usual in multiple regression, the first singular value is 1, and the first column of \( B \) is \( b_1 = (1,0,0,\ldots, 0)^T \) and that of \( U \) is \( (1,1,1,\ldots,1)^T \), similar to the trivial first solution in CA. It can be avoided by first \( R \)-centring the columns of \( Z \) such that \( Z^T R 1_n = 0 \), as can be seen as follows.

As \( P \) and \( Q \) are orthonormal, \( B^T (Z^T R Z) B = (ZB)^T R (ZB) = \Sigma^{2\alpha} \) and \( U^T K U = \Sigma^{2(1-\alpha)} \) showing that the site scores \( X = ZB \) and species scores are \( R \)- and \( K \)-orthogonal, respectively. With the first site score vector \( x_1 = Zb_1 = 1_n \), we thus have \( x_1^T R 1_n = b_1^T Z^T R 1_n = 0 \), for any higher numbered canonical weight vector \( b \) and its associated site score vector \( x \). Similarly, for any higher numbered taxon score vector \( u \), \( u^T K 1_m = 0 \). These null equations hold trivially true, when we apply \( R \)-centring to \( Z \) and thus entail no additional constraint to the eigenvalue problem. If \( Z = 1_n \), the SVD (A.1) of CCA reduces to that of CA and the centring the identity matrix amounts to the usual centring of the matrix \( Y \) in CA. The trivial solution and the way to avoid it comes as no surprise when you understand CA.

Equations (A.1)-(A.4) reduce to those of principal components analysis with respect to instrumental variables (Rao, 1964), alias redundancy analysis, by redefining \( R = 1_n \) and \( K = 1_m \) with corresponding unweighted column centring of \( Z \). By contrast, in CCA \( R \) and \( K \) contain the row and column totals of \( Y \) without which there is no weighted averaging (equations (2) and (3)) and no link to the unimodal model (Figure 2). This shows that CCA is more than just a minor generalization of redundancy analysis. Section 5 serves to show that CCA is much closer related to multi-group linear discriminant analysis.