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ABSTRACT

The role of shear in the development and maintenance of a convective boundary layer is studied by means of observations and large eddy simulations (LESs). Particular emphasis is given to the growth of the boundary layer and to the way in which this growth is affected by surface fluxes of heat and moisture and entrainment fluxes. This paper analyzes the processes that drive the latter mechanism, which accounts for approximately 30% of the growth of the mixing layer. Typically, it is found that under pure convective conditions, without shear, the entrainment buoyancy flux at the inversion is about 20% of the surface buoyancy flux. This value is widely used for entrainment rate closures in general circulation models.

The data collected during the Atmospheric Radiation Measurement campaign allow one to introduce realistic vertical profiles and surface fluxes into the LES runs and to compare the simulation results with the observed evolution of the boundary layer height during a convective situation with high entrainment rates and high geostrophic winds. The analysis of the turbulent kinetic energy (TKE) budget shows that the inclusion of geostrophic winds, which produce shear at the surface and in the entrainment zone, modifies the vertical profile of the various terms in the TKE budget. As a consequence, the entrainment flux is enhanced, resulting in increased growth of the boundary layer. The numerical experiments and the observations enable one to validate the efficiency of earlier representations, based on the TKE equation, which describe the evolution of the ratio between entrainment and surface buoyancy fluxes. The proposed parameterization for the entrainment and surface buoyancy flux ratio ($b$), which includes the main buoyancy and shear contributions, is in good agreement with the LES results. Some aspects of the parameterization of $b$, for instance, the absence of entrainment flux and its behavior during the transition between convective to neutral conditions, are discussed.

1. Introduction

The development and maintenance of a well-mixed boundary layer have a direct influence on many atmospheric phenomena, such as cloud formation or pollutant distribution. The growth of this convective boundary layer (CBL) is driven by both surface fluxes of heat and moisture and by the entrainment of dry and more buoyant air from the free atmosphere. Wind shear at the surface and at the inversion layer can modify the physics of these processes. The ratio between these two forces (buoyancy and shear) can substantially affect the depth of the mixed layer, the CBL characteristics, and the turbulence statistics (Arya and Wyngaard 1975; Schmidt and Schumann 1989; Sorbjan 2001; Fedorovich et al. 2001a,b). When both shear and buoyancy are important, the structure of the CBL flow is found to differ from the structure of either a purely mechanical boundary layer or a convective boundary layer (Sykes and Henn 1989; Moeng and Sullivan 1994; Khanna and Brasseur 1998). Moreover, observations have shown that in a CBL where both forces are present, the convection pattern is in the form of horizontal rolls (LeMone 1973; Christian and Wakimoto 1989).

From 1970 onward many researchers (Tennekes 1973; Stull 1976a; Zeman and Tennekes 1977; Tennekes and Driedonks 1981; Driedonks and Tennekes 1984; Fedorovich 1995) have concentrated on studying the evolution of the ratio of buoyancy fluxes at the inversion...
level and at the surface, $\beta = -\overline{w_\theta_e} / \sqrt{\overline{w_\theta_e^2}}$. The main goal of these studies was to develop a suitable parameterization for the entrainment flux. From the turbulent kinetic energy (TKE) budget, it is possible to obtain an expression that depends only on variables that can be obtained from observations and can be compared with these observations (Artaz and André 1980; Dubosclard 1980; Driedonks 1982b; Culf 1992; Betts and Ball 1994). By comparing different models for the ratio of buoyancy fluxes at ground level and at the inversion level, or for the boundary layer depth with observations, the authors of some of these studies pointed to the need for taking shear into account in the parameterization of the entrainment coefficient.

On the basis of observations and large eddy simulations (LESs), we discuss the role played by shear at the surface and at the inversion level and its influence on the entrainment flux. The study stems from a specific situation that occurred on 20 June 1997 at the Southern Great Plains (SGP) Atmospheric Radiation Measurements (ARM) site (Barr and Sisterson 2000), where a convective boundary layer with high entrainment rates (related to the time derivative of the mixed-layer depth) and increasingly strong horizontal winds was observed. Three simulations were performed by means of LES, and the results were compared with the evolution of the observed CBL. All the simulations are based on the same realistic initial vertical profiles, except for the mean winds and surface heat fluxes obtained from the ARM sites. Briefly, an experimental case with pure buoyancy-driven CBL and two intermediate CBLs driven by both shear and buoyancy forces were set up. In these intermediate CBLs, initial wind shear is prescribed from the observed values in the one case, and in the other case it is restricted to the surface level. The vertical profiles of potential temperature, specific humidity, and mean winds are compared with the observed profiles. The evolution of the mixed-layer depth is also studied.

From the three simulations, we have analyzed the different contributions of the TKE budget at the entrainment zone. Historically, two key parameters have been used for studying the entrainment processes: the entrainment rate (Culf 1992) or the ratio between entrainment buoyancy flux and surface buoyancy flux $\beta$ (Dubosclard 1980). However, both variables are related (Garratt 1992). Here, we study the buoyancy flux ratio by means of LES and evaluate and extend a parameterization of flux ratio previously proposed by Driedonks (1982b). The $\beta$ parameterization includes the main physical processes that drive the buoyancy flux at the entrainment zone. Because of its simplicity, it can easily be implemented in general circulation models (GCMs). The expression is related to the entrainment law $E \propto \text{Ri}^{-1}$, where $E$ is the entrainment rate defined as $E = w_\theta \frac{\partial h}{\partial t}$, $w_\theta = (gh \overline{w_\theta} / h)^{1/3}$ and $\text{Ri} = h \overline{\theta_e} w_\theta^2$ is a Richardson number (Betts 1973; Carson 1973; Tennekes 1973). In these expressions, $h$ is the mixed-layer depth defined as the height of the minimum buoyancy flux, $\overline{\theta_e}$ is the mean virtual potential temperature in the mixed layer, and $g$ is the acceleration due to gravity. In this research, the parameterization for the buoyancy flux ratio is successfully tested by comparing them with the simulation results.

2. Observational variables and numerical setup

2a. Observations

At the SGP site of the ARM program, located in Oklahoma and Kansas, various types of atmospheric measurements are continuously monitored by in situ observations and remote sensing (see Table 1 and Fig. 1 for the locations of the facilities referred to in this paper). The vertical profiles of potential temperature, specific humidity, and horizontal winds were measured by means of five different radiosondes, which were launched every 3 h from each of the sites listed in Table 1. At site C1 (Central Facility), wind profiler measurements were taken to determine the depth of the atmospheric boundary layer (ABL) and the vertical wind

---

**Table 1. Locations of the radiosondes and surface sites used in this study.**

<table>
<thead>
<tr>
<th>Site</th>
<th>Lat (°)</th>
<th>Lon (°)</th>
<th>Elev (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>36.605</td>
<td>-97.485</td>
<td>315</td>
</tr>
<tr>
<td>B1</td>
<td>38.305</td>
<td>-97.301</td>
<td>447</td>
</tr>
<tr>
<td>B4</td>
<td>36.071</td>
<td>-99.218</td>
<td>622</td>
</tr>
<tr>
<td>B5</td>
<td>35.688</td>
<td>-95.856</td>
<td>217</td>
</tr>
<tr>
<td>B6</td>
<td>34.969</td>
<td>-97.415</td>
<td>345</td>
</tr>
<tr>
<td>E1</td>
<td>36.605</td>
<td>-97.485</td>
<td>318</td>
</tr>
<tr>
<td>E4</td>
<td>37.953</td>
<td>-98.329</td>
<td>513</td>
</tr>
<tr>
<td>E9</td>
<td>37.133</td>
<td>-97.266</td>
<td>386</td>
</tr>
<tr>
<td>E12</td>
<td>36.841</td>
<td>-96.427</td>
<td>331</td>
</tr>
<tr>
<td>E15</td>
<td>36.431</td>
<td>-98.284</td>
<td>418</td>
</tr>
</tbody>
</table>

*Fig. 1. GOES-8 visible image at 2025 UTC 20 Jun 1997 at the SGP site. The coordinates in the bottom left and top right corners of the image are approximately (32°N, 104°W) and (42°N, 94°W). The approximate location of the various radiosonde facilities used in the study is also shown.*
profile. In addition, other relevant variables for the evolution of the ABL, such as the surface sensible and latent fluxes, were estimated from observations (see Table 1) using the energy balance Bowen ratio method.

A CBL with high entrainment rates was observed on 20 June 1997. During the day, clear skies were reported at all the sites except B5 (see Fig. 1). The synoptic situation was characterized by a low-level pressure system located west of the studied area, which caused south-southwesterly winds and a decrease in the ground temperature toward the east. Figure 2 shows the surface pressure and temperature calculated from the fifth generation Pennsylvania State University–National Center for Atmospheric Research Mesoscale Model (PSU–NCAR MM5; Dudhia 1993) at 1800 UTC (LST = UTC − 6). The radiosonde locations of the various facilities used in this study have been added to this figure.

b. Numerical setup

To simulate the evolution of the ABL in the course of 20 June 1997, and to study the importance of the entrainment fluxes in this evolution, we performed three different runs of the LES model described in Cuijpers and Duynkerke (1993) and recently modified by Cuijpers and Holtslag (1998). In the three simulations, all the initial and boundary conditions are identical except for the initial wind profile. The first case is defined as a boundary layer driven only by pure surface buoyancy, without geostrophic winds, namely, B (buoyancy). The second and third cases, where geostrophic winds are introduced, represent flows driven by both shear and buoyancy. In the former case [buoyancy-geostrophic (BG)], the initial geostrophic wind is constant with height and the shear occurs only at the surface. In the latter case, the initial wind profile corresponds approximately to the winds observed during the day. In this simulation the initial geostrophic shear also occurs near the inversion [buoyancy-geostrophic-sheared (BGS)].

As mentioned above, the same surface fluxes are considered in the three simulations. The maximum values of the surface sensible and latent heat fluxes for the simulations are obtained by adjusting a sinusoidal function to the average flux of the measurements of each facility presented in Table 1. In this way, we find the maximum values of the sensible and latent heat flux to be \( \text{SH} = 120 \text{ W m}^{-2} \) and \( \text{LE} = 440 \text{ W m}^{-2} \). Figure 3 shows the diurnal variation on 20 June 1997 of surface heat fluxes measured by each facility and the surface sensible and latent heat fluxes used in the simulations (Figs. 3c and 3d). During the day, typical diurnal evolution of the various terms of the energy budget for a vegetated land surface at midlatitudes was observed at all surface sites. In this situation, \(- F_{\text{net}}\) is positive because more radiation enters the ABL downward than leaves it upward; SH and LE are positive because heat and moisture are transported upward; and finally, G is negative because heat is conducted downward into the ground.

A 6.4 km × 6.4 km × 3 km domain with grid spacing \( \Delta x = \Delta y = 100 \text{ m} \) and \( \Delta z = 50 \text{ m} \) is defined. The total simulation time was 11 h starting from 1300 UTC, that is, the entire daily evolution, and the model output was recorded every 5 min. The radiosonde at 1430 UTC is used as the initial vertical profile of potential temperature (\( \bar{\theta} \)) and specific humidity (\( \bar{q} \)). The initial mean potential temperature (specific humidity) profile for all the simulations is 306 K (15.6 g kg\(^{-1}\)) below 625 m; it increases by 6 K (decreases by 9.8 g kg\(^{-1}\)) up to 825 m, and increases until it reaches 317.8 K at 3 km (above this point, specific humidity has a constant value of 5.8 g kg\(^{-1}\)).

During the day in question, the CBL development was influenced by shear at the surface and in the entrainment zone. Two different initial vertical profiles for the horizontal winds are prescribed (BG and BGS simulations). The values obtained from the radiosondes and the wind profiler indicate that there were high winds the whole day. From the observational data, the geostrophic wind speed above 1000 m was \( U_g = V_g = 10 \text{ m s}^{-1} \). Below this level, and in spite of the scatter of the data, \( U_g = 10 \text{ m s}^{-1} \) and \( V_g = 17 \text{ m s}^{-1} \) are reasonable values. These wind profiles are used as the initial wind vertical profiles in the BGS simulation. In order to clarify the role played by surface shear in the evolution and maintenance of the ABL, an additional simulation (the BG simulation) was performed with \( U_s = V_s = 10 \text{ m s}^{-1} \) in the entire simulated domain. All these initial vertical profiles are shown in section 3.
3. Results

a. Potential temperature and specific humidity

Figure 4 compares the vertical profiles of the potential temperature and specific humidity observed by the radiosondes (symbols) and obtained with the B, BG, and BGS simulations (different type of lines) for three different moments in the day (from top to bottom, 1730, 2030, and 2330 UTC, corresponding to 1130, 1430, and 1730 LST, respectively). In order to compare with the measured vertical profiles at 1730, 2030, and 2330 UTC, we have selected the profiles calculated by averaging the simulation results between 4–5, 7–8, and 10–11 h, respectively since our simulation started at 1300 UTC. The initial vertical profiles for and are also plotted in all the figures (dotted lines). In these figures, we decided to use the height above sea level to show that similar temperature and moisture jumps are observed at similar height above all the sites. Notice that, in general, all the simulations correspond reasonably well to the evolution and the vertical distribution of the CBL on a clear day. Our primary goal is not to compare each observed profile with the LES results, but to show that the LES could simulate the main characteristics of the observed convective boundary layer when the shear contribution could play a key role. The calculated profiles follow rather well the vertical profile evolution of the temperature and moisture observations. In spite of the scatter of the observations, the BGS case fits slightly better to the observations, in particular with the radiosonde observations taken at the main site C1 (crosses) at 2030 and 2330 UTC. In general, the B simulation tends to calculate a lower inversion height. In both simulations BG and BGS, due to the larger entrainment fluxes, we obtained deeper boundary layers.

b. Mean winds

Due to the scatter of the wind profiler data and the radiosonde observations for the and components of the wind, only the observations around the central part of the day (between 1900 and 2100 UTC) are considered. Figure 5 shows the mean winds obtained by the various observational methods and the results of the simulation BGS around 2030 UTC. As can be observed, there is a good agreement between the radiosonde at 2030 UTC and the LES output averaged between 7 and 8 h of simulation. Both profiles fit approximately in the middle of the data provided by the wind profiler located at C1. This time, the values obtained for the velocity scales of BGS simulation are \( u^*_w = \left[ (\overline{\omega}^2)^{1/4} + (\overline{\omega}^2)^{1/4} \right]^{1/2} \) equal to 0.69 m s\(^{-1}\) and \( w^*_w \) equal to 1.7 m s\(^{-1}\). The ratio between these velocity scales is the relevant parameter in sheared convection. Some controversy exists regarding the critical value for the formation of the roll vortices. LeMone (1973) have observed horizontal roll vortices in moderately convective boundary layers (\( u^*_w / w^*_w \geq 0.34 \)). While Sykes and Henn (1989) with their LES suggested the ratio \( u^*_w / w^*_w > 0.35 \), whereas Moeng and Sullivan (1994) only found these characteristic phenomena for values \( u^*_w / w^*_w \) larger than 0.65. Khanna and Brasseur (1998) by means of LES obtained clear roll vortex structures for values \( u^*_w / w^*_w \) equal to 0.37 and 0.5. In our case, for the BGS simulation, rolls are
formed at 1730 and 2030 UTC for the following values of $u^*/w^*_b = 0.40, 0.45$. These values are in close agreement with the observed values at the only site where have surface and upper-air observations (C1): $u^*/w^*_b = 0.32$ at 1730 UTC and 0.41 at 2030 UTC. Figure 6 depicts a horizontal cross section of the instantaneous specific humidity field after 4 h of simulation (1700 UTC) at $z/h = 0.5$, where $h$ is the height of the minimum buoyancy flux, for the B and the BGS simulations. At this time $u^*/w^*_b = 0.4$ for the BGS case. The BGS simulation reveals a two-dimensional roll pattern (Fig. 6b). We have some experimental evidence of the existence of these structures by looking at the satellite picture, which shows (right-hand side of Fig. 1) the presence of cumulus cloud streets aligned with the mean flow direction (Moeng and Sullivan 1994; Khanna and Brasseur 1998). This structure does not appear in the pure buoyancy flow of simulation B. In that case, the flow is characterized solely by convective cells, as seen in Fig. 6a.

c. Turbulence kinetic energy budget

Clearly, then, shear introduces large modifications into the mean properties of the boundary layer. It is therefore necessary to analyze how the shear modifies a fundamental variable for the boundary layer evolution: the turbulent kinetic energy. Under horizontally homogeneous conditions and without subsidence, the turbulence kinetic energy budget can be expressed as
Fig. 5. Vertical profiles of mean winds. The radiosonde profiles obtained at C1 at 2030 UTC [U (solid line), V (dashed line)] are shown with thin lines. The thick lines represent velocities integrated between 7 and 8 h [U (solid line), V (dashed line)], and the initial profile of the BGS simulation [U (dotted line), V (dashed-dotted line)]. Crosses and diamonds are, respectively, U and V velocity measured between 1900 and 2100 UTC by the wind profiler located at C1.

\[
\frac{\partial \bar{\sigma}}{\partial t} = \left[ \frac{\partial U}{\partial z} \frac{\partial \bar{v}}{\partial z} + \frac{\partial V}{\partial z} \frac{\partial \bar{u}}{\partial z} \right] + \frac{g}{\theta_0} w \theta_v - \frac{\partial \bar{\epsilon}}{\partial z} - \frac{1}{\rho_0} \frac{\partial \bar{\rho} \bar{g}}{\partial z} - \bar{\epsilon},
\]

where \((u, v, w)\) are the fluctuating velocity components; \(U, V\) are the horizontal components of the mean wind; \(\bar{p}\) is the pressure; \(\bar{\rho}_0\) is a reference density; \(\theta_v\) is a reference virtual potential temperature; \(\bar{\sigma} = 0.5(u^2 + v^2 + w^2)\) is the time average of the turbulent kinetic energy (Stull 1988); and

\[
\bar{\epsilon} = - \nu \left[ \frac{\partial^2 u}{\partial z^2} + v \frac{\partial^2 v}{\partial z^2} \right]
\]

is the molecular dissipation of TKE. The term on the left-hand side represents the tendency of TKE (TE), and the terms on the right-hand side are the shear production (S), the buoyancy production (B), the turbulent transport (T), the pressure transport (P), and the molecular dissipation term (D). The first two terms on the right-hand side are sources, the next two only redistribute the TKE vertically and the last one is a sink. Usually, terms \(T\) and \(P\) are considered together as the convergence of the turbulence kinetic energy flux (Driedonks 1982b).

The total TKE budget for the B, BG, and BGS simulations after 8 h of simulation (2100 UTC) is shown in Fig. 7. In the TKE budget of the B simulation (Fig. 7a), the primary source term is buoyancy. In this case, as the shear term is zero, under quasi-steady-state conditions there is a balance between the sum of the dissipation and buoyancy terms and the pressure and transport contributions. With regard to the BG TKE budget (Fig. 7b), the inclusion of shear at the surface affects the other terms of the budget. The buoyancy term decreases with respect to simulation B near the surface and at the inversion level, but it does not change in the middle of the CBL. In order to balance the shear production term, the dissipation term increases its value, and is nearly uniform with height except very close to the surface, and the pressure term becomes a consumption term at the inversion. Note that, in this case, although initially wind shear is only prescribed at the surface, a shear contribution develops at the inversion level. However, wind shear remains very small in the middle of the CBL. This is because surface fluxes generate large thermals that can effectively mix the mean winds in the middle of the CBL (see Fig. 5) reducing \(\partial U/\partial z\), and hence reducing the shear production (Moeng and Sullivan 1994). According to simulation BGS (Fig. 7c), the shear at the inversion level decreases the buoyancy term (increases its absolute value) at this level with respect to the BG simulation and, as a result, increases the contribution of the dissipation term in order to balance the shear term. Pressure and transport terms change by compensating each other. With regard to the entrainment flux, one should notice the importance of the shear term as a production term at the inversion. This term is larger in the BGS case than in the BG simulation. Consequently, we can expect an enhancement of this flux. It is therefore advisable to include the contribution of shear in a parameterization of the entrainment flux (see section 4).

d. Buoyancy flux

To demonstrate the differences between the entrainment fluxes in the various simulations, we show in Fig. 8 the buoyancy flux (total and subgrid contributions) averaged between 7 and 8 h and normalized by the surface buoyancy flux for the three cases performed. As expected in a clear-day situation, in all the simulations the buoyancy flux decreases nearly linearly with height; it has a large positive value near the surface and becomes negative near the top of the mixed layer (Stull 1988). The negative value of the buoyancy flux near the mixed-layer top is associated with the entrainment of warmer and drier air from the free atmosphere into the mixed layer. As shown, higher values at greater heights are found for the entrainment fluxes with the BG simulation than with the B simulation. It is therefore clear that surface shear enhances the entrainment flux. This flux will increase with the extra shear contribution at the inversion (Garratt 1992). This is shown in Fig. 8 by observing the buoyancy flux in the BGS simulation. Notice also that shear increases the contribution of the small scales of the turbulent kinetic energy and, in consequence, the subgrid fluxes become larger at the entrainment zone. As reported in previous studies (Tennekes 1973; Fairall 1984), Fig. 8 also shows that wind shear in the boundary layer enhances the growth of the mixing layer. This conclusion is connected with the be-
Fig. 6. Contours of the specific humidity in the $x$-$y$ plane at $z/h = 0.5$ after 4 h of simulation (1700 UTC) for the (a) B and the (b) BGS simulations. The whole domain covers about $6.5h \times 6.5h$. In (b), the arrow marks the wind direction at this time.

behavior of the TKE budget presented in Fig. 7. Therefore, from our simulations we can conclude that shear at the inversion level enhances the turbulence at this level (see Fig. 7c).

e. Mixed-layer depth

Figure 9 shows the evolution of the mixed-layer depth (MLD) on 20 June 1997 as inferred from the radiosonde observations (symbols). Although some authors (e.g., Stull 1988) have expressed reservations about deriving the depth of the mixed layer from the ascent of a single radiosonde, the scatter of the direct measurements of the MLD by the wind profiler forces us to use the radiosonde data. Driedonks (1982b) calculated that the error made by obtaining the MLD from an individual radiosonde was as much as $\pm 100$ m. It is important to notice that Fig. 9 shows only the evolution of the mixed-layer depth up to 2100 UTC. This was the time at which the turbulence generated by convection began to decay due to the decrease in the sensible heat flux (see Fig. 3). As was observed, all the facilities shown in Fig. 1 give at the different times approximately the same values for MLD, except at C1 at 1730 UTC. Also shown (lines) are the time evolution of the height of minimum buoyancy flux $h$ and the height $h_s$ at which the concentration of a bottom-up passive scalar reaches a threshold value (Garratt 1992; Driedonks and Tennekes 1984; Bretherton et al. 1999) obtained by the three simulations performed. Specifically, in our case the initial concentration of the inert scalar is set to 0 kg kg$^{-1}$, a constant surface flux of 0.1 kg kg$^{-1}$ m s$^{-1}$ is prescribed and $h$,
is considered as the height at which the scalar concentration is 0.5 kg kg\(^{-1}\). The figure shows consistency between the two methods, and in the three simulations performed \(h_s > h\). As the vertical profiles of Fig. 4 also show, BGS simulation produces, close to the maximum values for sensible and latent heat flux, that is, between 1800 and 2000 UTC, the largest values of \(h\) and \(h_s\). These values also agree better with the observed MLD. On the other hand, the pure buoyancy CBL of simulation B clearly underestimates the observed MLD evolution. When the shear occurs only at the surface level, the BG simulation reproduces an intermediate situation.

4. Parameterization of the entrainment flux

General circulation models (GCMs) are unable to calculate the entrainment flux and boundary layer depth explicitly. They parameterize it as a function of known quantities, such as the surface buoyancy flux or the friction velocity. These parameterizations usually do not include some of the physical aspects that can influence entrainment flux, such as, wind shear at the inversion zone. The parameterization for the entrainment flux con-
sidered in this section is based on a discontinuity at the interface, which is defined as a jump of the virtual potential temperature. In this kind of simple approach, referred to as zero-order jump model (Lilly 1968), the MLD is defined as the height of the minimum buoyancy flux. A more realistic approximation is based on the notion that the thickness of the inversion layer is finite and a linear variation of the potential temperature and buoyancy flux throughout the inversion layer exists (first-order jump model). In this model, the boundary layer depth is the height at which the buoyancy flux becomes zero (van Zanten et al. 1999). In their study, van Zanten et al. (1999) showed that for a cloud-free convective boundary layer the use of a first-order jump model concept to interpret the LES results gives a more complete physical interpretation of the entrainment flux. However, our parameterization is particularly designed to be used in coarse grid length models, such as a GCM. These models do not have enough vertical grid spacing or parameters to calculate the entrainment flux using a first-order jump model; for instance, they cannot calculate the evolution of the thickness of the interface.

a. Derivation

In this section, the value of \( \beta = \frac{-w\theta_v}{\sqrt{w\theta_v}} \), obtained from our LES runs is compared with previous parameterizations based on slab (zero-order jump) models. In spite of its simplicity, the proposed \( \beta \) formulation contains the most relevant processes that account for the entrainment in clear boundary layers. Notice that we take the role played by humidity into account by considering the buoyancy flux because it can lead to significant variations in the mixed-layer depth (Driedonks 1982b). We also assume that, although the surface heat fluxes evolve with time, this has little impact on the performance of the parameterization (Zilitinkevich 1991). We will verify this assumption a posteriori by comparing the results of the parameterization and the LES results.

To determine the role played by the various mechanisms that drive the entrainment flux, it is convenient to parameterize the terms of the TKE equation by means of scaling arguments (Tennekes and Driedonks 1981). Two main approaches can be followed with regard to the analysis and scaling of the various terms of the TKE budget. Equation (1) can be integrated over the mixed layer and then one can derive an expression for the entrainment flux based on scaling arguments. Alternatively, one can apply Eq. (1) directly at the entrainment interface. Similar expressions are found by using both approaches since similar scaling arguments are used to derive this expression (Driedonks 1982b). The parameterization presented here is based on the second approach.

We apply Eq. (1) at the inversion level \( z = h \). We assume that at this level mechanical energy produced at the interface is locally dissipated; that is, \( D = S \). Figure 7a shows that this is a good approximation. Therefore, the only terms that remain at the TKE budget are, buoyancy, pressure, and transport, and in a steady-state situation the TKE budget reads \( 0 = B + P + T \).

In consequence, one can close the entrainment flux as (Tennekes 1973, 1975)

\[
-\frac{g}{\theta_v} \frac{w\theta_v}{\sqrt{w\theta_v}} = C_F \frac{\sigma_u^3}{h},
\]

where the term on the right-hand side represents the contribution of the pressure and turbulent transport, \( h \) is the height of the minimum buoyancy flux, \( C_F \) is a constant, and \( \sigma_u \) is a turbulent velocity scale related to \( w_\sigma \) and \( u_\sigma \).

Following Driedonks (1982b), \( \sigma_u \) is defined as

\[
\sigma_u^3 = w_\sigma^3 + A \frac{u_\sigma^3}{C_F}.
\]

In previous experimental and theoretical work, different constants have been proposed for \( C_F \) and \( A \). For a pure convective boundary layer, \( u_\sigma = 0 \). Stull (1976a) summarized the available experimental data in pure convective conditions where \( C_F \) ranged from 0.1 to 0.5. As in previous studies (Tennekes 1973; Tennekes and Driedonks 1981; Driedonks 1982a,b), a value \( C_F = 0.2 \) is assumed here; this indicates that in pure convective conditions the entrainment flux is \(-20\%\) of the surface buoyancy flux. This value has been widely observed (Stull 1988) and is frequently used in a GCM.

The value of \( A \) has been estimated for shear flows. In their laboratory experiments, Kato and Phillips (1969) found \( A = 2.5 \), but later Kantha et al. (1977) gave the value \( A = 5 \). Based on previous atmospheric boundary layer studies (Driedonks 1982b) and in our LES, we use a lower value of \( A = 1.6 \).

Substituting (4) into (3) and taking into account the definition of \( w_\sigma \), one can write the \( \beta \) ratio as

\[
\beta = -\frac{w\theta_v}{\sqrt{w\theta_v}} = C_F + A \frac{u_\sigma^3}{w_\sigma^3},
\]

which shows explicitly that the inclusion of surface wind shear increases the entrainment ratio. This effect can make the \( \beta \) parameter in a high wind situation twice as high as in a low wind situation (Betts and Ball 1994).

The parameterization (5) describes the entrainment ratio well, but it cannot deal with certain limiting cases. For instance, it is obvious that \( \beta \) must be reduced to zero when \( d\theta/dz = 0 \) and \( \Delta \theta_v = 0 \), which is inconsistent with expression (5) where \( \beta \) is independent of \( \Delta \theta_v \) and \( d\theta/dz \). Zilitinkevich (1975, 1991) pointed this out, and attributed the inconsistency to the omission of the temporal term (TE) in the parameterization of expression (1). He suggested that, when \( d\theta/dz \) and \( \Delta \theta_v \) are small, the amount of TKE needed to spin up the entrained, nonturbulent fluid to the level of turbulence in the mixed layer [storage term TE in expression (1)] cannot be neglected with respect to the energy consumed to destroy buoyancy at the entrainment zone [term B in expression
We have calculated this term $TE$ in the budget equation of the TKE for the BGS simulation. Although the term is one order of magnitude smaller than the other terms, it is three orders of magnitude larger in the entrainment zone than in the bulk of the CBL. Therefore, it might contribute to modify the buoyancy flux at the interface. Furthermore, as it is discussed later, it can help to limit the calculation of unphysical values by the parameterization. This additional term could be closed by the following scaling expression:

$$\left(\frac{\partial \sigma^2}{\partial t}\right)_h = C_f \sigma^2 \frac{dh}{dt}.$$  

(6)

By using a zero-order jump model, and neglecting the subsidence velocity at $z = h$, the boundary layer growth ($dh/dt$) can be related to the strength of the capping inversion $\Delta \theta_v$ and to the buoyancy flux at $z = h$, as Lilly (1968) proposed,

$$\frac{dh}{dt} = -\frac{\frac{\delta \theta}{\delta \sigma}}{\Delta \theta_v}.$$  

(7)

Substituting (7) into (6) and using (4), the TKE budget for this case $TE = B + P + T$ reads

$$\beta = -\frac{\frac{\delta \theta}{\delta \sigma}}{\frac{\delta \theta}{\delta \sigma}} = \left[C_f + A \left(\frac{u_y}{w_y}\right)\right] \left[1 + C_f / Ri\right]^{-1}$$  

(8)

with a Richardson number (Ri, $i$) defined as

$$Ri = \frac{g \Delta \theta}{\theta_v \sigma^2}.$$  

(9)

which differs from Eq. (5) by the factor $\left(1 + C_f / Ri\right)^{-1}$. According to (8), the expression (5) is valid asymptotically at sufficiently large values of $\Delta \theta_v$ and $h$. Moreover, (8) holds for the limiting case mentioned above. If $\Delta \theta_v \rightarrow 0$, the additional factor $\left(1 + C_f / Ri\right)^{-1}$ tends to zero, and consequently, $\beta \rightarrow 0$. If one uses a value $C_f = 1.5$ (Driedonks 1982b), the inclusion of the storage term of the TKE equation modifies Eq. (5) by 5%. We now turn our attention to the role of shear at the top of CBL. Stull (1976b, 1988) discussed the role of mechanical turbulence generated by wind shear at the surface and at the inversion level. He concluded that for winds roughly above 5 m s$^{-1}$, buoyancy is not the only factor that contributes to the development of the CBL. As is clear from Fig. 5, the observations show a large wind shear at the inversion, which is well reproduced by the BGS simulation. Furthermore, in this case, when large shear exists at the inversion, the mechanical turbulence produced is not totally locally dissipated, and the condition $D = S$ is not satisfied (see Fig. 7c).

It is therefore advisable to parameterize the contribution made to the TKE budget by the turbulence produced by local wind shear at the top of the mixed layer. In order to take this contribution into account, it is necessary to introduce into the parameterization (8) the shear production term ($S$) of the TKE budget equation (1). By using scaling arguments, one can include explicitly the shear at the inversion level as a function of the velocity jump. The modified expression of the TKE budget, $TE = B + P + T + S$, reads (Tennekes and Driedonks 1981; Driedonks 1982b)

$$\frac{gh}{\theta_v} \left(\frac{\delta \theta}{\delta \sigma}\right)_h = C_f \sigma^2 \frac{dh}{dt} + C_f (\Delta V)_i \frac{dh}{dt}.$$  

(10)

where $\Delta V_i$ is the modulus of the velocity jump $\Delta U$ and $\Delta V$ at the inversion base, and $C_f$ is a constant. As Driedonks (1982b) suggested, in this case

$$\sigma^2 = w^2 + \eta u^2,$$  

(11)

with $\eta = 2$, where $\eta' = A/C_f$. In our simulations, at 1730 and 2030 UTC, we have obtained $\sigma_v$ values equal to 1.74 and 1.87 m s$^{-1}$, in close agreement with the observed values 1.82 and 1.97 m s$^{-1}$ respectively.

Using (7) to close the boundary layer growth ($dh/dt)$, Eq. (10) can be written as

$$\beta = \frac{\frac{\delta \theta}{\delta \sigma}}{\frac{\delta \theta}{\delta \sigma}} = C_f \left[1 + \eta \left(\frac{u_y}{w_y}\right)^3\right] \frac{1}{1 + C_f / Ri}.$$  

(12)

with a Richardson number (Ri, $i$) defined as

$$Ri = \frac{g \Delta \theta}{\theta_v (\Delta V)_i}.$$  

(13)

b. Limiting values and selection of constants

It is important to analyze briefly the possible extreme values (range of applicability) and to comment on the selection of the most optimal constants for Eq. (12).

From observations, Price et al. (1978) estimated $C_f = 0.7$. To estimate the two bulk Richardson numbers $Ri$ (9) and $Ri_{GS}$ (13), the temperature jump is calculated as $\Delta \theta_v = \theta_{10} - \theta_{10}$, where $\theta_{10}$ is the value of the virtual potential temperature at level $i$, and $n_i$ is a time-dependent level just above the inversion. The same procedure is used to calculate the velocity jumps. Due to the well-mixed layer reproduced by the simulations, there is no difference in the calculation of the jumps if other levels different than 10, within the mixed layer, are considered. Above the boundary layer the situation is more sensitive to the growth of the inversion. For the calculation of $n_i$, levels close to the top limit of the entrainment zone have to be used for obtaining a realistic value of the jump. For this reason, a temporal evolution of this level is taken into account in the calculation of $Ri$ and $Ri_{GS}$.

Although Driedonks (1982b) suggested using $C_f = 0.6$ in the TKE budget parameterization if shear at the inversion is considered, $C_f = 0.2$ is retained in order...
to maintain consistency with the situation in a convective boundary layer driven only by buoyancy. So doing, the original Tennekes–Zilitinkevich model [Eq. (8)] is retrieved when $\Delta V_e = 0$, that is, absence of shear at the interface. Moreover, it is clear that Eq. (12) is equivalent to Eq. (5) in the limit of sufficiently large values of $\Delta \theta_e$ or $h$; that is, $1 \gg C_r/Ri - C_M/Ri_{BG}$.

LES results for the central part of the day (from 1600 UTC to 2000 UTC) produce $Ri_{BG} \in [6, 1.5]$. If $C_T = 0$, the factor $1/(1 - C_M/Ri_{BG})$ can modify the entrainment coefficient by a factor ranging from 1.13 to 1.87. The only physical mechanism that can balance this tendency to very large or negative values is the temporal term [see expressions (1) and (12)]. Supposing $C_T = 1.5$, as Driedonks (1982b) suggested, too-high values of $\beta$ are obtained with expression (12) for the BGS case. In order to prevent these high values of $\beta$ and following André et al. (1978), $C_T = 4$ is proposed and used in expression (12).

Due to the different sign of the term with $Ri$ and the term with $Ri_{BG}$ in the denominator of expression (12), it is important to study the possible asymptotic behavior. The denominator vanishes for the case

$$C_M(\Delta V_e)^2 - C_T \sigma_e^2 = \frac{gh\Delta \theta_e}{\theta_e}.$$  

(14)

Typical values during convective diurnal situation of $gh\Delta \theta_e/\theta_e$ ranged from 100 to 150 m$^2$s$^{-2}$. With the prescribed values of $C_M$ and $C_T$, this situation is only obtained with very high values of the velocity jumps at the interface ($\Delta V_e > 12$ m s$^{-1}$) and very weak convective situations. In our studied boundary layer, the term on the left-hand side of expression (14) approximately ranges from 80 to 100 m$^2$s$^{-2}$, and the term on the right-hand side is always smaller than the left-hand side term, reaching a maximum value of 60 m$^2$s$^{-2}$ at the end of the simulation, when the turbulence generated by convection is much lower than the mechanical turbulence.

c. Evaluation

The final parameterization of $\beta$ [expression (12)] is compared with the values obtained directly with the B, BG, and BGS simulations. The output of the B, BG, or BGS simulations is used as input to calculate $u_{ax}$, $w_a$, $Ri_r$, and $Ri_{BG}$ in the parameterization (12). Table 2 shows the different TKE terms and its respective constants used in the parameterization (12) to compare with the LES results B, BG, and BGS.

![Fig. 10. Time evolution of the $\beta$ parameter averaged every 30 min for the various LES runs (thick lines, LES) and represented by expression (12) (thin lines, PAR): B (solid line), BG (dotted line), and BGS (dashed line). The values of $C_T$, $\eta$, $C_M$, and $C_C$ in expression (12) for each of the comparisons are listed in Table 2.](image-url)
not balance \( C_u/Ri_{105} \) at the end of the day, and the factor \( 1/(1 + C_f/Ri - C_u/Ri_{105}) \) increases in value. Therefore, the large values of the BGS parameterization shown in Fig. 10 can be explained in terms of the nonphysical values given by the LES in the regime of decaying turbulence. It should be noted that the parameterization (12) is designed mainly to represent the growth and maintenance of the CBL.

The evolution of the convective boundary layer can also be studied by calculating the entrainment rate, \( E \propto dh/dt \) (Zilitinkevich 1991). In our case, we have defined

\[
E = \frac{\sigma^2 u}{w^2} \frac{dh}{dt}, \tag{15}
\]

in order to introduce the two convective velocities used in our study. Using Eqs. (7) and (10) and the definition of \( \beta \) (12), the entrainment rate can be written in a simple way as

\[
E = \frac{\beta}{Ri}. \tag{16}
\]

Taking into account the definition of \( \sigma_u \) (11), this expression follows the power law \( E \propto \sigma^{-1} \).

Table 3 shows the mean values of the \( \beta \) parameter and entrainment rate \( E \) between 150 and 480 min of simulation (between 1530 UTC and 2100 UTC) for the various LES runs and for the parameterizations. With regard to the \( \beta \) comparison, as can be observed, the parameterization (12) reproduces quite well the mean values obtained with LES runs for the three simulations performed. As a comparison, Betts and Ball (1994) obtained from observations similar values to those in the BGS case (\( \beta = 0.44 \pm 0.21 \)). The entrainment rate calculated by the parameterization underestimates the entrainment values obtained by LES. However, although there are some reservations about the use of this type of formulation with surface heat fluxes that evolve with time (Zilitinkevich 1991), the results shown in Table 3 and Fig. 10 lead us to propose expression (12) to calculate the buoyancy entrainment flux in large atmospheric models.

5. Summary and conclusions

The influence of shear on the entrainment fluxes was studied by means of large eddy simulations and observations. The results discussed in this paper show that LES can be used to describe the growth and maintenance of the boundary layer under realistic conditions. Using the data obtained at the SGP ARM site on 20 June 1997 as initial vertical profiles for the potential temperature, specific humidity, and geostrophic winds, we simulated the evolution of the boundary layer during 11 h, and we compared the vertical profiles and mixed-layer depth with the observations; the comparison yielded good agreement. However, our main purpose was to deepen our understanding of the role of shear in the entrainment processes. Therefore, we performed two additional simulations, one without shear and one with shear only at the surface. As previous studies found, our results have shown that the presence of horizontal geostrophic winds in convective situations enhances the entrainment flux and modifies the convection pattern. The entrainment flux can increase still more if shear is present not only at the surface but also in the inversion zone. The larger entrainment fluxes generated in the BGS simulation produce a boundary layer that is warmer and drier than the one observed in the B and BG cases. As a consequence, the values for the mixed-layer depth obtained for the BGS simulation are higher than the values obtained in the B and BG simulations.

By means of the LES, it is possible to obtain the various contributions to the TKE budget. Consequently, the influence of shear at the inversion is clearly shown in the vertical distribution of the various terms of the TKE budget. The TKE budget in the BGS simulation shows that the shear term is the largest term in the entrainment zone, and it is therefore necessary to take it into account in the parameterization of the TKE budget. The profiles of the buoyancy heat flux corroborate this result, showing an enhancement of the entrainment flux and, consequently, a larger increase in the depth of the boundary layer.

These results are used to refine and verify a parameterization of the entrainment flux that can be implemented in general circulation models. By comparing previous zero-order jump parameterizations of the entrainment flux used in large-scale models with the LES results, we obtain a simple expression for the ratio of entrainment flux to the surface flux \( \beta \). The parameterization fulfills the following properties. First, in the pure buoyancy case, the standard value \( \beta = 0.2 \), which includes the buoyancy, transport, and pressure contributions, aptly describes the evolution of the entrainment ratio. Second, if the temporal term of the TKE budget is considered, in the absence of a clear potential temperature jump, or for a very small temperature lapse rate, the ratio \( \beta \) becomes zero. Third, the inclusion of the shear contribution in the TKE budget [see the pro-
posed parameterization (12) and its respective constants] allows us to introduce into the $\beta$ ratio the significant contribution made by the shear at the surface and at the inversion level. During the initial and central parts of the day, before the turbulence generated by convection started to decay, the values for the entrainment rates obtained with LES and with the proposed parameterization are in close agreement. The LES results indicate that the $\beta$ ratio increases its value compared to the pure buoyancy case due to the surface shear ($\beta = 0.25$) and combined surface and geostrophic shear ($\beta = 0.33$). Regarding the parameterizations, slightly higher values with respect to the LES results are found for the shear cases, giving an average value of $\beta = 0.28$ when the initial vertical wind profile reproduces the shear at the surface and a value of $\beta = 0.41$ when wind shear is present at the surface and at the top of the CBL.
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