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This investigation deals with the development and operation of a simple 

radiation budget model at a point on a surface in snow covered mountainous 

terrain. Net radiation is usually the most important component of the surface 

energy balance in alpine environments, both with respect to its magnitude and 

with respect to its temporal and spatial variability. A positive energy 

balance at the snow surface will cause snowmelt once the snow pack is in 

thermal equilibrium. A radiation budget model can therefore provide an 

estimate of the snow surface energy balance and the associated snowmelt. 

To allow easy incorporation into operational snowmelt runoff models, 

snowmelt factors should be simple with respect to the amount of required input 

parameters and their temporal resolution. Most deterministic snowmelt runoff 

models employ a degree-day factor for computing the amount of snowmelt from 

a watershed. It is postulated that the incorporation of a radiation balance 

algorithm will provide a more physically based snowmelt factor than the 

presently applied temperature index methods, which may reduce the parameter 

variability associated with local calibrations and adjustments based on 

observations of snow properties or hydrological judgments of the model 

operator. 

To maintain a high operational capability under a variety of atmospheric 

conditions and terrain configurations without the need for extensive 

measurements, a Radiation Budget Module (RBM) was developed based on broadband 

radiative transfer parameterizations. Topographic complexity associated with 

the effects of obstruction, reflection and emission by surfaces surrounding 

the model point is accounted for by means of isotropic conversion factors. The 

complex physical processes associated with snowmelt that take place underneath 

the snow surface are not modeled explicitly. 

The independent input variables required to drive RBM are: (1) Fixed 

geographical parameters which need to be determined only once from topographic 

maps and/or digital elevation data: Latitude, longitude, altitude, slope, 

aspect and local horizon of the surface in question; (2) Temporal variables: 

Day of the year, time of the day and amount of days since the last snow 

accumulation event occured; (3) Atmospheric/meteorological variables which 

need to be determined at least on a daily basis from ground truth or remote 



sensing measurements: Optical depth of the atmosphere, air pressure, surface 

temperature, air temperature, vapor pressure and mean fractional cloudcover 

(and/or duration of sunshine). RBM provides means of estimating the first 

three atmospheric variables on a daily basis. 

Computed twenty minute values of incoming shortwave and net radiation for 

a whole day were compared with observations taken over a uniform wheat field 

under clear skies. RBM performed satisfactorily under these ideal topographic 

and atmospheric conditions. Computed daily averages of incoming shortwave 

radiation for a complete ablation period were compared with observations taken 

over an unobstructed horizontal snow covered surface in a Swiss alpine 

watershed under highly variable atmospheric conditions. Although RBM performed 

rather accurate on a seasonally averaged basis, the model could not explain 

the large variability of the measured values: It generally underpredicted high 

values and overpredicted low values. More realistic cloud treatment procedures 

than the current daily average corrections will undoubtedly improve RBM's 

simulation capacity. Computed daily averages of point snowmelt depth for a 

complete ablation period were compared with observed lysimeter outflows. Three 

different snowmelt prediction methods were compared: (1) The original degree-

day method; (2) A combined temperature index-radiation budget approach, 

referred to as the restricted degree-day method; (3) The reduced energy budget 

method which contains the radiation balance and bulk turbulent transfer 

parameterizations. In addition to a direct comparison, the simulated snowmelt 

depths and measured lysimeter outflows were used to generate artificial 

hydrographs for a complete watershed by means of the Rango-Martinec Snowmelt 

Runoff Model (SRM). Although all three methods performed equally well on a 

seasonally averaged basis, the original degree-day method could not explain 

the variability associated with snowmelt and the consequent runoff to the same 

extent as the other two methods. The restricted degree-day method performed 

even slightly better than the reduced energy budget method. 

Although this investigation deals with the development of a point radiation 

budget model, it is envisioned that distributed models using digital elevation 

data should become operational in the near future. The hydrological character 

of the currently available operational snowmelt runoff models however, should 

become more distributed in order to take full advantage of the benefits of a 

snowmelt factor based on the radiation budget. 
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Dit onderzoek behelst de ontwikkeling en werking van een eenvoudig 

stralingsbalansmodel voor een punt op een oppervlak in met sneeuw bedekt 

bergachtig terrein. Netto straling is gewoonlijk de belangrijkste component 

van de energiebalans aan het aardoppervlak in alpiene milieus, zowel wat 

betreft grootte als wat betreft temporele en ruimtelijke resolutie. Een 

positieve energiebalans aan het sneeuwoppervlak zal sneeuwsmelt veroorzaken 

zodra het sneeuwpakket in thermisch evenwicht is. Een stralingsbalansmodel kan 

daarom een schatting geven van de energiebalans aan het sneeuwoppervlak en de 

daarmee samenhangende sneeuwsmelt. 

Om een gemakkelijke inpassing in operationele sneeuwsmelt-afvoermodellen 

mogelijk te maken, dienen sneeuwsmeltfactoren eenvoudig te zijn wat betreft 

het aantal vereiste invoerparameters en hun temporele resolutie. De meeste 

deterministische sneeuwsmelt-afvoermodellen gebruiken een graad-dag factor om 

de hoeveelheid sneeuwsmelt in een stroomgebied te berekenen. Hier wordt 

gesteld dat de toepassing van een stralingsbalansalgoritme tot een meer 

fysisch gebaseerde sneeuwsmeltfactor zal leiden dan de huidige temperatuur-

index methoden, hetgeen de parametervariabiliteit zal reduceren die samenhangt 

met locale calibrâties en aanpassingen die gebaseerd zijn op waargenomen 

sneeuweigenschappen of het hydrologisch oordeel van de gebruiker van het 

model. 

Om in hoge mate operationeel te kunnen blijven onder een verscheidenheid 

van atmosferische omstandigheden en terreinconfiguraties zonder dat 

uitgebreide metingen nodig zijn, is een stralingsbalansmodule (RBM) ontwikkeld 

die gebaseerd is op parameterisaties van de voortplanting van kort- en lang-

golvige straling in de atmosfeer en aan het aardoppervlak. De topografische 

complexiteit die samenhangt met de effecten van onderbreking, reflectie en 

emissie van straling door oppervlakken die het gemodelleerde punt omringen 

wordt in rekening gebracht door middel van conversiefactoren die gebaseerd 

zijn op een uniforme stralingsverdeling. De gecompliceerde, door sneeuwsmelt 

geïnduceerde fysische processen die in het sneeuwpakket zelf plaatsvinden 

worden niet expliciet gemodelleerd. 

De benodigde onafhankelijke invoervariabelen ten behoeve van RBM zijn: (1) 

Vaste geografische parameters die slechts eenmalig bepaald behoeven te worden 



van topografische kaarten en/of digitale terreinmodellen: De breedtegraad, 

lengtegraad, hoogte, helling, richting en locale horizon van het betreffende 

oppervlak; (2) Temporele variabelen: De dag van het jaar, de locale tijd en 

het aantal dagen sinds de laatste sneeuw is gevallen; (3) Atmosferische/ 

meteorologische variabelen die tenminste op dagbasis bepaald dienen te worden 

uit waarnemingen aan het aardoppervlak of uit teledetectiegegevens: De 

optische diepte of transmissiviteit van de atmosfeer, de luchtdruk, de 

oppervlakte- en luchttemperatuur, de dampspanning en de gemiddelde 

bewolkingsgraad (en/of zonneschijnduur). RBM biedt de mogelijkheid om de 

eerste drie atmosferische variabelen op dagbasis te schatten. 

Berekende twintig minuten waarden van inkomende kortgolvige- en netto 

straling voor een hele dag zijn vergeleken met metingen gedaan boven een 

uniform tarweveld onder een onbewolkte hemel. RBM presteerde naar behoren 

onder dergelijke ideale topografische en atmosferische omstandigheden. 

Berekende daggemiddelden van inkomende kortgolvige straling voor een heel 

sneeuwsmeltseizoen zijn vergeleken met metingen gedaan boven een horizontaal 

met sneeuw bedekt oppervlak in een Zwitsers alpien stroomgebied onder zeer 

variabele atmosferische omstandigheden. Alhoewel RBM tamelijk goed presteerde 

met betrekking tot de seizoengemiddelden, bleek het model niet in staat om de 

grote variabiliteit in gemeten waarden te verklaren: In het algemeen werden 

hoge waarden onderschat en lage waarden overschat. Meer realistische 

procedures ter correctie van bewolking dan de huidige daggemiddelde 

correctiefactoren zullen de simulatiecapaciteit van RBM ongetwijfeld 

verbeteren. Berekende daggemiddelden van sneeuwsmelt voor een compleet 

sneeuwsmeltseizoen zijn vergeleken met gemeten lysimeterafvoeren. Daarbij is 

een vergelijking gemaakt tussen drie verschillende sneeuwsmelt-

voorspellingsmetnoden: (1) De originele graad-dag methode; (2) Een 

gecombineerde temperatuur index-stralingsbalans methode, waaraan gerefereerd 

wordt als "de beperkte graad-dag methode"; (3) De gereduceerde energiebalans 

methode die de stralingsbalans en parameterisaties voor de turbulente 

uitwisseling bevat. Naast een directe vergelijking zijn de gesimuleerde 

sneeuwsmeltdiepten en gemeten lysimeterafvoeren gebruikt om kunstmatige 

hydrografen voor een heel stroomgebied af te leiden met behulp van het Rango-

Martinec sneeuwsmelt-afvoermodel (SRM). Alhoewel alle drie de methoden even 

goed presteerden met betrekking tot de seizoengemiddelden, bleek de originele 

graad-dag methode niet in staat de variabiliteit die samenhangt met 

sneeuwsmelt en de resulterende afvoer in dezelfde mate te verklaren als beide 

andere methoden. De beperkte graad-dag methode presteerde zelfs enigszins 

beter dan de gereduceerde energiebalans methode. 

Alhoewel het hier een onderzoek naar de ontwikkeling van een 

stralingsbalansmodel voor een punt betreft, zullen gedistribueerde modellen 

die gebruik maken van digitale hoogte gegevens in de nabije toekomst 

operationeel worden. Het hydrologische karakter van de huidige generatie 

operationele sneeuwsmelt-af voermodel len zal echter meer gedistribueerd dienen 

te worden om ten volle gebruik te kunnen maken van de voordelen die een op de 

stralingsbalans gebaseerde (gedistribueerde) sneeuwsmeltfactor biedt. 
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CHAPTER 1. 

INTRODUCTION 

Net radiation is normally the most important term in the surface energy 

balance at a point in snow covered mountainous terrain [Zuzel and Cox, 1975]. 

Results of previous investigations have shown that net radiation remains the 

dominant energy source under a wide range of microclimates and terrain 

configurations [Granger and Male, 1978; Olyphant, 1984; 1986b; Marks, 1988]. 

Hence, the reliability of snowmelt predictions depends largely on the accuracy 

of radiation measurements, simulations and forecasts. 

The general energy budget equation of a snow cover may be expressed in 

terms of energy flux densities as follows [e.g., U.S. Army Corps of Engineers, 

1956; Male and Gray, 1981; Brutsaert, 1982]: 

ûQ = R„ + Qh + Qe + G + A,, (1) 

where1 : 

ûQ = Change in internal energy 
R„ = Net radiation 
Qh = Sensible heat flux 
Qe = Latent heat flux 
G = Heat flux by soil conduction 
Ah = Heat flux by advection 

1 Unit of energy flux density is [Wirf2]. 

The advection term is mainly associated with rainfall, however it includes 

the total energy flux associated with water flowing in or out of the system 

to which (1) is applied. If the energy fluxes toward the snow layer are 

defined as positive and those away from it as negative, then positive values 

of ûQ result in snowmelt once the entire snow cover is isothermal at 0°C 

[Marks, 1988]. 

Since the temperature gradients in a melting snow cover and the soil 

directly beneath it are always small, the heat flux by soil conduction can be 

neglected for most purposes [Male and Gray, 1981]. The same holds for the 

energy contribution as a result of advection (due to the release of latent 

heat by freezing or cooling rain), since precipitation occuring during the 

snowmelt season tends to have a temperature close to 0°C [Marks et al., 1986]. 

These theoretical considerations are confirmed by the experimental findings 

of several investigators [Granger and Male, 1978; Marks, 1988]. 

The turbulent exchange terms, Qj, and Q,,, may be major components relative 

to the other terms in (1) just before the actual beginning of the snowmelt 

season, when the daily radiation balance changes from a net energy loss to a 

net gain [Marks, 1988]. Moreover, advection of sensible heat (not to be 

confused with Ah) may have a considerable influence on the melting process 



over remaining snow covered areas towards the end of the snowmelt season 

[Granger and Male, 1978; Olyphant and Isard, 1988]. But for most of the 

snowmelt season the net turbulent heat transfer is small, since Q,, and Q,, are 

partly counterbalancing one another due to their opposite signs [Marks, 1988]. 

During the snowmelt season, the former is namely associated with an energy 

input, whereas the latter is associated with an energy loss due to 

evaporation. Therefore net radiation is usually the dominant energy source. 

Various investigators have used an empirical temperature index approach for 

modeling snowmelt [e.g., Martinec, 1960; Pysklywec et al., 1968; Granger and 

Male, 1978; Kuusisto, 1980; Martinec et al., 1983; Martinec and Rango, 1986; 

van Katwijk and Rango, 1988; Moussavi et al., 1989]. Such an approach assumes 

the existance of a linear relationship between the ambient air temperature and 

the snowmelt resulting from a positive energy balance. Although air 

temperature may be correlated to the energy budget, it cannot account for its 

temporal or spatial variability in mountainous terrain, which is mainly 

associated with the radiation budget [Pysklywec et al., 1968; Zuzel and Cox, 

1975]. Conceptual snowmelt models based on an empirical temperature index 

therefore require local calibrations for the identification of their 

parameters. Hence, their simulation and forecast reliability will be inferior 

under extreme conditions. Moreover, the application of a temperature based 

approach is restricted to lumped or quasi-distributed hydrologie models, but 

will not comply with the input requirements of forthcoming distributed models. 

In an effort to improve snowmelt modeling by reducing parameter variability, 

some invesigators have used a combination of a temperature index and a surface 

radiation budget [Martinec and de Quervain, 1975; Ambach, 1988; Martinec, 

1989]. Generally, a more physically based snowmelt factor has distinct 

advantages over the empirical degree day factor, particularly when the 

atmospheric conditions are variable and the topography is rough [Charbonneau 

et al., 1981], 

Because a snowmelt factor based on net radiation accounts for atmospheric 

and geographic variability, its determination is more complex than merely 

determining an empirical factor. General problems related to modeling 

radiation are concerned with the partition of solar radiation into a direct 

and a diffuse component, the effect of cloud cover on incident solar and 

thermal radiation, the angular distribution of the diffuse radiation 

components and the spatial, temporal and spectral dependency of the 

reflectivity of snow [Dozier, 1980]. Moreover, modeling radiation in 

mountainous areas brings about specific topographic difficulties due to the 

effects of obstruction, reflection and emission by surrounding terrain. 

This investigation deals with developing a (spectrally and geometrically) 

simplified approach as a first step towards modeling the radiation budget in 

complex terrain, in order to limit the required number of input parameters. 

This will reduce the need for extensive measurements and facilitate the 

incorporation of basin scale energy budget estimates in operational snowmelt 

runoff models. It is envisioned that future radiation budget estimates will 



be the result of distributed modeling efforts combining digital terrain models 

and satellite remote sensing scenes in the environment of geographic 

information systems [Dozier, 1987; Leavesley, 1989]. However, recent 

investigations have shown that broadband radiation models in combination with 

simple terrain models can yield acceptable results [Olyphant, 1984; 1986a]. 

Olyphant [1986b] argues that in mountainous terrain the effects of terrain 

heterogenity must be nearly as great as the effects of spectral variation in 

determining variations in the surface radiation budget. Moreover, modeling the 

complex spatial and spectral properties of radiative transfer through an 

atmosphere containing cloud layers requires a large amount of detailed 

information and has rarely been applied in an operational environment [e.g., 

Lacis and Hansen, 1974; Kimball et al., 1982]. 

In the next chapter the general theory of radiation modeling and its 

application to uniform surfaces and complex terrain will be discussed. The 

third chapter presents an outline of the developed computer simulation model 

RBM (Radiation Budget Module) and its model assumptions and input 

requirements. Chapter four deals with the validation and verification 

(testing) of RBM, and presents its application to various sites and a 

comparison between a simplified energy budget method and two temperature index 

methods for the simulation of point snowmelt for a complete ablation period. 

In the final chapter a summary and conclusions of this investigation will be 

presented and remarks will be made with respect to future work in this field. 



CHAPTER 2. 

MODELING RADIATION 

2.1. General Theory 

The net allwave electromagnetic flux density at a point at the surface-

atmosphere interface is defined as the total incident monochromatic radiation 

(irradiance) less the total exiting monochromatic radiation (upward) 

integrated over all wavelengths [e.g., Marks et al., 1986]: 

Rn = (I[l] - E[l]) * dl (2) 

1=0 

where: 
R„ = Net allwave radiation [Wm"2] 
1 = Wavelength [jum] 
I = Monochromatic irradiance [Wm'̂ m"1 ] 
E = Exiting monochromatic radiation 

[Wm̂ /inf1] 

For the purpose of modeling the surface radiation budget, it is both 

reasonable and convenient to separate the total electromagnetic spectrum into 

two distinct spectral regions, i.e. one emitted by the sun and one emitted by 

the earth and its atmosphere. That is to say, their overlap is negligible and 

their behaviour in the atmosphere and at the earth's surface differs markedly. 

According to Wien's displacement law, the product of the absolute temperature 

of a perfect emitter (black body) and the wavelength of the most intense 

radiation, is a constant [e.g., Liou, 1980]. Hence, since the effective 

radiative temperature of the sun (between 5800 and 6000 K [Fritz, 1951]) is 

much higher than that of the earth (approximately 288 K [Ramanathan et al., 

1989]) and the earth-atmosphere system (approximately 250 K [Liou, 1980]), it 

emits at shorter wavelengths (effectively in the range from 0.3 to 4.0 /um, 

with an energy peak at 0.47 /im) than does the earth and its atmosphere 

(effectively in the range from 4.0 to 50 /im, with an energy peak at 10 /im) 

[Marks et al., 1986]. 

Not only do the origins of shortwave (solar) and longwave (terrestrial) 

radiation differ, but also their behaviour in the earth's atmosphere and at 

its surface: shortwave radiation is attenuated due to absorption and 

scattering by terrestrial materials, but it is not emitted; longwave radiation 

on the other hand is absorbed and emitted, without appreciable scattering. 



2.1.1. Radiation in the Earth's Atmosphere 

The atmosphere consists of a group of nearly permanent gases (nitrogen, 

oxygen and carbon dioxide, among others), a group of gases with variable 

concentration (mainly water vapor and ozone) and various liquid and solid 

particles (water drops, ice crystals and aerosols). They are responsible for 

the radiative processes (scattering, absorption and emission) in the 

atmosphere. 

The main absorbers of shortwave radiation are water vapor in the 

troposphere and ozone in the stratosphere, accounting for appoximately 7 and 

2 percent attenuation, respectively [Kimball, 1928; List, 1966]. The former 

absorbs primarily in the near infrared wavelength region, whereas the latter 

is the main gaseous absorber in the shorter visible and ultraviolet 

wavelengths [Lacis and Hansen, 1974]. Absorption by miscellaneous gases 

(oxygen, carbon dioxide and nitrogen compounds) is of minor importance in this 

spectral region. The most important longwave absorbing (and consequently 

emitting) constituents are water vapor in the lower atmosphere, and carbon 

dioxide and ozone in the upper atmosphere [Idso and Jackson, 1969]. 

It is common in radiation modeling to distinguish between two types of 

scattering, namely molecular or Rayleigh scattering and aerosol scattering. 

The former is caused by air molecules that tend to scatter equal amounts of 

electromagnetic waves (radiation) forward and backward (isotropic scattering) ; 

its intensity is inversely proportional to the fourth power of the wavelength. 

The latter is caused by particles whose sizes are much larger than the 

wavelength of the incoming solar radiation, partly by dust particles that tend 

to affect radiation at longer wavelengths than air molecules (Mie scattering), 

and partly by water droplets that scatter all wavelenghts in equal amounts 

(non selective scattering) [Liou, 1980]. Aerosol scattering is generally 

peaked forward [Fritz, 1951; Lo, 1986]. The purpose of using the terms forward 

and backward instead of downward and upward is that the atmosphere as a whole 

scatters both the incoming solar radiation and the upcoming surface 

reflection. 

Since the atmosphere is a scattering volume containing many particles, each 

particle is exposed to and also scatters radiation which has already been 

scattered by other particles. Multiple scattering is of great importance to 

radiative transfer in the atmosphere. The result of atmospheric scattering is 

that part of the total amount of shortwave radiation reaches the surface as 

direct radiation, and part of it as diffuse radiation. This partition and the 

hemispherical distribution of the diffuse component are of great importance 

to the surface radiation budget, the latter especially in mountainous terrain. 

Clouds can contain considerable amounts of water, both in the form of water 

vapor and of liquid droplets, and in some cases also as ice and snow particles 

[Fritz, 1951]. Therefore, they enhance the mentioned radiative effects of the 

atmosphere due to increased scatter of shortwave radiation (both downcoming 

solar radiation and upcoming surface reflection) and increased absorptance and 



emittance of longwave radiation. The former generally has an effect of net 

cooling, whereas the latter has a net warming effect [Ramanathan et al., 

1989]. The net result of these opposing feedback mechanisms however, is still 

very much in doubt among researchers. Since cloud-radiative interaction is a 

very complex phenomenon both for large scale climate applications and for 

small scale radiation budget studies, it is common among investigators to 

either simplify or even completely omit the influence of clouds on the surface 

radiation budget [e.g., Marks and Dozier, 1979; Dozier, 1980; Bird and 

Riordan, 1986]. Although omitting cloud effects may be useful for theoretical 

purposes, it is not acceptable in operational radiation budget models [e.g., 

Munro and Young, 1982]. 

2.1.2. Radiation at the Earth's Surface 

When the various radiation components eventually reach the earth after 

their modification by the atmosphere, a complex interaction with its surface 

and the features upon it takes place. Depending on the spectral and spatial 

distribution of the incoming radiation and on the intrinsic and geometric 

properties of its recipients, this process consists of different amounts of 

scattering (eventually resulting in upwelling reflection), absorption and 

transmission. The intrinsic properties of the surface (such as chemical and 

mineral composition, texture (grain size), structure (roughness) and content 

of moisture and organic matter) determine the radiation-surface interaction 

on a microscopic scale and consequently influence both the spectral and the 

spatial characteristics of this process; they are quantified by means of such 

well known terms as reflectivity, emissivity and albedo. The surface's 

geometric properties (terrain relief) on the other hand, determine the 

radiation-surface interaction on a macroscopic scale and consequently mainly 

influence its spatial characteristics; they are quantified by means of 

conversion factors (section 2.3.2.). 

When a ray of electromagnetic radiation strikes the surface of an object, 

it may be absorbed, transmitted or reflected. What kind of interaction or 

combination of interactions (reflection, refraction of diffraction) actually 

takes place at the surface-atmosphere interface depends on the microstructure 

of the surface layer, i.e. its roughness and homogeneity observed on a 

microscopic scale. The amount of (intrinsic) microrelief relative to the scale 

of observation determines whether the surface appears as a specular (Fresnel) 

or as a diffuse reflector, and if the latter is the case whether it appears 

as an isotropical (Lambertian) or as an anisotropical reflector. It follows 

from Rayleigh's criterion (which distinguishes optically smooth surfaces from 

optically rough surfaces by relating the dimensions of surface perturbations 

on a molecular scale to the wavelength of the incident radiation), that most 

natural surfaces appear to be diffuse reflectors. Specular reflection of 

direct insolation is therefore often ignored, since it occurs too infrequently 



to be of importance in the radiation budget [Dozier, 1980]. The exact 

distribution of reflected radiation, however, is a complex function of the 

direction of the incident rays and of the microstructure of the surface layer, 

which is determined a.o. by its mineral compostion, texture, moisture content 

and organic matter content. The relationship between the surface reflectance 

on the one hand and the incident and reflected beam geometry on the other hand 

is known as the Bidirectional Reflectance-Distribution Function (BRDF) [Horn 

and Sjoberg, 1979]. The amount of (geometric) macrorelief and the position of 

the sun determine the source-object-receptor geometry and consequently the 

occurence of obstruction (shading), reflection and emission by adjacent 

surfaces. Even for the simplified case where the intrinsic surface would 

behave like a Lambertian (perfect diffuse) reflector, the surface roughness 

observed on a macroscopic scale would always cause the entire land surface to 

reflect the incident radiation nonuniformly as a result of the complex 

geometric effects at the land surface [Dozier and Frew, 1989]. 

Particularly in the case of snow, reflection is the dominant component in 

the shorter (ultraviolet and visible) wavelengths, whereas absorption and 

transmission are dominant in the longer (infrared) wavelengths [Geiger, 1959; 

Kondratyev, 1973; Kondratyev et al., 1982; Dozier et al., 1989]. According to 

Kirchhoff's law, the emissivity of a medium under local thermodynamic 

equilibrium equals its absorptivity for a given wavelength [e.g., Liou, 1980]. 

Hence, snow acts as a nearly perfect emitter, as do most terrestrial materials 

[Geiger, 1959; Kondratyev et al., 1982]. Although the distinctive spectral 

dependency of the reflectivity of snow and of the optical properties of the 

substances in the atmosphere will not be taken into account in this study, 

their interaction affects the spectrally integrated reflectivity (albedo) of 

snow and thus significantly influences the radiation budget at the surface. 

For instance, the fact that the reflectivity of snow for near infrared 

radiation is much smaller than its reflectivity for ultraviolet or visible 

radiation (roughly 0.2 versus 0.8) [Dozier, 1980] causes (1) attenuation of 

solar radiation by water vapor in the near infrared wavelength region to 

result in a markedly higher reduction of the surface radiation budget than the 

same amount of attenuation by aerosols in the ultraviolet and visible bands, 

and causes (2) diffuse radiation to consist of shorter wavelengths than direct 

radiation as a result of multiple reflections between the snow surface and the 

atmosphere (in particular the cloud bases). Hence, the snow reflectivity for 

diffuse radiation is generally higher than that for direct radiation, and the 

snow albedo consequently increases with an increasing cloud cover [Petzold, 

1977], 

The roughness of a snow surface is mainly a function of its mean grain 

size, which increases during the snow melt season. Grain growth and 

contamination bring about a decay of the snow reflectivity for both the direct 

and the diffuse radiation during the melt season: The snow grain size mainly 

affects the snow reflectivity in the near infrared wavelength region, whereas 

absorbing impurities mainly affect snow reflectivity in the visible wavelength 
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region [Dozier, 1987]. The liquid water content of snow does not appreciably 

affect its bulk radiative transfer properties [Dozier et al., 1989]. The 

diffuse reflectivity for direct insolation is also dependent on the angle of 

incidence as determined by the sun's position [Kondratyev, 1973; Kondratyev 

et al., 1982]. Reliable parameterizations of this relationship have yet to be 

developed for most land surface types [Briegleb et al., 1986]. As for snow 

however, several investigators have presented empirical formulae which allow 

the determination of the albedo as a function of grain size and solar zenith 

angle [Petzold, 1977; Marks, 1988; Williams, 1988]. Although the intrinsic 

reflection of solar radiation from a snow cover is more closely isotropical 

than scattering by vegetation [Eyton, 1989], it contributes along with the 

geometric effects in mountainous areas to the complex anisotropic properties 

of reflection from adjacent terrain [Dozier and Frew, 1989; Shoshany, 1989]. 

The radiation balance at a point can be written as the sum of net shortwave 

and net longwave radiation and their respective components [e.g., Gamier and 

Ohmura, 1970; Marks and Dozier, 1979; Marks et al., 1986]: 

Rn - Kn + Ln (3) 

= K-l - Kt + Li - Lt 

Kir = Kdir + Kdif + Ktrn 

Kt = a * K4-

^ = Lsky + Ltrn 

L t - Lsfc + (1 - C) * L* 

where1 : 

R„ = Net radiation 
KJ, = Net shortwave radiation 
Ln = Net longwave radiation 
Kl = Downward shortwave radiation 
Kt = Upward shortwave radiation 
L4- = Downward longwave radiation 
Lt = upward longwave radiation 
Kdir = Direct solar radiation 
Kdif = Diffuse sky radiation 
K[m = Reflection from adjacent terrain 
a = Surface albedo [-] 
Lsky = Emission from atmosphere 
Ltrn = Emission and reflection from adjacent terrain 
Lsfc = Surface emission 
e = Surface emissivity [-) 

1 Unit of radiative flux density 
is [Wm"2]. 

This is a more convenient set of equations than expression (2) since it 

consists of components which are more easily defined in terms of broadband 

radiative flux densities. 



2.2. Uniform Surfaces 

2.2.1. Direct Solar Radiation 

The instantaneous solar radiative flux density at the top of the atmosphere 

is transformed in two ways to provide the direct solar radiation incident on 

a uniform (i.e. horizontal and unobstructed) surface under cloudless 

conditions: (1) through a modification due to the fact that its direction is 

rarely perpendicular to the receiving surface, and (2) through an attenuation 

in the earth's atmosphere, as described in section 2.1.1. The former requires 

the application of spherical trigonometry, whereas in broadband radiation 

modeling the latter is accounted for by means of a generalization of the Beer-

Bouguer-Lambert law for the exponential extinction of monochromatic radiation 

traversing a homogeneous absorbing medium. The solar radiation at the top of 

the atmosphere, corrected for the angle of incidence, is usually referred to 

as extraterrestrial radiation. The direct insolation on a horizontal surface 

under cloudless conditions (potential insolation) can be expressed as the 

product of the extraterrestrial radiation and an attenuation factor accounting 

for atmospheric absorption and scattering [e.g., Kondratyev, 1973]: 

K0 = S0 * r"2 * cos[6s] (4) 

Kdiro = Ko * e x p [ - M a * p * Po"1 * r ] 

= K * T(Ma*p*po-l) j 5 j 

where: 
K0 = E x t r a t e r r e s t r i a l r a d i a t i o n [Wnf2] 
Kdiro ~ D i r ec t i n s o l a t i o n under c l oud l e s s c ond i t i on s [Wirf2] 
S0 = Solar cons tan t [Wirf2] 
r = Earth's radius vector [-] 
6S = Solar zenith angle [rad] 
Ha = Relative optical airmass or relative path length 

of atmosphere [-] 
p = Air pressure at surface [Pa] 
p0 = Standard air pressure at mean sea level [Pa] 
T = Integral atmospheric extinction coefficient 

or normal optical depth [-] 
T = Zenith path transmissivity or transparency of 

atmosphere [-] 

S0 is the flux density of solar radiation perpendicular to the rays at the 

mean earth-sun distance. A value of 1353 (±21) Wirf2 issued by the National 

Aeronautics and Space Administration (NASA) has been accepted as a standard 

solar constant, which happens to be exactly the same value as proposed earlier 

by the Smithsonian Institution [List, 1966; Liou, 1980]. Moreover, it is in 

good agreement with experimental findings resulting from recent investigations 

as part of the Earth Radiation Budget Experiment (ERBE) : they show 1365 Wirf2 

to be a reasonable average for the second half of the 1980's [Ramanathan et 
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al., 1989; Barkstrom et al., 1990]. 

The radius vector of the earth quantifies the deviation from the mean 

earth-sun distance. Its value as a function of the day of the year can be 

found from tables prepared by List [1966], from Fourier series representations 

as derived by various authors [e.g., Spencer, 1971], or from representations 

based on the theory of conies [Whiteman and All wine, 1986] (appendix A . ) . None 

of these formula types explicitly takes into account the effects of leap 

years, precession and fluctuations in the earth's orbital eccentricity and the 

inclination angle of the axis of the earth's rotation. Blackadar [1984] 

therefore proposed a more accurate algorithm which gives the radius vector of 

the earth and the solar declination as a function of the Julian date. However, 

since the value of r"2 never differs more than about 3.5 percent from unity, 

assuming r to remain constant during the day is only a minor approximation. 

From spherical trigonometry it can be seen that the cosine of the solar 

zenith angle with respect to a horizontal surface is a function of the 

corresponding date and time and of the latitude of the receiving surface 

[e.g., List, 1966; Kondratyev, 1973; Liou, 1980]: 

cos[6s] = sin[$] * sin[5] + cos[$] * cos[5] * cos[H] (6) 

where1 : 

9S = solar zenith angle [rad] 
$ = Latitude of receiving surface [rad] 
S = Solar declination [rad] 
H = Hour angle [rad] 

1 Latitudes in the northern hemisphere are taken as positive; 
those in the southern hemisphere as negative. 

The solar declination is the terrestrial latitude of the point where the 

sun is in the zenith at true solar noon, i.e. when 68 = 0 and H = 0 in (6). 

As for the approximation of S as a function of the day of the year, the same 

sources may be consulted as mentioned in the case of the earth's radius 

vector. However, the variation of the solar declination over the year is an 

order of magnitude larger than that of the radius vector: its maximum, which 

occurs around June 22, is approximately 0.41 rad (23.44°), whereas its 

minimum, occuring around December 22, is -0.41 rad. Between these so-called 

(summer and winter) solstices occur the (vernal and autumnal) equinoxes, at 

which the solar declination becomes 0 (approximately March 21 and September 

23) [List, 1966]. 

The hour angle is the angular distance between the solar longitude and the 

meridian of the observer. By definition, H is 0 at true solar noon and is —K 

rad or n rad at true midnight. The hour angles of sunrise and sunset on a 

horizontal surface are found by setting 6S equal to n/2 (cos[6j = 0) in (6) 

and then solving for H. As a result, (4) can be integrated analytically 

between sunrise and sunset (with the minor approximations that S and r are 
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LAT. 
JAN. FEB. MAR. APRIL MAY JUNE JULY AUG. SEPT. OCT. NOV. DEC. 

r 

JAN. FEB. MAR. APRIL MAY JUNE JULY AUG. SEPT. OCT. NOV. OEC. 

fig. 2.1.1. Total daily solar radiation reaching a horizontal surface at 
the top of the atmosphere. Solid curves represent lines of equal radiation 
[calcnPd"1 ~ 4.184 * 104 Jm^d*1]; shaded areas represent regions of 
continuous darkness [List,1966]. 
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constant during the day) to yield the total daily radiation reaching a 

hypothetical horizontal surface at the top of the atmosphere [List, 1966; 

Liou, 1980] (appendix C ; figure 2.1.1.). Since (5) cannot be integrated 

analytically, it has to be evaluated numerically when daily totals are 

required. Garnier and Ohmura [1968, 1970] and Isard [1983] apply integration 

steps of 20 minutes (dH = TT/36) with reasonable accuracy, whereas Olyphant 

[1986b] uses Simpson's rule with integration steps of one hour (dH = TT/12). 

True solar time is generally not the same as local standard time (zone 

time). The first reason for this deviation is that each degree of longitudinal 

difference from the standard meridian results in a time difference of 4 

minutes. The second reason is related to the irregular motion of the earth 

around the sun, known as the equation of time. The maximum departure from the 

longitudinally corrected time is about 17 minutes and occurs presently in the 

beginning of November. The equation of time can be approximated as a function 

of the day of the year by means of tables [e.g., List, 1966] and Fourier 

series representations as derived by various authors [e.g., Spencer, 1971; 

Whiteman and Allwine, 1986] (appendix A.). 

The relative optical airmass is the path length traversed by the sun's rays 

in the atmosphere relative to this length when the sun is in the zenith. For 

solar zenith angles less than n/3 rad (60s), Ma may be approximated with an 

accuracy of 0.25 percent by the secant of 68 (cos^tGj) [Kasten, 1966]. 

However, for lower solar elevation angles, the curvature of the earth and its 

atmosphere and atmospheric refraction cannot be neglected. Tables based on 

Bemporad's computations made in the beginning of this century [e.g., 

Kondratyev, 1973], have been widely used for this purpose. More recently, 

Kasten [1966] developed a table for the relative optical airmass based on a 

new model atmosphere and provided the following approximation formula which 

generally deviates no more than 0.1 percent from the tabulated values: 

Ma = (cos[9s] + 0.1500 * (93.885 - 6S * 180 * ff"1)"1-253)"1 (7) 

where: 

Ma = Relative optical airmass or path length of atmosphere [-] 
6g = Solar zenith angle [rad] 

Especially in mountainous terrain, the actual air pressure at the surface 

(p) is generally different from the standard air pressures at sea level (p0) 

on which the airmass tables are based (10s Pa for Bemporad's and 1.01325 * 105 

Pa for Kasten's table, respectively). A common altitude correction for Ma 

consists therefore of multiplying the tabulated values by the relative air 

pressure (p/p0) [List, 1966; Kondratyev, 1973]. If no air pressure 

measurements are available, a relative air pressure can be approximated by one 

of the following expressions, based on the hypsometric formula for a dry 

atmosphere. Equation (8) assumes a constant temperature lapse rate (Ta*T0
-1=l-
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r*T0
_1*h) [Marks and Dozier, 1979], whereas (9) assumes a nearly constant 

exponential temperature decay with altitude (Ta*T0"
1=exp[-r*T0"

1*h] ) [Willet and 

Sanders, 1959]: 

p * p«;1 = exp[-g * (f * R,,)-1 * ln[l + T * h * T,"1]] (8) 

« exp[-g * h * (Rd * TJ-1] (9) 

where: 

p = Air pressure at surface [Pa] 
p0 = Standard air pressure at mean sea level [Pa] 
g = Gravitational acceleration [~ 9.81 ms"2] 
T = Temperature lapse rate [~ 0.0065 Km"1] 
Rd = Gas constant for dry air [« 287.04 Jkg^K"1] 
h = Surface altitude above mean sea level [m] 
Ta = Absolute air temperature at surface [K] 
T0 = Mean air temperature at sea level [~ 288.15 K] 

Van Katwijk and Rango [1988] and Leavesley [1989] suggested that the 

assumption of a constant temperature lapse rate in snow covered mountainous 

terrain may not be accurate, especially in the vicinity of transition zones 

between snow covered and snow free areas. However, values close to the 

standard lapse rate for the troposphere of 0.0065 Km'1 [Brutsaert, 1975; Liou, 

1980] have been applied in alpine areas yielding reasonable results [Dozier 

and Outcalt, 1979; Marks and Dozier, 1979; Munro and Young, 1982; Running et 

al., 1987]. Moreover, (8) is relatively insensitive to departures from the 

standard lapse rate, whereas (9) does not contain a lapse rate at all. 

If accurate solar photometer measurements are not available, the optical 

depth (r) or transmissivity (T) of the atmosphere for clear skies may be 

approximated by integrating standard monochromatic transmission 

parameterizations of the various constituents of the atmosphere over all solar 

wavelengths [e.g., Fritz, 1951; Leckner, 1978; Dozier, 1980; Bird and Riordan, 

1986]. Rearranging (5) to obtain r or T as a function of Kdir, yields 

reasonable approximations when daily averages of direct solar radiation are 

available [Gamier and Ohmura, 1970]. As a first approximation of the 

atmospheric transmissivity for clear sky conditions at high altitudes, a value 

of 0.75 (corresponding to an optical depth of about 0.29) seems appropriate 

[Isard, 1983]. Using the shortwave radiative transfer parameterizations of 

Lacis and Hansen [1974], Dozier and Outcalt [1979], Munro and Young [1982] or 

Stuhlmann et al. [1990] to determine Kdir, values for r or T close to these 

average values can be obtained. 

Substituting the equations (4) and (6)-(9) in (5), thereby making use of 

the approximation formulae for the earth's radius vector, the sun's 

declination and the equation of time (appendix A . ) , and of the mentioned 

typical values for the solar constant and the atmospheric transmissivity, one 

yields an estimate of the desired potential direct insolation. The required 

input parameters are the latitude, longitude and altitude of the surface, and 
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the time and day of the year. 

2.2.2. Diffuse Sky Radiation 

As mentioned in section 2.1., diffuse sky radiation has two sources, which 

cannot be measured separately, but need both be taken into account when 

modeling radiative transfer: (1) radiation that is scattered downward out of 

the solar beam, and (2) radiation that is reflected upward from the earth's 

surface and subsequently backscattered by the atmosphere (referred to as 

multiple reflection or multiple scattering). The latter is especially 

important over snow covered surfaces, because of the highly reflective nature 

of snow. Diffuse sky radiation on an unobstructed horizontal surface 

contributes about 25 percent to the global insolation on an average clear day 

[e.g., Becker and Boyd, 1957] and offsets roughly half of the reduction of 

direct insolation during periods of partial cloud cover [Olyphant, 1984]. Over 

snow covered surfaces these figures are generally even more pronounced. 

Different methods have been developed for determining the amount of diffuse 

sky radiation reaching horizontal surfaces, ranging from more physically based 

scattering models to more empirically based parameterizations. The latter 

usually relate the ratio of diffuse and global insolation on an unobstructed 

horizontal surface (Kdif/K<l) to the ratio of global and extraterrestrial 

insolation corrected for the incidence angle (K4/K0), which is interpreted as 

a clearness index [Liu and Jordan, 1960; 1961]. These relationships are based 

on the observation that the fraction of diffuse sky radiation decreases from 

1 to about 0.15 as the global transmission increases from 0 to about 0.8. 

These parameters have been correlated through polynomial regression functions 

for averaging intervals of one minute [Smietana et al., 1984], an hour [Erbs 

et al., 1982], a day [Liu and Jordan, 1960; 1961; Erbs et al., 1982] and a 

month [Liu and Jordan, 1960; Erbs et al., 1982]. The scatter of measurements 

about these regression lines is significant, particularly for the shorter 

intervals. Hay and Davies [1978] suggested that a major part of the spatial 

and temporal variability associated with these relationships might be 

attributed to the effect of multiple scattering between the earth's surface 

and the atmosphere. However, Olyphant [1984] compared his measurements to the 

one hour correlation of Erbs et al. [1982] and concluded that "the 

relationship is indeed location independent". Moreover, the agreement between 

this one hour standard correlation and the curves obtained by Stuhlmann et al. 

[1990], both from radiation measurements and model simulations, is striking. 

Although these empirical parameterizations allow easy adjustment for the 

influence of cloudiness on the amounts of direct insolation and diffuse sky 

radiation (section 2.2.3.), the simplified assumption that the amount of 

diffuse sky radiation under clear skies is a constant fraction of the global 

insolation is insufficient for application in radiation models that do not 
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require radiation measurements as input data. 

Lacis and Hansen [1974] developed a monochromatic radiative transfer model 

and broadband parameterizations for absorption and scattering in the 

atmosphere and at the earth's surface based on accurate multiple scattering 

computations in a plane-parallel atmosphere [e.g., Liou, 1980]. However, their 

parameterization for the incident solar radiation at an unobstructed 

horizontal surface does not allow the required separation into a direct and 

a diffuse flux density. Leckner [1978], Dozier [1980] and Bird and Riordan 

[1986] among others applied exponential decay functions based on the Beer-

Bouguer-Lambert law to model absorption and scattering by substances in the 

atmosphere. Although these models distinguish between direct and diffuse 

radiation, they cannot easily be generalized to broadband parameterizations. 

A simple but physically based algorithm for estimating the amount of 

scattered sky radiation reaching a uniform surface on a daily basis was 

originally proposed by Fritz [List, 1966]. He stated (1) that the total amount 

of radiation scattered from the solar beam may be expressed as the difference 

between a fictitious radiative flux, subject to atmospheric absorption only, 

and the direct beam, subject to both absorption and scattering, and (2) that 

half of the resulting flux is scattered downward towards the earth's surface. 

The latter is strictly only a correct assumption when the scattering takes 

place in a pure Rayleigh atmosphere (a clear dry atmosphere without dust 

particles or water vapor). The actual fraction of the total scattered 

radiation that reaches a uniform surface under clear sky conditions is 

increased by aerosol scattering and decreased as a function of the solar 

zenith angle. According to Blackadar [1985b], this fraction amounts to only 

about 36 percent on a daily basis. On the other hand, the relative amount of 

diffuse sky radiation generally increases with increasing solar zenith angle 

due to increased scattering of the direct beam with increasing path lengths 

[Fritz, 1951]. 

Robinson [1966] introduced an empirical correction factor to account for 

the zenith angle dependency of the fraction of the total scattered radiation 

reaching the earth's surface [Dozier, 1980]. Temps and Coulson [1977] proposed 

an additional correction factor to account for the circumsolar or aureole 

component, i.e. for brightening of the sky in the vicinity of the sun. 

Applying these factors to Fritz's algorithm and neglecting absorption of solar 

radiation by miscellaneous gases in the atmosphere leads to the following 

expression for the instantaneous scattered radiation reaching an unobstructed 

horizontal surface under clear sky conditions: 

Kscto = cz * cs 

* <K0 * (1 - A ^ ^ * w] - AJM,, * (O3)]) - Kdiro) (10) 

Cz = 0 . 5 * c o s 1 / 3 [ 6 s ] 

Cs = 1 + c o s 2 [ 0 s ] * s i n 3 [ 6 s ] 
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where: 
Kgcto = Radiation scattered downward from direct beam under cloudless 

conditions [Wnf2] 
Cz = Fraction of scattered radiation reaching surface [-] 
Cs = Correction for sky brightening in vicinity of sun [-] 
K0 = Extraterrestrial radiation [Wm"2] 
\ , - Fraction of radiation absorbed by water vapor or absorptivity 

of water vapor [-] 
n^ = Relative path length for water vapor [-] 
w = Zenith path water vapor content of atmosphere or normal path 

length for water vapor [kgnf2] 
A0 = Fraction of radiation absorbed by ozone or absorptivity of ozone 

[-] 
M0 = Relative path length for ozone [-] 

(O3) - Zenith path ozone content of atmosphere [m(NTP)] 
Kdiro - Direct solar radiation under cloudless conditions 

[Wm"2] 
6S = Solar zenith angle [rad] 

Alternative parameterizations for determining the amount of scattered solar 

radiation reaching an unobstructed horizontal surface under clear skies are 

provided by Dozier and Outcalt [1979] and Munro and Young [1982]. 

Absorption of solar radiation by water vapor is more difficult to 

parameterize than absorption by ozone, because (1) the absorption spectrum of 

water vapor is more complicated, (2) the absorption by water vapor occurs in 

the lower atmosphere where there is both absorption and significant 

scattering, and (3) the absorption by water vapor depends strongly on 

temperature and pressure [Lacis and Hansen, 1974; Wang, 1976]. Yet, various 

authors have derived simple parameterizations, either as a function of the 

actual (precipitable) water vapor content of the atmosphere or as a function 

of the effective (temperature and pressure scaled) water vapor amount. Wang 

[1976] presented an empirical expression that includes the effects of 

atmospheric inhomogeneity: 

logjoIA«,] = -1.6754 + 0.5149 * log^M,, * w] 

- 0.0345 * (log^M,, * w] ) 2 (11) 

where: 

A,̂  = Absorptivity of water vapor [-] 
^ = Relative path length for water vapor [-] 
w = Actual zenith path water vapor content of atmosphere or 

normal path length for water vapor [kgnf2] 

Although this parameterization is based on a tropical model for both the 

water vapor profile and for the temperature and pressure distributions, it 

retains its reliability for a subarctic winter atmosphere and for the case of 

a high (snow) surface albedo. Moreover, it remains a satisfactory 

approximation for water vapor contents outside the fitting interval of 0.08 

<= Mw*w <= 41.5 kgm—2, which may occur at high solar zenith angles [Wang, 

1976]. 
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Various investigators assume the relative path length for water vapor to 

be equal to the relative optical airmass [Leckner, 1978; Bird and Riordan, 

1986]. Although this is a reasonable approximation, Kasten [1966] adjusted the 

coefficients of his air mass formula to provide an expression for the relative 

water vapor path length: 

1^ = (cos[0g] + 0.05480 * (92.650 - 6g * 180 * w"1)-1452)"1 (12) 

where: 

h^ = Relative path length for water vapor [-] 
6S = Solar zenith angle [rad] 

The zenith path precipitable water vapor content of the atmosphere above 

the surface can be approximated by assuming an exponential decay of the water 

vapor density with the altitude. Combining this assumption with the equation 

of state of moist air and integrating over the appropriate altitudes, yields 

the water vapor amount in the atmosphere as a function of the surface air 

temperature and vapor pressure (appendix B.): 

w = 0.622 * ea * (k,, * Rd * T,)"1 (13) 

~ 0.622 * ea * (k̂ , * Rd * (T0 - T * h) )_1 ==> 

w0 = 0.017 * e0 

where: 

w = Actual zenith path water vapor content of atmosphere or 
normal path length for water vapor [kgnf2] 

e8 = Vapor pressure at surface [Pa] 
k̂ , = Water vapor density decay coefficient [~ 4.4 * 10"4 m"1] 
Rj = Gas constant for dry air [~ 287.04 Jkg^K"1] 
Ta = Absolute air temperature at surface [K] 
T0 = Mean air temperature at sea level [~ 288.15 K] 
r = Temperature lapse rate [~ 0.0065 Km'1] 
h = Surface altitude above mean sea level [m] 
w0 = Actual zenith path water vapor content of atmosphere at sea 

level [kgnf2] 
e0 = Vapor pressure at sea level [Pa] 

Since the vapor pressure decay with increasing altitude is an order of 

magnitude larger than the temperature decay (due to its strong temperature 

dependence), (13) implicitly accounts for the decrease of the amount of 

precipitable water vapor in the atmosphere above a surface with increasing 

altitude. 

In order to obtain the last expression, the indicated representative values 

were substituted for k*, and T0 [Brutsaert, 1975]. The resulting approximation 

for the amount of water vapor in a vertical path through the atmosphere at sea 

level is consistent with previous results [Kimball, 1928; Monteith, 1961; 

Leckner, 1978; Munro and Young, 1982; Iqbal, 1983], The approximate nature of 

the assumed vertical water vapor density profile does not allow application 

of (13) for instantaneous values. However, these formulae may be expected to 
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yield reasonable approximations of daily or weekly averages. 

The total absorption of visible and ultraviolet radiation by ozone in the 

stratosphere can be accurately parameterized because it is primarily the 

result of exponential attenuation at each wavelength with negligable 

scattering or temperature and pressure dependence [Wang, 1976]. Lacis and 

Hansen [1974] derived parameterizations for the visible and ultraviolet bands 

with an accuracy exceeding that with which the ozone amount in the atmosphere 

is likely to be known in most cases: 

A0 = A ™ + A0
UV (14) 

V " - 2.118 * M0 * (03) * (1 + 4.2 * M0 * (O3) + 3.23 * (M0 * (O3) J2)"1 

A0
UV = 108.2 * M0 * (03) * (1 + 1.386 * 104 * M„ * (Oj))"0805 

+ 6.58 * M0 * (03) * (1 + (1.036 * 104 * M„ * (O3))3)"1 

where: 

A0 = Total absorptivity of ozone [-] 
A0

V,S = Absorptivity of ozone in visible band [-] 
A0

UV = Absorptivity of ozone in ultraviolet band [-] 
M0 = Relative path length for ozone [-] 

(O3) = Zenith path ozone content of atmosphere [m(NTP)] 

According to Lacis and Hansen [1974], Rodgers [1967] proposed a simple 

formula for the relative ozone path length, which is in close agreement with 

Kasten's [1966] expression for the relative optical air mass (7): 

M0 = 35 * (1224 * cos2[9s] + 1)",/2 (15) 

where: 

M0 = Relative path length for ozone [-] 
9S = Solar zenith angle [rad] 

Since the amount of ozone in a vertical path through the atmosphere shows 

typical spatial and temporal variations between about 0.002 to 0.006 m(NTP), 

it can be estimated with reasonable accuracy. Briegleb et al. [1986] used a 

simple trigonometric approximation that is a function of the latitude only 

( (O3)=0.0031+0.001*sin[$]). Van Heuklon [1979] developed a more accurate 

empirical formula that describes the seasonal, latitudinal and longitudinal 

variations in Northern America. However, it neglects the short term variations 

in the lower atmosphere and the long term trends in the upper atmosphere 

associated with air pollution: 

(03) = 0.00235 + sin2[1.28 * $] * (0.0015 + 0.0004 

* sin[0.0172 * (D - 30)] - 0.0002 * «in[3 * 1]) (16) 
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where1 : 

(03) = Zenith path ozone content of atmosphere [m(NTP)] 
$ = Latitude of surface [rad] 
D = Day of year [-J 
1 = Longitude of surface [rad] 
1 Longitudes west of the meridian at Greenwich are taken as 

positive; those east of the meridian at Greenwich as negative. 

Since the ozone absorption of solar radiation mainly takes place in the 

upper atmosphere (stratosphere), it is assumed that the altitude dependency 

of (16) is negligible. 

Substituting the equations (4), (5) and (11)-(16) in (10), thereby making 

use of the approximation formulae for the earth's radius vector, the sun's 

declination and the equation of time (appendix A . ) , and of the mentioned 

typical values for the solar constant and the atmospheric transmissivity, one 

yields an estimate of the desired scattered sky radiation on an unobstructed 

horizontal surface under clear sky conditions. The required input parameters 

are the latitude, longitude and altitude of the surface, the time and day of 

the year, and the vapor pressure at the surface. 

The remaining fraction of the diffuse sky radiation is a result of an 

infinite converging series of multiple reflections between the earth's surface 

and the atmosphere [Hay and Davies, 1978; Dozier, 1980; Liou, 1980; Bird and 

Riordan, 1986]. With the rough approximations of isotropic reflection by the 

snow covered ground and isotropic backscatter from the atmosphere, this 

phenomenon can be modeled as follows: 

Kbck = (adir * Kdir + adif * Kdif) * asky 

- (adir * Kdir + adif * Ksct) * asky * U " ad,f * ^ky)"1 ( 1 7 > 

« (Kdir + Ksct) * << a * asky)"1 " D " 1 

where: 

Kbcl 
adir = Diffuse surface reflectivity for direct radiation [-] 

Kjjgfc = Backscatter from atmosphere [Wm"2] 

Kdir = Direct insolation [Wm"2] 
adif = Surface reflectivity for diffuse radiation [-] 
Kdif = Diffuse sky radiation [Wm"2], which can be computed from: 

Ksct = Radiation scattered downward from direct beam [Wm"2] 

Kdif - Ksct + Kbck 

Ksct = Radiât 
asky = Fraction of surface reflection backscattered by atmosphere or 

effective sky albedo [-] 
a = Surface albedo [-], which can be computed from: 

a = (a d i r * Kji, + a d i f * Kaf) * <Kdir + »dif)"1 ( 1 8 ) 

The above equations imply that the area surrounding the model point is 

uniformly covered with snow. Since this does not always have to be the case, 

the application of an estimate of the (significantly lower) areal average 

surface albedo (a=atrn) would probably yield more accurate results (section 
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