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STELLINGEN 

1. Ten gevolge van een fundamenteel verschil in de interceptie en verstrooiing van straling in de 
desbetreffende media, zijn specifiek voor de atmosfeer ontwikkelde modellen in de meeste 
gevallen niet geschikt voor simulatie van de bidirectionele reflectie van gewassen en daardoor 
in het algemeen ook niet voor koppeling met modellen die de bidirectionele reflectie van het 
aardoppervlak beschrijven, {dit proefschrift) 

2. Bij de wiskundige formulering van de analytische oplossing van de stralingstransportver­
gelijking dient men er terdege rekening mee te houden dat de numerieke onnauwkeurigheid 
van computers tot grote fouten kan leiden wanneer in de verzameling eigenwaarden van het 
bijbehorende stelsel van differentiaalvergelijkingen multipliciteit optreedt, (dit proefschrift) 

3. De koppeling van gewasreflectiemodellen aan gewasgroeimodellen ten behoeve van opbrengst­
voorspelling aan de hand van remote sensing opnamen leidt tot de noodzaak in 
gewasgroeimodellen meer aandacht te besteden aan de morfologische en fysiologische 
ontwikkeling van gewassen, (dit proefschrift) 

4. De kwantitatieve interpretatie van optische remote sensing opnamen wordt aanzienlijk 
bemoeilijkt door het zogenaamde omgevingseffect. Methoden voor correctie van atmosfeeref­
fecten in dergelijke opnamen dienen daarom terdege rekening te houden met dit plaatsaf­
hankelijke effect, (dit proefschrift) 

5. Distributeurs van optische satellietbeelden zouden de gebruikersvriendelijkheid van de bij­
behorende calibratiegegevens aanzienlijk kunnen verhogen door deze op te geven in planetaire 
reflectie-eenheden in plaats van radiantie-eenheden. (dit proefschrift) 

6. Hoewel vegetatie-indices snel een indruk kunnen geven over de hoeveelheid en ruimtelijke 
verspreiding van groene vegetatie en zeer vaak worden toegepast, zou men zich meer bewust 
moeten worden van het feit dat de meeste van deze indices weinig kwantitatieve waarde 
hebben en dat met het reduceren van reflectiespectra tot slechts een enkele spectrale index veel 
informatie verloren kan gaan. (dit proefschrift) 

7. Een te hoge druk op het behalen van korte-termijn resultaten van remote sensing onderzoek 
voor de gebruikersgemeenschap gaat ten koste van de vooruitgang, de omvang en de diepgang 
van het wetenschappelijk onderzoek in deze discipline. 

8. De milieubeweging en de organisaties die commercialisering van remote sensing toepassingen 
nastreven kampen beide met het feit dat de baten van de door hun gepropageerde activiteiten 
veelal moeilijk in geld zijn uit te drukken. Meer samenwerking tussen beide zou daarom aan te 
bevelen zijn. 

9. Uit remote sensing opnamen afgeleide gegevens zijn soms even zacht als de weersvooruitzich­
ten. Het aantal korrels zout waarmee men dergelijke gegevens zou moeten nemen is dan ook 
weleens vergelijkbaar met hetgeen men doorgaans van toepassing acht op de weerberichten. 

10. Teneinde onnodige misverstanden te voorkomen zou in multidisciplinaire onderzoeksteams en 
overleggroepen meer tijd besteed moeten worden aan het overbruggen van verschillen in 
vaktaal. 

11. Wetenschappelijk onderzoek kruipt waar het niet gaan kan. 



12. Gezien de vakliteratuur in het betreffende vakgebied, lijkt datacompressie toegepast op beelden 
te ontaarden in een wedstrijd om het plaatje "Lena" met een minimaal aantal bits weer te 
geven. 

13. Het in het buitenland vaak aangehaalde economische succes van het Nederlandse "polder­
model" is ten dele afhankelijk van de mate waarin dit model aldaar niet wordt nagevolgd. 

14. De makers van populair-wetenschappelijke artikelen en televisieprogramma's doen tegenwoor­
dig vaak zozeer concessies aan de veronderstelde geestelijke vermogens van het grote publiek, 
dat de informatieoverdracht een bedenkelijk niveau begint te naderen. In dit verband kan men 
een voorbeeld nemen aan de politieke en economische verslaggeving, waar dit in het geheel 
niet het geval lijkt te zijn. 

15. "De dierenwinkel" kan worden beschouwd als een zeer verdienstelijk en vermakelijk initiatief 
van het Jiskefet-team om Nederlandse gezegdes en uitdrukkingen levend te houden en voor het 
nageslacht te bewaren. 

Stellingen behorend bij het proefschrift: 

Theory of radiative transfer models applied in optical remote sensing of vegetation canopies. 

Wout Verhoef, 9 januari 1998 



Abstract 

Verhoef, W., 1997, Theory of radiative transfer models applied in optical 
remote sensing of vegetation canopies. PhD thesis, Wageningen Agricultural 
University, Wageningen, the Netherlands. 

In this thesis the work of the author on the modelling of radiative transfer in 
vegetation canopies and the terrestrial atmosphere is summarized. The 
activities span a period of more than fifteen years of research in this field 
carried out at the National Aerospace Laboratory NLR. 
For the interpretation of optical remote sensing observations of vegetation 
canopies from satellites or aircraft the use of simulation models can be an 
important tool, as these models give insight in the relations between 
vegetation properties and observed remote sensing data. 
The models discussed here are first presented from a theoretical point of 
view. An attempt has been made to construct a framework in which all the 
discussed models, for vegetation as well as for the atmosphere, can be 
represented. After an introduction on basic radiometric quantities and 
relations (chapter 2), and a classification of radiative transfer models and 
solution methods (chapter 3), examples of existing models are discussed in 
chapter 4. 
In chapter 5 a new generalized theory of radiative transfer models for 
azimuthally isotropic media is presented, namely the (N+2)-stream theory. 
This theory describes radiative transfer in vegetation canopies or atmospheres 
to any desired numerical accuracy. In the formulation of the analytical 
solution of this model, which is based on eigenvector decomposition, much 
attention has been paid to possible numerical problems. Symmetry relations 
are exploited in order to reduce memory requirements and computation time, 
and expressions have been found for which the so-called reciprocity relations 
are automatically fulfilled. The numerical capabilities of this model for 
simulation of atmospheric radiative transfer are demonstrated in chapter 6. 
The theory of the vegetation canopy bidirectional reflectance models SAIL 
and SAILH are discussed in chapters 7 and 8. Both are four-stream models. 
In SAILH the so-called hot spot effect, which is related with the finite leaf 
size, is incorporated. After these more theoretic chapters, practical aspects of 
the radiative transfer models are discussed in the following chapters. 
In chapter 9 the application of a four-stream atmosphere model to the 
correction and calibration of Landsat Thematic Mapper images is 



demonstrated. This atmosphere model has been coupled with the SAILH 
model into an overall four-stream model of optical remote sensing obser­
vations from any altitude. This model is called OSCAR (optical soil-canopy-
atmosphere radiance) and is presented in chapter 10. 
Applications of radiative transfer modelling to optical remote sensing 
problems are illustrated in chapter 11, and chapter 12 summarizes the 
conclusions of this thesis. 

Key words: Optical remote sensing, vegetation canopies, bidirectional 
reflectance, radiative transfer models, radiometry, 
spectrometry, atmospheric correction, model inversion. 
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as leader of the project team SpecRadVe, at NLR from 1977 to 1986 as 
group leader and head of the Remote Sensing Department, and from 1993 
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relationships for the interpretation and a better understanding of optical 
remote sensing images was always underlined by him. At the same time he 
kept making me aware of the need to demonstrate the practical applicability 
of the results of these investigations. 
I am very grateful to my promoter Prof. Martien Molenaar of Wageningen 
Agricultural University, department of Geo-Informatics and Remote Sensing 
(WAU-GIRS), who suggested to me the possibility of writing a dissertation 
on the subject of radiative transfer models applied in optical remote sensing. 
I want to thank him for his willingness to act as my promoter and for the 
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When Nico Bunnik and I joined the NLR in Amsterdam in 1977, Mr. L.R. 
Lucassen, head of the Flight Experiment and Helicopters Department, gave 
us a warm welcome and I enjoyed very much the pleasant discussions with 
him on remote sensing subjects, also because of his sincere interest. I would 
like to thank the successive heads of the later established Remote Sensing 
Department, Nico Bunnik, Allaert Kalshoven and Gert van der Burg, for 
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met at a congress in Enschede. The discussions about atmospheric modelling 
with Tis Veugen, Hein van Stokkom (formerly RWS-MD), Jos Kokke 
(RWS-MD) and Johan de Haan (Free University Amsterdam) are much 
appreciated. Discussions and cooperation with Gerrit Epema of WAU and 
Massimo Menenti of Staring Centre - DLO on the calibration of Landsat data 
have contributed to an operational atmospheric correction procedure based on 
the four-stream atmosphere model. 

The work presented in this thesis would not have been possible without the 
continuous support of the Board of Directors of NLR and I would like to 
express my sincere thanks for their willingness to keep supporting my work 
on radiative transfer models in the framework of NLR's own research 
programme, for giving me the opportunity to complete this thesis and for the 
support in the form of word processing and graphic art facilities. 
Last but not least, I am much obliged to our division secretary Corry 
Scheffer for the typing of substantial parts of the manuscript and to Co 
Dalemans for the graphic art work on the illustrations. 

IV 



CONTENTS 

Abstract i 

Preface iii 

List of figures viii 

List of symbols xi 

1 INTRODUCTION 1 
1.1 Optical remote sensing 1 
1.2 Interpretation of multispectral image data 3 
1.3 Motivation and objectives 5 
1.4 Organization of the thesis 7 

2 FUNDAMENTAL RADIOMETRIC QUANTITIES 10 
2.1 Radiant flux, irradiance, exitance and intensity 10 
2.2 Radiance 11 
2.3 Reflectance 14 
2.4 Transmittance 17 
2.5 Four-stream interactions with layers and surfaces 18 
2.6 Extinction, absorption and scattering 21 

3 CLASSIFICATION OF RADIATIVE TRANSFER MODELS 28 
3.1 Type of medium 28 
3.2 Scattering behaviour 29 
3.3 Representation of the radiative transfer equation 29 
3.4 Methods of solution 31 
3.5 Coupling methods 34 
3.6 Conclusion 35 

4 MODELS FOR VEGETATION AND THE ATMOSPHERE 36 
4.1 Vegetation models 36 

4.1.1 Discrete models 36 
4.1.2 Analytical models 37 
4.1.3 Other models 41 

4.2 Atmospheric models 43 
4.3 Discussion 44 

5 (N+2)-STREAM THEORY 46 
5.1 Introduction 46 
5.2 Tessellation 49 
5.3 (N+2)-stream representation of the radiative transfer equation 56 
5.4 Properties of the analytical solution 62 
5.5 Mathematical validation 74 
5.6 Conclusion 76 



6 SIMULATION RESULTS FOR (N+2)-STREAM ATMOSPHERE MODEL 78 
6.1 Introduction 78 
6.2 Eigenvalues and eigenvectors 78 
6.3 Infinite reflectance matrix 83 
6.4 Hemispherical reflectance and transmittance for specular incidence 86 
6.5 Bidirectional reflectance and transmittance 95 
6.6 Discussion 117 

7 LIGHT SCATTERING BY LEAF LAYERS: THE SAIL MODEL 119 
7.1 Introduction 119 
7.2 Extinction and scattering coefficients 122 
7.3 Leaf inclination distribution functions 137 
7.4 Angular profiles of bidirectional canopy reflectance 144 

8 THE HOT SPOT EFFECT IN VEGETATION CANOPIES 150 
8.1 Introduction 150 
8.2 Theory of Kuusk 150 
8.3 Incorporation into the SAIL model 157 
8.4 Crop growth considerations 159 
8.5 Examples of simulations 160 

9 FOUR-STREAM ATMOSPHERIC CORRECTION MODEL 166 
9.1 Introduction 166 
9.2 Description of the atmospheric effect 166 
9.3 Extinction and scattering coefficients of the atmosphere 170 
9.4 Model implementation aspects 176 
9.5 Estimation of aerosol optical thickness 179 
9.6 Atmospheric correction of Landsat Thematic Mapper images 185 
9.7 Validation results 189 
9.8 Conclusions 196 

10 A COUPLED SOIL-VEGETATION-ATMOSPHERE MODEL 197 
10.1 Introduction 197 
10.2 Model design 197 
10.3 Model parameters 201 
10.4 Implementation aspects 204 
10.5 Some examples of simulation results 205 
10.6 Fish-eye views 217 

11 APPLICATIONS 219 
11.1 NOAA satellite NDVI simulation 220 
11.2 Red - near infrared feature space diagrams 223 
11.3 Sugar beet yield forecasting experiment 226 
11.4 Model inversion 231 
11.5 Estimation of fraction APAR 234 
11.6 Albedo estimation 235 

vi 



12 CONCLUDING REMARKS 237 

REFERENCES 244 

SUMMARY 251 

SAMENVATTING 256 

Appendix A Analytical solution of (N+2)-stream radiative transfer equation 261 

Appendix B Approximations for small and infinite optical thickness 296 

Appendix C Extinction and scattering coefficients of the SAIL model 303 

Curriculum Vitae 310 

vu 



List of figures 

Fig-
Fig. 

Fig. 
Fig. 
Fig. 
Fig. 
Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

Fig. 

2.1 
2.2 

2.3 
4.1 
5.1 
5.2 
6.1 

6.2 

6.3 

6.4 

6.5 

6.6 

6.7 

6.8 

6.9 

6.10 

6.11 

6.12 

6.13 

6.14 

6.15 

6.16 

6.17 

6.18 

6.19 

Spherical co-ordinate system for indication of directions 13 
Flux interaction diagram for the combination of a scattering layer and a 
reflecting surface at the bottom 20 
Attenuation of specular flux by scattering 21 
Diffuse flux interactions according to Kubelka-Munk theory 38 
Equal-weight tessellation for a quarter of the upper hemisphere 52 
Numbering of zenith and azimuth indices 53 
Radiation budget as a function of optical thickness for water Haze M 
aerosol at 700 nm for w = / and 6S = 15° 90 
Radiation budget as a function of optical thickness for water Haze M 
aerosol at 700 nm for w = 7 and 6S = 45° 91 
Radiation budget as a function of optical thickness for water Haze M 
aerosol at 700 nm for ui = / and 6S = 75° 92 
Radiation budget as a function of optical thickness for Rayleigh scat­
tering for u) = 7 and 0S = 45° 93 
Radiation budget as a function of optical thickness for water Haze M 
aerosol at 700 nm for cu = 0.99 and 6S = 45° 94 
Bidirectional reflectance in the principal plane for water Haze M aerosol 
at 700 nm for cu = 1 and 6S = 45°. Single scattering contribution . . 96 
Bidirectional reflectance in the principal plane for water Haze M aerosol 
at 700 nm for w = 7 and 6S = 45°. Multiple scattering contribution . 98 
Total bidirectional reflectance in the principal plane for water Haze M 
aerosol at 700 nm for w = 1 and 6S = 45° 700 
Bidirectional transmittance in the principal plane for water Haze M 
aerosol at 700 nm for u> = 7 and 6„ = 45°. Single scattering 
contribution 702 
Bidirectional transmittance in the principal plane for water Haze M 
aerosol at 700 nm for CJ - 1 and 0S = 45°. Multiple scattering 
contribution 703 
Total bidirectional transmittance in the principal plane for water Haze M 
aerosol at 700 nm for w - 7 and 6S = 45°. Small to medium optical 
thickness 704 
Total bidirectional transmittance in the principal plane for water Haze M 
aerosol at 700 nm for ou = 1 and 6S = 45°. Medium to large optical 
thickness 705 
Bidirectional reflectance in the principal plane for Rayleigh scattering for 
(u = 1 and 6S = 45°. Single scattering contribution 707 
Bidirectional reflectance in the principal plane for Rayleigh scattering for 
u) = 7 and 8S = 45°. Multiple scattering contribution 108 
Total bidirectional reflectance in the principal plane for Rayleigh scat­
tering for cu = 1 and 6S = 45° 70S 
Total bidirectional transmittance in the principal plane for Rayleigh 
scattering for u> = 1 and 0S = 45°. Small to medium optical thickness 110 
Total bidirectional transmittance in the principal plane for Rayleigh 
scattering for w = 1 and 0S = 45°. Medium to large optical thickness 111 
Reciprocity relations of the bidirectional reflectance for water Haze M 
aerosol at 700 nm for w = 1 and b = 2~* 7 73 
Reciprocity relations of the bidirectional reflectance for water Haze M 

Vl l l 



aerosol at 700 nm for w = 1 and b = 1 114 
Fig. 6.20 Reciprocity relations of the bidirectional transmittance for water Haze M 

aerosol at 700*nm for w = 1 and b = 2~4 115 
Fig. 6.21 Reciprocity relations of the bidirectional transmittance for water Haze M 

aerosol at 700 nm for w = 1 and b = 1 116 
Fig. 7.1 Vegetation canopy bidirectional reflectance profiles in the green for the 

Suits model 121 
Fig. 7.2 Same as Fig. 7.1 but for SAIL model 121 
Fig. 7.3 Orientations of unit vectors I , s and o relative to leaf area element dA 

and the normal vector n 124 
Fig. 7.4 The interception coefficient as a function of 6S for four values of the leaf 

inclination angle 0, 755 
Fig. 7.5 Examples of the volume scattering function on arbitrary scale as a 

function of 80 for 6S = 35° in the principal plane 136 
Fig. 7.6 Illustration of graphical method and co-ordinate transformation . . . . 138 
Fig. 7.7 Cumulative leaf inclination distribution functions generated by graphical 

method. Distributions in <a,b) parameter space on the right 140 
Fig. 7.8 The interception coefficient ß as a function of Os for UDF numbers 1, 4, 

6, 9 and 10 141 
Fig. 7.9 Volume scattering functions as a function of 0B for 9S - 35° in the prin­

cipal plane and UDF numbers 1, 4, 6, 9 and 10 142 
Fig. 7.10 Angular profiles of the bidirectional reflectance for UDF no. 2 146 
Fig. 7.11 Angular profiles of the bidirectional reflectance for UDF no. 4 147 
Fig. 7.12 Angular profiles of the bidirectional reflectance for UDF no. 7 148 
Fig. 8.1 Path of a reflected sunray in a leaf canopy 753 
Fig. 8.2 Hot spot effects in the visible for growth strategy 1 767 
Fig. 8.3 Same as Fig 8.2 but growth strategy 2 762 
Fig. 8.4 Hot spot effects in the near infrared for growth strategy 2 763 
Fig. 8.5 Effects of precise calculation of the overlap function for a size 

parameter of 0.1 and LAI =2 164 
Fig. 8.6 Same as Fig 8.5 but for size parameter of 0.5 and LAI =8 765 
Fig. 9.1 Atmospheric effect on satellite observations of the earth 767 
Fig. 9.2 Four-stream flux interaction diagram for the atmospheric effect . . . . 168 
Fig. 9.3 Aerosol and Rayleigh scattering phase functions 777 
Fig. 9.4 Height profiles of the interception coefficients for aerosol and Rayleigh 

scattering, according to Sturm (1981) 730 
Fig. 9.5 Solar, sky and total irradiance at ground level (relative to E°) as a 

function of bA and wAatA = 550 nm 732 
Fig. 9.6 The ratio Eskr / Em at A = 450 nm and 700 nm as a function of bA at A 

= 550 nm for a = -1 and wA = 0.9 to 1.0 184 
Fig. 9.7 The atmospheric planetary reflectance rp(0) under the same conditions 

as in Fig. 9.6 784 
Fig. 9.8 TM-derived spectral reflectance for grass and sugar beet compared with 

N/WARS field spectrometer measurements in 1973 (Bunnik, 1978) . 191 
Fig. 9.9 TM-derived spectral reflectance for coniferous forest and other "stable" 

objects on the two dates 732 
Fig. 10.1 Four-stream flux interaction diagram representing the observation of a 

non-Lambertian vegetation target through the atmosphere 733 
Fig. 10.2 Flux interaction diagram with split atmosphere. Background and target 

have been combined with the lower part of the atmosphere 200 
Fig. 10.3 Normalized vertical radiance at 550 nm as a function of the height for 

IX 



black and white target and background. wA = 1.0 ; a) V = 40 km, b) V 
= S km 206 

Fig. 10.4 As Fig. 10.3, but wA = 0.75 206 
Fig. 10.5 Normalized radiance profiles for h = 10 m at A = 670 nm and V = 5 

km. Bare soil background 209 
Fig. 10.6 Normalized radiance profiles for h = 10 m at A = 670 nm and V = 40 

km. Bare soil background 210 
Fig. 10.7 Normalized radiance profiles for h = 10 m at A = 830 nm and V = 40 

km. Bare soil background 211 
Fig. 10.8 Normalized radiance profiles for h = 10 m at A = 670 nm and V = 40 

km for different LIDFs at LAI = 0.5. Bare soil background 213 
Fig. 10.9 Normalized radiance profiles for h = 10 m at A = 670 nm and V = 40 

km for different LIDFs at LAI = 4. Bare soil background 213 
Fig. 10.10 Normalized radiance profiles at satellite height for A = 670 nm and V = 

40 km. Bare soil background 214 
Fig. 10.11 Normalized radiance profiles at satellite height for A = 670 nm and V = 

40 km. Dense vegetation background 215 
Fig. 10.12 Normalized radiance profiles at satellite height for A = 830 nm and V = 

40 km. Bare soil background 216 
Fig. 10.13 Normalized radiance profiles at satellite height at A = 830 nm and V = 

40 km. Dense vegetation background 216 
Fig. 11.1 NOAA simulated NDVI and LAI profiles for Flevoland area 221 
Fig. 11.2 Comparison of simulated and actual NDVI profiles 223 
Fig. 11.3 Red - near infrared feature space diagram of canopy reflectance, with 

variations of LAI, LIDF and soil brightness 224 
Fig. 11.4 Influences of soil brightness, LIDF and leaf colour on the relation bet­

ween LAI and the red - near infrared normalized radiances on ground 
level 228 

Fig. 11.5 Influence of observation height for 40 km visibility 229 
Fig. 11.6 Influence of visibility at satellite altitude (800 km) 230 
Fig. 11.7 Influence of background at satellite height and 10 km visibility . . . . 231 
Fig. 11.8 Relationships between FPAR and vegetation indices as simulated by a 

combined PROSPECT-SAIL model (after Clevers et al., 1994) 235 
Fig. C. 1 On the calculation of the diffuse irradiance on a leaf 303 



List of symbols 

Symbol Description Unit 

A Attenuation matrix 

A Area m2 

A 0 , Ax Calibration constants W/(m2 /«n sr) 
a Attenuation coefficient 
a Leaf inclination distribution function parameter 
B Backscattering matrix 

B0 , Bx Calibration constants 
b Leaf inclination distribution function parameter 
b Optical thickness 
bA Aerosol optical thickness 
bR Rayleigh optical thickness 
bG Gaseous absorption optical thickness 

^H2o Water vapour absorption optical thickness 
bœ Ozone absorption optical thickness 
d Layer thickness m 
d Superscript for multiple scattering contribution 
d Differential operator 
e Exponential function 
E Irradiance, radiant flux density (spectral) W/(m2 jum) 
Es Solar spectral irradiance W/(m2 /xm) 
Es° Solar spectral irradiance on a plane perpendicular W/(m2 /tm) 

to the sunrays 
Esun Solar spectral irradiance on ground level W/(m2 / im) 
Esky Spectral irradiance from the sky on ground level W/(m2 ßm) 
E Vector of spectral flux densities W/(m2 jum) 

E~,E+ Downward and upward diffuse spectral irradiance W/(m 2 / im) 
vectors 

E0~,E0
+ Downward and upward flux-equivalent spectral W / (m 2 / ims r ) 

radiance 
F Forward scattering matrix 

F(6t) Cumulative leaf inclination distribution 
ƒ (of) Leaf inclination density r a d - 1 

fs ,fa Leaf area projection factors in direction of sun and 
observation 

XI 



Symbol Description Unit 

ƒ , , f2 Leaf area projection factors for diffuse fluxes 
H Atmospheric height km 

H0 , / /[ ,H2 Atmospheric scale heights km 
h Height m, km 
ƒ Identity matrix 
I Spectral radiant intensity W/(/*m sr) 
i Imaginary unit 
i Incidence zenith zone number 
j Exitence zenith zone number 
K Extinction coefficient in the direction of obser­

vation 
k Extinction coefficient in the direction of the sun 
k Azimuth sector number 
L Leaf area index (LAI) 
L' Leaf area density m _ 1 

L Spectral radiance W/ (m 2 /mis r ) 
L, Incident spectral radiance W/(m2 fim sr) 
L0 Spectral radiance in direction of observation W/(m2 fim sr) 
£ Spectral leaf radiance W/(m2 fim sr) 
I Horizontal correlation length m 
I Leaf normal vector 

M Coefficient matrix 
M Spectral exitance W/(m2 ^m) 
m Azimuthai mode of discrete cosine transform 
N Number of diffuse flux angular segments 
Nz Number of zenith zones 
A^4 Number of azimuth sectors 
O Zero matrix 
o Vector in direction of observation 
P Cumulative probability 
Ps Probability of solar illumination 
P0 Probability of direct line of sight 
Pso Joint probability of viewing sunlit canopy elements 
p Scattering phase function s r - 1 

R Diffuse reflectance matrix 
r„ Directional reflectance factor 

xii 



'do 

*dd 

Symbol Description Unit 

rd Diffuse (hemispherical) reflectance factor 
rp Planetary reflectance 
r, Target reflectance 
r5 Soil reflectance 
rb Background reflectance 
rso Bidirectional reflectance 
rsd Diffuse reflectance for specular incidence 

Directional reflectance for diffuse incidence 
Diffuse (hemispherical) reflectance for diffuse 
incidence 

s Diffuse backscattering vector for specular in­
cidence 

s' Diffuse forward scattering vector for specular 
incidence 

s Superscript for single scattering contribution 
s Diffuse backscattering coefficient for specular 

incidence 
s' Diffuse forward scattering coefficient for specular 

incidence 
T Diffuse transmittance matrix 
T Transposed (superscript) 

T{T2 Two-way total transmittance 
V Visibility km 
v Directional backscattering vector for diffuse 

incidence 
v' Directional forward scattering vector for diffuse 

incidence 
v Directional backscattering coefficient for diffuse 

incidence 
v' Directional forward scattering coefficient for dif­

fuse incidence 
W Discrete cosine transform matrix 
w Bidirectional scattering coefficient for upward 

exitence direction 
w' Bidirectional scattering coefficient for downward 

exitence direction 

Xl l l 



Symbol Description Unit 

X 

Y 
Z 

z 
a 
a 
ß 
ß 
ßA 
ßR 
y 
y' 
A 
Ô 

ô 
ô 

ôuô2 

e 
oo 

VA 

e 
e, 
K 
es 
K 

K 

A 
X 
X 

M 
V 

P 

PL 

Ps 

p 

p ' 

Relative optical height 
Eigenvector matrix 
Azimuthai scattering matrix 
Metrical depth 
Geometric factor in SAILH model 
Angström coefficient 
Turbidity factor 
Interception coefficient 
Aerosol interception coefficient 
Rayleigh interception coefficient 
Bidirectional scattering coefficient 
Volume scattering function 
Difference operator 
Angular difference 
Scattering angle 
Dirac delta function 
Boundary equation vectors 
Subscript for small optical thickness 
Subscript for infinite optical thickness 
Aerosol backscattering efficiency 
Zenith angle 
Incidence zenith angle 
Observation zenith angle 
Solar zenith angle 
Diffuse extinction matrix (diagonal) 
Diffuse extinction coefficient 
Eigenvalue matrix (diagonal) 
Eigenvalue 
Wavelength 
COS0 

Normalized spectral radiance 
Horizontal spatial correlation coefficient 
Single leaf reflectance 
Soil reflectance 
Lambertian reflectance 
Bidirectional reflectance distribution function 

-

-

-

m 
-

-

-

m - 1 

m - 1 

m"1 

m"1 

m - 1 

rad, ° 
rad, ° 

W/(mV' 

-

rad, ° 
rad, ° 
rad, ° 
rad, ° 

-

-

-

-

um, nn 

-

-

-

-

-

s r 1 

XIV 



Symbol Description Unit 

Pso 

Psd 

Pdo 

PM 

Psd 

Pdo 

T 

T 

T' 

Tso 

Tsd 
Tdo 
Tdd 

Tss 
T 
' OO 

T 
' SSOO 

Tsd 
7do 

$ 

Q 
Q, 

ß0 

CO 

UA 

Bidirectional reflectance of a layer 
Diffuse reflectance for specular incidence of a 
layer 
Directional reflectance for diffuse incidence of a 
layer 
Diffuse reflectance for diffuse incidence of a layer 
Diffuse reflectance vector for specular incidence of 
a layer 
Directional reflectance vector for diffuse incidence 
of a layer 
Diffuse backscattering coefficient for diffuse in­
cidence 
Diffuse forward scattering coefficient for diffuse 
incidence 
Single leaf transmittance 
Lambertian transmittance 
Optical depth 
Bidirectional transmittance distribution function 
Bidirectional transmittance 
Diffuse transmittance for specular incidence 
Directional transmittance for diffuse incidence 
Diffuse transmittance for diffuse incidence 
Direct transmittance in direction of the sun 
Direct transmittance in direction of observation 
Two-way direct transmittance 
Diffuse transmittance vector for specular incidence 
Directional transmittance vector for diffuse in­
cidence 
Radiant power flux 
Spectral radiant power flux 
Absolute azimuth difference 
Solid angle 
Incidence solid angle 
Exitence solid angle 
Single scattering albedo 
Aerosol single scattering albedo 

sr" 

W 
W//*m 
rad, ° 

sr 
sr 
sr 

xv 



Symbol Description Unit 

<p Azimuth angle rad, ° 
<Pi Incidence azimuth angle rad, ° 
ip0 Observation azimuth angle rad, ° 
<ps Solar azimuth angle rad, ° 

xvi 



1 INTRODUCTION 

The subject of this thesis is the theory of radiative transfer models that can 
be applied to the simulation of the observation of vegetation canopies by 
means of optical remote sensing techniques. 
In this introduction first a brief review of optical remote sensing techniques 
is given. Next, the physical interpretation of the spectroradiometric content 
of digital earth observation imagery is discussed. Radiative transfer models 
can be applied to assist in this interpretation. The motivation and objectives 
for writing this thesis are summarized next and this chapter is concluded 
with a structural overview of the remaining chapters. 

1.1 Optical remote sensing 

Optical remote sensing refers to the detection of electromagnetic radiation by 
means of electronic sensors or photographic material in the part of the 
spectrum where the main phenomena are similar to those in the visible 
region. 
In this spectral region the sun is the primary source of incoming radiation 
and the radiation detected by a remote sensing device consists mainly of 
radiation reflected at the earth's surface or scattered by the atmosphere. 
When the sun is used as the radiation source one speaks of a passive optical 
remote sensing technique. An example of an active optical remote sensing 
technique is LID AR (Light Detection And Ranging). Here the source 
(usually a laser) is carried on board an aircraft and light emission and 
detection of the reflected or scattered radiation both take place in the air­
craft. In the remainder of this thesis only passive optical remote sensing is 
considered. 
The part of the spectrum which is commonly referred to as the optical region 
ranges from wavelengths of about 400 nm to about 2500 n m ( l n m = 10 ~9 

m ). Shorter wavelengths are rarely used because of the rapidly decreasing 
intensity of the sun in the ultraviolet and the very strong scattering of 
radiation in the atmosphere, which makes it difficult to observe the earth's 
surface. At longer wavelengths than 2.5 /urn ( 1 /xm = 10-6 m ) the solar 
radiation also becomes weaker and major water vapour absorption bands 
prevent the solar radiation from reaching the ground. Besides, thermal 
emission of earth and atmosphere become increasingly important towards 
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longer wavelengths, and are the dominant sources of radiation in the at­
mospheric windows of 3-5 /xm and 8-14 fim. The latter are usually referred 
to by the name thermal infrared. 

The optical spectral region is usually divided into a number of subregions as 
follows: 

Wavelength region Name 

400 - 700 nm Visible 
700 - 1300 nm Near infrared 

1300 - 2500 nm Shortwave infrared 

Sometimes the latter region is called mid infrared, but there is no general 
consensus on this, so the term shortwave infrared is preferred, although the 
wavelengths of the near infrared are shorter. 
The visible region is the one to which the human eye is sensitive. The retina 
of the human eye contains biological detectors sensitive to blue, green and 
red light, thus making colour vision possible. 
Near infrared radiation was first imaged shortly after World War II by 
means of photographic film which was sensitive up to about 900 nm. This 
type of "false colour" film makes it possible to record the strong reflection 
of vegetation canopies and trees in the near infrared, which is expressed by 
an intense red colour. 
Imaging of electromagnetic radiation at wavelengths beyond 900 nm became 
only possible with the advent of electronic detectors made of semiconducting 
materials such as silicon, germanium, lead sulphide, etcetera. In the sixties 
this has resulted in the development of opto-mechanical multispectral 
scanners operated from an aircraft in order to image the earth's surface. 
These instruments make use of a rotating or oscillating mirror for scanning. 
The collected radiation is first decomposed into its spectral constituents by 
means of dispersion elements like beam splitters, prisms and gratings, and 
subsequently focused onto several detectors. The across-track scanning pro­
vided by the mirror and the forward motion of the platform together form 
the means to build up an image in several spectral bands simultaneously. The 
electric signals from the detectors are digitized and recorded on high density 
magnetic tape. Digital recording of multispectral images has several advan­
tages, such as reliable archiving and the enormous possibilities for process-



ing the image data by means of a computer. 
With the exploration of the moon and planets other than the earth by means 
of satellites one had no alternative but to use electronic sensing and transmit­
ting the digital images to receiving stations on earth. The development of this 
technique has also led to the launch of the first remote sensing satellite 
(Landsat 1, in 1972) which was intended to map the earth's resources and 
the environment. Before this, weather satellites using a similar data acquisi­
tion system had already been launched. 
The first SPOT satellite, launched in 1986, contains a so-called pushbroom 
CCD-array scanner, called HRV instrument. In this case, there are no 
moving parts associated with scanning, but rather across-track scanning takes 
place fully electronically by sequentially reading out the elements of the 
linear CCD detector arrays. This gives a high geometric image quality. The 
HRV instrument is also across-track pointable, which gives more flexibility 
in the selection of targets and allows to obtain stereo pairs of images. 
At present, so-called hyperspectral sensors or imaging spectrometers using 
detector arrays have been tested on board aircraft and plans exist to launch 
such instruments on board earth observation satellites in the near future. 
These instruments are capable of recording the radiation from the earth's 
surface in hundreds of spectral bands. 

1.2 Interpretation of multispectral image data 

The development of advanced multispectral remote sensing systems for earth 
observation such as reviewed in the previous section and the study of the 
enormous amounts of resulting image material both have stimulated the 
research in the field of image interpretation of this kind of imagery. 
The interpretation of the radiometric content of digital multispectral data 
concerns the question what information is contained in the digital numbers 
representing the signals detected by the sensor in the various spectral bands. 
All the sensing devices mentioned in section 1.1, from the human eye and 
photographic film to the most advanced hyperspectral sensors, respond to a 
physical radiometric quantity called spectral radiance, with the symbol L. 
The term radiance has been derived from an equivalent quantity in visual 
perception theory called luminance or brightness. The human eye and photo­
graphic film respond directly to spectral radiance inputs, but in a non-linear 
fashion. However, after calibration, electronic sensors allow to obtain the 



quantitative spectral radiance value. 
The spectral radiance detected by an earth observation instrument on board 
an aircraft or a satellite is not equal to the spectral radiance of the ground 
area element (pixel) on the earth's surface which is inside the instantaneous 
field-of-view of the sensor. This would only be the case if there were no 
atmosphere. The atmosphere between target and sensor modifies the radiance 
because the radiance coming from the ground is attenuated on its path 
through the atmosphere and scattered atmospheric radiation is added. The 
simplest equation (also called the remote sensing equation) to describe this 
effect is given by 

Ls = Lp + TLt , (1.1) 

where L, is the target's (spectral) radiance in the direction of the sensor, T 
is the direct transmittance from target to sensor, Lp is the so-called path 
radiance and Ls is the radiance sensed by the instrument. 
Information on the characteristics of the target is contained in the target's 
radiance, L, . However, this quantity depends also on the total downward 
radiant flux density incident on the target, called total irradiance, Etot . If the 
target can be considered as a so-called Lambertian reflecting surface (a 
perfect diffusor), then the target's radiance L, is equal in all directions and 
given by 

L, = TT-lpE,ot , (1.2) 

where p is the Lambertian reflectance of the target. The factor ir~l is not 
essential, but merely follows from the physical units in which the irradiance 
and the radiance are defined. In chapter 2 this is explained in more detail. 
In the above simple model of optical remote sensing, given by Eqs. (1.1) 
and (1.2), the surface reflectance p is the quantity that depends only on the 
properties of the target, so in general this will be the quantity of interest. 
From reflectance values in several spectral bands one should be able to draw 
conclusions on the properties of the target. However, for this the relations 
between an object's properties and the resulting reflectance spectrum are 
needed. Such a set of relations is called a reflectance model. By means of a 
reflectance model one can predict spectral reflectances from a number of 
object parameters and by means of model inversion techniques one can 
derive one or more object parameters from given spectral reflectance data. 



Most objects in reality are non-Lambertian, which means that their 
reflectance is direction-dependent. In general the reflectance of an object 
depends on the direction of the incoming radiation as well as on the direction 
of the reflected radiation, or, in other words, the reflectance is a 
bidirectional quantity. Besides that this considerably complicates the descrip­
tion of optical remote sensing given above, it also offers the opportunity to 
make use of it, for instance by combining observations under different 
viewing angles, which gives additional information about the object's 
properties. In that case a bidirectional reflectance model can assist in the 
interpretation of spectral-directional reflectance data. 
Reflectance models are mostly based on radiative transfer theory, i.e. the 
theory that describes all interactions of radiation with a medium by means of 
mathematical-physical relations. In these theories the medium usually is 
considered to consist of a plane-parallel layer of absorbing and scattering 
material. This is also the case for all models discussed in this thesis. 
The observation of vegetation canopies by means of optical remote sensing 
can be modelled with a bidirectional vegetation reflectance model in combi­
nation with an atmospheric radiative transfer model. Such a combination of 
models can be very useful as it allows to lay a direct relation between 
vegetation properties and observed remote sensing data. 
In this thesis differences and similarities between radiative transfer models 
for vegetation canopies and atmospheres will be explored in order to estab­
lish a framework in which both types of model can be expressed. Using this 
framework, and applying the so-called adding method (Van de Hulst, 1980), 
it is possible to integrate both models into a single model of the observation 
of vegetation canopies by optical remote sensing. 

1.3 Motivation and objectives 

The author's involvement in radiative transfer modelling began in 1974 
when, in the framework of the NIWARS research programme (cf. Bunnik, 
1978), large amounts of reflectance measurement data from agricultural 
crops were acquired by means of a field spectrometer. One of the means to 
interpret the measured reflectance spectra was the use of a vegetation canopy 
reflectance model for simulating the measurements. For this the Suits model 
(Suits, 1972) was applied, because it was easy to use, relatively simple and 
nevertheless could calculate bidirectional spectral reflectances. Besides this 



application, the model was also extensively used for sensitivity analyses and 
the study of vegetation indices (Bunnik, 1978). An extension of the Suits 
model in order to accommodate also crops with a clear row structure was 
proposed by the author in 1975 (Verhoef & Bunnik, 1976). 
At the National Aerospace Laboratory NLR, since 1977, the author has 
continued the work on radiative transfer modelling. The SAIL model 
(Verhoef & Bunnik, 1981; Verhoef, 1984) was developed as a refinement of 
Suits's model in order to obtain more realistic bidirectional reflectance 
profiles as a function of the viewing angle. The differential equations on 
which the SAIL and Suits models are based could be identified as more 
general radiative transfer equations, part of a so-called four-stream theory 
(Verhoef, 1985a). In the four-stream framework also the radiative transfer in 
the atmosphere could be expressed quite easily, and the coupling of vegeta­
tion bidirectional reflectance with atmospheric models could be realized by 
means of the adding method of Van de Hulst. These developments have 
resulted in a so-called scene radiation model (Verhoef, 1985b) which could 
be used for the simulation of remote sensing observations of vegetation 
canopies from space. 
Four-stream radiative transfer theory is based on the existence of a direct 
solar flux, two hemispherical (semi-isotropic) diffuse fluxes (up- and 
downward) and a flux (radiance) in the direction of viewing. A disadvantage 
of this concept is that in principle the calculation of the contribution due to 
multiple scattering is inaccurate, since with each scattering event any 
directional flux is immediately converted into two semi-isotropical fluxes, 
and this is not realistic, certainly not for atmospheres, in which aerosol 
scattering is strongly peaked in the forward direction. In order to refine the 
four-stream concept in this respect, a so-called (N+2)-stream theory has 
been developed by the author. This theory is based on the same two direc­
tional fluxes as before (in the solar and viewing directions), but the two 
hemispherical fluxes are replaced by N diffuse fluxes which are only 
isotropic within certain angular segments on the sphere of directions. 
Since the presentation of the first results of the (N+2)-stream model for 
atmospheric scattering (Verhoef, 1988) the mathematical formulation of the 
analytical solution of this model has been revised several times, mainly 
because the first formulations resulted into numerically unreliable computer 
code. These difficulties have been solved now and the results are presented 
in chapters 5 and 6 and Appendices A and B of this thesis. 
An improvement of four-stream theory in a completely different direction is 



the incorporation of the hot spot effect in the SAIL model. This effect is 
caused by the finite size of the leaves and cannot be described in a traditional 
radiative transfer model. As a matter of fact, the (traditional) radiative 
transfer equation does not contain any parameters that depend on the size of 
the scattering elements. What is needed in this case is a close reexamination 
of the process of single scattering. Such an analysis has been performed by 
Kuusk (1985). His theory considers the statistical dependence between the 
probabilities of direct illumination by the sun and direct line-of-sight from 
outside the canopy. The joint probability of these two events forms the basis 
of the single scattering contribution to the bidirectional reflectance of a leaf 
canopy. 

An important motivation for writing this thesis was that a unified theoretic 
framework, in which various radiative transfer models can be presented, has 
been completed now. Also, the author is convinced that, certainly with the 
advent of more complex earth observation instruments like imaging 
spectroradiometers, for the quantitative interpretation of optical remote 
sensing data radiative transfer models will prove to be an indispensable tool. 

The objectives can be summarized as follows: 

- Explication of radiative transfer theory based on classical radiometric 
relations 

- Formulation of a unified theoretic concept applicable to radiative transfer 
in atmospheres as well as vegetation canopies 

- Classification of radiative transfer models on the basis of mathematical 
and physical features within the framework of the unified theory 

- Introduction to the theory of the (N+2)-stream model and demonstration 
of its results 

- Demonstration of applications of radiative transfer modelling in optical 
remote sensing 

1.4 Organization of the thesis 

In chapter 2 the radiometric quantities and relationships forming the basis of 
radiative transfer models are introduced. Important physical quantities are 
(spectral) irradiance, radiance and various reflectance and transmittance 



quantities. Extinction and scattering coefficients are the prime quantities to 
describe radiative transfer in plane-parallel layers. Optical thickness, the 
single scattering albedo and the scattering phase function are quantities which 
are mostly used in the description of radiative transfer in the atmosphere. 
Many of the quantities and relationships introduced here are applied in later 
chapters. 
A classification of radiative transfer models in terms of a number of physical 
features is proposed in chapter 3. Based on these features, a number of 
existing radiative transfer models for vegetation canopies and atmospheres 
are briefly discussed in chapter 4. 
Chapter 5 and Appendices A and B together provide a complete theoretical 
description of the (N+2)-stream model, which is a generalization of the 
four-stream model. In the mathematical formulation of the (N+2)-stream 
model several aspects are discussed, such as the use of symmetry relations to 
simplify the analytical solution, an azimuthal cosine transform and numerical 
problems related with equal eigenvalues. The mathematical validity of the 
model is verified by means of the so-called reciprocity relations and by 
approximations for small and infinite optical thickness. In chapter 6 a large 
number of examples of simulations carried out with this model are presented 
in order to demonstrate its performance under a wide variety of input condi­
tions. 
The (N+2)-stream concept as presented in chapter 5 is applicable to any 
azimuthally isotropic medium, thereby including atmospheres as well as 
vegetation canopies with uniform leaf azimuth distribution and random leaf 
placement. The- four-stream SAIL model is an example of such a model for 
leaf canopies that is based on these same assumptions. It is presented in 
chapter 7 and Appendix C, with emphasis on the derivation of the extinction 
and scattering coefficients and their dependence on the leaf angle distribu­
tion. 
In chapter 8 the hot spot effect in the bidirectional reflectance of leaf 
canopies is discussed. As mentioned already in the previous section, this is 
caused by the finite size of the leaves and here a physical description of the 
effect is given, following the theory of Kuusk (1985). This theory has been 
incorporated in the SAIL model in 1989, and the resulting model is called 
SAILH. The SAIL model now forms a special case of SAILH, which can be 
obtained by setting the leaf size equal to zero. Some implications of the hot 
spot effect in relation with canopy morphology and crop growth are dis­
cussed on the basis of simulation results. 
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After these more theoretic previous chapters, practical aspects of the 
radiative transfer models are discussed in the following chapters. 
In chapter 9 the application of a four-stream atmosphere model to the 
correction and calibration of Landsat Thematic Mapper images is 
demonstrated. This atmosphere model has been coupled with the SAILH 
model into an overall four-stream model of optical remote sensing obser­
vations from any altitude. This model is called OSCAR (optical soil-canopy-
atmosphere radiance) and is presented in chapter 10. The so-called adjacency 
effect is also included in this model. 
A number of applications of radiative transfer modelling to optical remote 
sensing problems are illustrated in chapter 11. The applications are divided 
into the categories prediction, explication and model inversion. 
Chapter 12 summarizes the conclusions of this thesis and recommendations 
for further work are given. 



2 FUNDAMENTAL RADIOMETRIC QUANTITIES 

This chapter introduces a number of radiometric quantities and definitions 
which will be referred to in most of the subsequent chapters. Here the term 
radiometric is meant to refer to electromagnetic radiation. Part of the 
material discussed is based on the excellent review of this subject in the 
"Manual of Remote Sensing", chapter 2, called "The Nature of Electromag­
netic Radiation" (Colwell, 1983). 
By analogy with the words incident and incidence, which refer to incoming 
radiation, the words "exitent" and "exitence" are introduced here in order to 
indicate radiation leaving an object. In this way one can speak of exitent flux 
and a direction of exitence, independent of the cause (reflection, transmission 
or emission). 
The term "exitance", which is also introduced in this chapter, is not new and 
refers to the flux density of radiation leaving a surface, and is a more neutral 
alternative for the formerly used term "emittance", which has a strong 
association with thermal emission. 

2.1 Radiant flux, irradiance, exitance and intensity 

The term radiant flux, $, is defined as "the time rate with which radiant 
energy passes a spatial position" (Colwell, 1983). It is given in units of 
joules/sec or watts (W). 
From the need to distinguish radiation according to its wavelength, its 
direction and the area it is incident on or reflected from, several other 
quantities have emerged, which are all based on radiant flux. The term 
spectral flux <ï>x , for instance, is defined as the radiant flux per unit 
wavelength interval, with the defining equation 

$x = d$/dX , (2.1) 

and its unit is W / /xm or W / nm. 

In the remainder of this thesis, it is always assumed that the radiometric 
quantities are spectral, unless stated otherwise, and the subscript X will be 
omitted. However, units will be given in their spectral form and the unit of 
wavelength interval used will be the /um (10~6 m). In addition, the 
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polarization of the electromagnetic radiation will be ignored. Although it can 
be an extra source of information, it makes the theory considerably more 
complex, and its use for earth observation is still in the experimental stage. 

Radiant flux density is the radiant flux per unit area. In order to distinguish 
between flux incident on a surface and flux leaving a surface two symbols 
are used, namely E for incident flux density, also called irradiance, and M 
for emitted or reflected flux density, also called exitance. In both cases the 
unit is W/(m2 ^m). The defining equations are 

£ = d*,/cL4 and M = d*,/cL4 , (2.2) 

where $, and $e denote incident and exitent flux, respectively, and <L4 is an 
infinitesimally small area. 

Radiant flux intensity, /, is the radiant flux per unit solid angle. This term is 
often used when it is necessary to distinguish flux according to its direction. 
The defining equation is 

7 = d<i>/dQ , (2.3) 

where dö denotes an infinitesimal interval of solid angle. The unit of 
(spectral) intensity is W7(/*m sr). In the literature on remote sensing the 
term intensity is not frequently used, perhaps because it applies more to 
point sources than to extended sources, for which the term radiance seems 
more appropriate. 

2.2 Radiance 

Radiance, L, is defined as "the radiant flux per unit solid angle leaving an 
extended source in a given direction per unit projected source area in that 
direction" (Colwell, 1983). The concept of radiance is intended to cor­
respond to the term brightness in visual perception. Its defining equation is 

L = d2$ / (do d4 cos 5 ) , (2.4) 

where ô is the angle between the surface's normal and the direction of flux. 
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The unit of (spectral) radiance is W / (m2 /im sr). 
The definition in words given above is somewhat more strict than necessary, 
since the concept of radiance can equally well be used for the description of 
flux intercepted from, for instance, a part of the sky. in that case d4 is the 
area intercepting the radiation and dß is the solid angle of the part of the sky 
as seen from the surface. This explains why one can speak of the radiance of 
the sky (or a part thereof), while this is a source that is extended but has no 
definite area. Radiance is an important quantity because the signal measured 
by electronic sensors, the exposure of photographic material, or the response 
of the human eye, are all a direct function of the object's radiance. 

Combining the definitions of radiance and flux density, one may write 

L, = dEI ( cos 8 dß ) or dE = L, cos 8 dQ , and 

L0 = dM/(cosOdß) or dM = L0cosodß , 

where the former equations describe the irradiance contribution from a 
fraction within a solid angle dß of incident radiance L, and the latter 
describe how the radiance L0 from a surface in a certain direction contributes 
to the total exitance of that surface. 

For the indication of directions use is made of a spherical co-ordinate system 
with the polar angles 0 (the zenith angle) and <p (the azimuth angle) as shown 
in Fig. 2.1. 
For a horizontal surface element placed in the centre of the sphere, 8 = 6, 
and dß = sin0d0d<p . In this case one can calculate the irradiance on the 
surface element if the radiance distribution over the upper hemisphere, 
L(6,<p) , is given: 

dE = L(ß,ip) cosodß = L(0,<p)cos0sin0d0d<p , or 

2 i */2 

E = [ [ L(0,y>)cos0sin0d0d<p 
0 0 
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Fig. 2.1 Spherical co-ordinate system for indication of directions 

In the literature | cos 6 | is usually replaced with the symbol fi , so that for 
6 < ir/2 sin 0 dd = - d cos 6 = — d/u. , and 

2 i 0 2T 1 

E = f f -L(fi,<p)ixdfid(p = f f L(ji,<p)ixdßd<p 
o 1 o o 

If L(ji,<p) is constant over the upper hemisphere, then 

E = L 2ir -w = 7rL 

Similarly, one obtains M = irL for the exitance of a surface having a 
constant radiance L (independent of direction). 

For a parallel beam of (specular) incident flux dQ is zero, so in that case the 
term radiance is of no use, since it would be infinite. However, the incident 
flux density remains finite and will be denoted as Es in order to indicate that 
the irradiance is specular. The direction of a specular source of radiant flux 
will be indicated as (jis, <ps). 
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2.3 Reflectance 

In general, reflectance is the ratio of reflected and incident radiant flux. The 
reflectance of a surface depends on the direction of observation {fi0 , <p0) and 
on the angular distribution of the incident radiation. The basic quantity 
describing the reflectance of a surface is the bidirectional reflectance 
distribution function (BRDF), for which the symbol p ' is used here. The 
BRDF relates reflected radiance to incident radiance by (Nicodemus, 1970 
and Kasten & Raschke, 1974) 

d£„0*«,.*,
o) = p'(M1-.Vl-,/*0.fP0)^/0*,.*»/)/*/dO|. , (2-5) 

and for specular incident flux from direction (ps, <ps) it is expressed as 

Lob*o'<Po) = P'0*,.1P,.M0.<P0) Es(fis,(ps) . (2.6) 

For a Lambertian reflector p ' is a constant, which means that in that case the 
radiance L0 of the surface will also be constant (independent of the direction 
(Mo > Vo) )• The exitance M of a Lambertian reflector is given by 

2i 1 

M = | | L
0M0dM0<H = vL0 

0 0 

and for a so-called white Lambertian reflector the exitance Mm equals the 
total irradiance £, , since in that case all- incident flux is reflected. Its 
radiance, L ^ , is given by L ^ = M ^ / ir = E,, / -K, SO that the BRDF of a 
white Lambertian surface is equal to p ' ^ = -w~x . 

The radiance L0 (fi0, y>0) of a surface with arbitrary BRDF is found by in­
tegrating Eq. (2.5) over all incidence angles: 

2TT 1 

0 0 

The ratio of this radiance and the radiance of a white Lambertian surface 
with identical orientation and under identical incident radiation is called 
directional reflectance, with the symbol ra . Since 
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2* 1 

LWL = Ei / 7 r = 7r"1 f f Li(^^i)ßMd<Pi . r0 is given by 
o o 

. -K \\p\fii,<pi,ii.0,<p0)Li{iii,ip.)iiidni(iipi 

r- = —^L = »o . (2.8) 
1 2* 1 

'-'m. 

o o 

For specular incident flux this reduces to the so-called bidirectional reflec­
tance, rso , given by 

For isotropic diffuse incident flux (L, constant) one defines the directional 
reflectance for diffuse incidence, rdo , again as a ratio of radiances 
L0 (ji0,<P0) /LWL . by 

2i 1 
r
d0(JV^0) = J jp'O*,.*,-./*„.^JMM^i = irLo(ixo,<p0)/Ei . (2.10) 

0 0 

This reflectance is related to rs0 by 

2i 1 

^Ov*«,) = 7r_1 J p„,(/V¥V/VP0)MM<», • (2-11) 
o o 

The ratio of the exitance M of a surface and the exitance M ^ of a white 
Lambertian surface with identical orientation and under identical incident 
radiation is called diffuse reflectance, with the symbol rd . The exitance M of 
a surface with arbitrary BRDF is found by integrating its radiance L0 (ji0 , tpj 
over all angles of observation: 
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2T 1 

M = | J M J V ^ J M M ^ O 
0 0 

Substitution of Eq. (2.7) and division by Mm gives for rd : 

2i 1 2i 1 

11 11 P '(Wi'Po'Vo)LM'<f>i) nM&PiP0àp„&P0 
r - 0 0 0 0 

rd - _ . (2.12) 

0 0 

For specular incident flux this reduces to the so-called diffuse reflectance for 
specular incidence, rsd , which is given by 

2x 1 

r*i(*V*'i) = } Jp'(/*i.*V/*0.T'0)M0dr*0d*'0 • ( 2-1 3 ) 

0 0 

This reflectance is related to rso by 

2» 1 

frfO*,.*5,) = X~'J J ^ M ^ . ^ . ^ M M ^ . (2.14) 
o o 

For isotropic diffuse incident flux one finds the diffuse reflectance for diffuse 
incidence, r^ , as the ratio MIMy^ , by 

2 i 1 2» 1 

r ^ = »"11 | J | P '(Pt.<PfP„'<P„) PM&P, M M ^ o . (2.15) 
0 0 0 0 

This reflectance can be related to rdo and rsd by using Eqs. (2.10) and (2.13), 
which gives 
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2ir 1 2 x 1 

rdd = 7r"1 f } 'do^o'Vo) »o^o^o = •*'' J J ̂ O v ^ M M * , . (2.16) 
0 0 0 0 

The interaction of incident radiation with a horizontal surface can be con­
siderably simplified if one assumes that the incident flux is composed of a 
specular part Es and a diffuse part E~ which is isotropic. In that case the 
radiance L„ of the surface in a direction (pB , <p0) is found from 

•KL = r E, + r.E: . (2-17) 
o so s do 

For the exitance M of the surface, here denoted as an upward diffuse flux 
density E+, this approximation gives 

E+ = rsdEs + rddE- . (2-18) 

Eqs. (2.17) and (2.18) constitute the four-stream representation of the reflec­
tance of a surface, as four streams or fluxes are involved. In remote sensing 
this is useful, since to a first approximation and under clear conditions the 
radiation from the sky is isotropic and the sun is a source of specular flux. 
The term -KL0 can be related to the signal measured by remote sensing 
instruments, whereas the term E + is relevant for the interaction between the 
atmosphere and the surface, and for e.g. energy balance studies. 

2.4 Transmittance 

The transmittance of radiant flux through a plane parallel layer can be 
described in close analogy with that given for the reflection at a surface in 
the previous section. All diffuse transmittances so defined can be based on a 
so-called bidirectional transmittance distribution function BTDF, for which 
the symbol T ' is used. The BTDF relates transmitted radiance to incident 
radiance by 

d £ > 0 > ^ ) = T ' ^ ^ / v ^ L ^ . ^ . d Ö , . . (2.19) 

The difference with Eq. (2.5) is that in Eq. (2.5) the directions (/i,, <p^) and 
(Mo » <Po) a r e m opposite hemispheres, whereas in Eq. (2.19) these must be in 
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the same hemisphere. 
In a manner similar to the one applied for the reflectances defined in section 
2.2, the following transmittances can be defined: 

2ir 1 

Tdo^o^o) = ' " ' J f T„0*,.*>,.M„.iOM/*,d^ ; (2.21) 
0 0 

2x 1 

//*,.?,) = 'T"11 |^0(^.^^0>V0)M0d^d^o ; (2.22) 
0 0 

2t I 2i 1 
T^ = ^"'1 } Tdo^o^o)lJ-od^'Po = *_1 j } T*<( /V^)MM^ . (2.23) 

0 0 0 0 

For /x0 = ^ and <f>0 = <ps , radiation can penetrate into a layer and leave it at 
the opposite side without any interaction. The fraction of the incident flux 
which passes through the layer in this manner is called the direct transmit-
tance. For specular flux it is symbolized as T„ , whereas for radiance in the 
direction of observation it is symbolized as r00 . 

2.5 Four-stream interactions with layers and surfaces 

The quantities describing four-stream radiant flux interactions with a surface 
were given in section 2.3. For a plane-parallel layer the six transmittances 
defined in the previous section are used in addition to four reflectances 
which describe the reflections at the top and the bottom of the layer and 
which are symbolized as p, with the proper subscripts attached. In that case 
the four-stream radiative transfer equations for a layer are the following: 
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£,(b) =TssEs(t) 
E -(b) = Tsd Es (t) + rM E -(t) + pdd E

 +(b) 
E +(t) = pid E, (t) + prfrf £ "(t) + r^E +(b) 
xL0

+(t) = p50 Es (t) + prf0 E ~(t) + T* £ +(b) + T«, 7rL0
+(b) 

TL„-(b) = rso Es (t) + T* £ "(t) + pA £• +(b) + rM 7rL0-(b) 

where (t) and (b) refer to top and bottom of the layer, and 

(2.24.a) 
(2.24.b) 
(2.24.c) 
(2.24.d) 
(2.24.e) 

Es = 
E~ = 
E+ = 
L: = 
K = 
Tss = 
T 
' OO 

Tso 

Tsd 
Tdo 
rdd 

ßso 

Psd 

Pdo 

Pdd 

specular downward irradiance 
diffuse downward irradiance 
diffuse upward irradiance 
upward radiance 
downward radiance 
direct transmittance in direction of specular flux 

= direct transmittance in direction of observed radiance 
= bidirectional transmittance 
= diffuse transmittance for specular incidence 
= directional transmittance for diffuse incidence 
= diffuse transmittance for diffuse incidence 
= bidirectional reflectance 
= diffuse reflectance for specular incidence 
= directional reflectance for diffuse incidence 
= diffuse reflectance for diffuse incidence 

The quantities r^ , pM , T^ , pdo and Tœ appear twice in Eqs. (2.24). The 
reason is that no distinction has been made between upward and downward 
transmittances and between reflectances at the top and at the bottom of the 
layer for these quantities. It should be noted, however, that the respective 
quantities are not necessary equal to one another; they will only be so if the 
layer is homogeneous and if scattering inside the layer is similar for upward 
and downward radiation. 
The interaction with a surface has been described by Eqs. (2.17) and (2.18). 
Combining these with Eqs. (2.24) enables one to derive the reflectance of a 
layer that is placed on top of a surface. For this, Eqs. (2.17) and (2.18) are 
rewritten as 
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£+(b) = rsdEsQo) + r^E-Qa) , and 
7rL0

+(b) = r i0£s(b) + r*£-(b) , 
(2.25.a) 
(2.25.b) 

since this interaction takes place at the bottom of the layer. This coupling of 
a surface and a layer superimposed on it is called the adding method for 
surface reflectance in four-stream representation. The adding method has 
been described by various authors, e.g. Van de Hulst (1980) , Cooper et al. 
(1982) and De Haan (1987), and can be applied to problems such as at­
mospheric scattering in combination with earth surface reflectance, 
vegetation on a soil, water and sea bottom, etcetera. 
The combination of Eqs. (2.24a-d) and (2.25) can be visualized by means of 
a so-called flux interaction diagram. Fig. 2.2 shows this diagram in order to 
demonstrate how a scattering layer interacts with the reflectances of the 
surface and thus produces new resultant reflectances for the top of the layer. 
In a flux interaction diagram incident fluxes are placed in square boxes and 
exitent fluxes in circles. Arrows indicate the directions of radiation flow and 
the reflectances or transmittances beside the arrows are the multiplication 
factors to be applied in order to calculate the resultant reflectances. 

layer 1 

/ 

Es(t) 

lss 

• ' 

/ 

/ 

T s d \ 

S) 

Psd 

E"W 

' 

E~(b) 

Pdd , 

( Pdd 

Pdo 

^ + ( t ) 

Tdd 

C+/M 
\"i 

\ 
\ 

« 1 

(E0W) 

Ado 

, 

•-0 
1 — ' 

top 

bottom 

surface 

Fig. 2.2 Flux interaction diagram for the combination of a scattering layer and a 
reflecting surface at the bottom 
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The radiance in the direction of observation, multiplied by TT, -KL0 , has been 
symbolized here by a "flux" E0 . More examples of flux interaction diagrams 
are shown in chapters 9 and 10 to illustrate the interaction of the atmosphere 
with the earth's surface. 
The resulting reflectances describe the interaction of radiation incident at the 
top of the layer, with the layer-surface ensemble, as follows: 

E+(t) 
7TL0

+(t) 

= r;dEs(t) + r^E~(t) 
= r;oEs{t) + r;0E-(t) 

and 

Expressions for r*0 , r*d, rd0 , and rdd are given in Verhoef (1985a). 

(2.26.a) 
(2.26.b) 

2.6 Extinction, absorption and scattering 

When a beam of specular radiant flux is incident on a plane-parallel 
homogeneous layer, the medium inside the layer will partly absorb and 
partly scatter the intercepted radiation, causing the specular flux density to 
be attenuated. The attenuation due to this interception is illustrated in Fig. 
2.3. 

z = 0 

layer 

z = d 

Fig. 2.3 Attenuation of specular flux by scattering 

Let Es° be the flux density on a plane perpendicular to the rays; then the flux 
on a horizontal plane above or at the top of the layer equals 
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Es = Es° cos ds = Efts-

Inside the layer, Es is attenuated, and the relative attenuation of Es per unit 
metrical depth is called the extinction coefficient, k , so one can write 
(Beer's Law) 

dEJdz = -kEt , (2.28) 

where z is measured in vertically downward direction. The extinction coef­
ficient k depends on the angle of incidence 6S by 

k = /3/cos0s = 0//1, , (2-29) 

because of the increasing path length with increasing 6S . The quantity 0 is 
called the interception coefficient. For so-called isotropic media ß is indepen­
dent of 6S . This is the case for media consisting of randomly oriented par­
ticles, such as most atmospheres. 
As ß has a dimension of m_1, the product ßd is dimensionless and is called 
the optical thickness, b, of the layer. For layers with vertically varying 
density one defines the optical thickness as the integral of ß (z), or 

d 

b = | ß(z)dz . (2.30) 
o 

Instead of the metrical depth z one can introduce the optical depth T by 

z 

T = \ß(z)dz , and dr/dz = ß(z) . (2-31) 
o 

In this way Eq. (2.28) is rewritten as 

d£s/dT = -{\ln,)Et . (2.32) 

The attenuation of diffuse incident flux is derived by replacing Es with 
d£, = L(Ju,dß, inEq. (2.28): 

dL,.M,dÖ,/dz = -(j8/M(.)L,.Mldß,. . 
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When L, is constant (isotropic diffuse flux), and both sides are integrated 
over the upper hemisphere, one obtains dirLj/dz = — 2T/3L, , and with 
7rL, = E ~ , the diffuse downward irradiance, this is written as 

dE'/dz = -2ßE- . <2-33) 

This means that for diffuse (isotropic) flux the extinction coefficient is twice 
as great as for specular flux at vertical incidence, or that it is equal to the 
one found for specular flux at an incidence angle of 60° (fis = 0.5). 
However, these relations are only valid for isotropic media, since ß was 
assumed constant. For non-isotropic media Eq. (2.33) should be replaced by 

2x 1 

dE-/dz = - £ * - ' J f jSOv^d^dp, . (2.34) 
0 0 

The scattered radiation can be described by means of the so-called volume 
scattering function (Kasten & Raschke, 1974) y ' , which is defined by 

aI0(n0,<P0)=l'(ns,<Ps,ß0,<P0)Es°(ns,<ps)dV , (2-35) 

where d/0 (p0 , <p0) is the intensity in direction (ii0, <p0) of the volume dV ir­
radiated by E° from direction (jis, <ps) . Note that Es° is the specular flux 
density on a plane perpendicular to its direction. For a horizontal plane-
parallel layer Eq. (2.35) is rewritten as follows by means of the substitutions 

d/o =d2$o/dflo ; Es
0=Es/(is ; dV = cL4dz , 

where d2$„ is the scattered flux in direction (p0, <p0) within a solid angle dQ0 

and cL4 is an area element of the layer. Omitting the direction arguments, 
this gives 

d2*o/dßo = y'EJ^dAdz , or 

d2$o = y'Es/lisdAdzdQ0 . 

Integration over all scattering directions gives the total scattered flux as 
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2T 1 

d$o = | | 7 'dMod^0 £s / ^ cL4dz . 
o -1 

The flux intercepted by volume dVis given by d$, = dEsdA. 
Since dEs = (ß I fis) Es dz, the intercepted flux is given by 

d$,. = (ß/ßs)EsdAdz . 

Now d$0 is expressed in d^ by 
In 1 

d*o = f I V d / x ^ d*,//3 . 
o 

0 -1 

The ratio of total scattered flux to intercepted flux is called the single 
scattering albedo, a> , and hence is given by 

2» 1 

(o =d*0/d* i ,= ±^y'dn0d<p0 . (2.36) 

For isotropic scattering (y ' constant) this yields o> = 4^7 'is / ß, or 
7',, = w0/(4x). 
The ratio of the actual volume scattering function y ' to the one for isotropic 
scattering y 'is is called the scattering phase function, p (iis,tps,fi0,<p0) and is 
given by 

= 4T7,(/xj,spJ,/i0,y0) (2.37) 
2x 1 

J J7'(/V^>/V<OdM0
d<°<> 

o -1 

From this it also follows that 
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2T 1 

J JM/V^'/V^d/^o = 47r 

0 -1 

The volume scattering function y ' can be expressed in co , ß and p by 

An alternative for the volume scattering function 7 ' is the bidirectional 
scattering coefficient or area scattering function 7 , defined by 

d*Lo = yEsàz , (2-39) 

and is closely analogous to the term bidirectional reflectance, defined in 
section 2.3. The relation between 7 and 7 ' can be derived from Eq. (2.35) 
by writing the intensity d/0 in terms of the radiance dL0 : 

d2$„ 
d/ = d2* /dß = — fi dA = dL n<L4 

™0 0 

This gives dLofiodA = y 'Es/fisdAdz , or 

dirL = ̂ L-Edz , so that 7 = ^L_ (2.40) 

Combining this result with Eq. (2.38) gives for the bidirectional scattering 
coefficient 

7 = -^-P • (2.41) 

For diffuse incident radiance Eq. (2.35) is modified by replacing the specular 
incident flux Es° with the irradiance on a plane perpendicular to the rays 
from a solid angle dß„ which is equal to dE" = L, dß, . This gives 

d2/o = 7 'Z^dfydV = y 'L,dß,cL4dz . 
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Putting d2/o = nod
2LodA gives 

H0à
2LoàA = y 'L,dQ,äÄäz , or 

Mod
2Lo =y'LiàQlâz . 

Integration over all incidence angles, and substitution of y ' from Eq. (2.38) 
leads to 

V0àLo = -^-jSdz [ pL.dQ, , or, with ßdz = dr , 

^° dr 4TT J y • ' 

4 * 

This expression describes the transfer of radiance from all incidence direc­
tions into radiance in a direction (fi0, <p0) due to scattering. Incorporation of 
the extinction of L0 itself gives 

^ - ~L°+ TA pL^ • (2-42) 
4TT 

This is widely known as the radiative transfer equation (RTE) for plane-
parallel layers, including absorption and scattering processes. 
Eq. (2.42) is restricted to isotropic media since ß was treated as a constant in 
its derivation. 
For non-isotropic media the concept of optical depth T loses somewhat of its 
meaning and in this case the RTE is preferably written in terms of the 
metrical depth z as 

dL , 
- ^ = -kL0 + TT1 \yL, M,dQ,. . (2.43) 

where k is the extinction coefficient and y the bidirectional scattering coef­
ficient. 

In the literature on radiative transfer in vegetation canopies the function 
ß (p.), or even ß (p., <p), barring a proportionality constant, is called the G-
function (e.g. Ross & Nilson, 1975). Basically it describes how the inter-
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cepted flux depends on the direction of incidence. In the Suits model (Suits, 
1972) and the SAIL model (Verhoef, 1984) this function is not identified as 
such, but use is made of the extinction coefficients k = k (fis) and 
K = k (fij . In essence, these models are based on the equations 

dEs/dz = -kEs , 

dvLJdz = w(fis,ps,fio,<po)Es + lw(p.,<pl,p0,<p0)LlpldQi - KwLo , 
4* 

where the first describes the extinction of specular (solar) flux, and the 
second is the actual RTE, with w as the bidirectional scattering coefficient 
and K as the extinction coefficient in the scattering direction. 

So far this introduction of fundamental radiometric quantities. In the fol­
lowing chapters these quantities and the relations between them will fre­
quently be applied for the physical description of radiative transfer in 
different media such as the terrestrial atmosphere and vegetation canopies. 
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3 CLASSIFICATION OF RADIATIVE TRANSFER MODELS 

In this chapter radiative transfer models are discussed on the basis of a 
number of features, which makes it possible to distinguish existing models 
from one another and to place the models discussed in this thesis in a proper 
context. The features considered here are : 

- type of medium 
- scattering behaviour 
- representation of radiative transfer equation 
- method of solution 

After a discussion of these features, a section is devoted to the subject of 
coupling methods, which is important for models consisting of a combination 
of different types of medium in different layers. 

3.1 Type of medium 

For the application in remote sensing problems, radiative transfer models 
have been developed for a wide variety of media, a list of which follows 
below : 

- air 
- aerosols, clouds 
- water bodies 
- snow 
- plant leaves 
- vegetation canopies 
- forests 

From a physical point of view, scattering media can also be classified 
according to their properties with respect to the interception of incident 
radiation. This leads to the following categories : 

- isotropic media 
- azimuthally isotropic media 
- anisotropic media 
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The distinction between these types of interception is very important as it 
largely determines the methods of solution that can be chosen. For isotropic 
media the interception of radiation is independent of the direction of in­
cidence. This is the case for collections of spherical particles and for collec­
tions of non-spherical particles which have a random orientation. Examples 
are the atmosphere, water, and homogeneous vegetation canopies with a 
spherical leaf angle distribution. 
For azimuthally isotropic media the interception of incident radiant flux is 
independent of the azimuth angle, but it does depend on the zenith angle. In 
general this is the case for media in which e.g. the force of gravity imposes 
an orientation of the elements which is random in azimuth but non-spherical 
in the zenith direction. Examples are homogeneous vegetation canopies and 
snowflakes in the atmosphere. Anisotropic media intercept radiation depen­
ding on both the zenith and the azimuth angle of incidence. Vegetation 
canopies with a heliotropic leaf orientation distribution and those exhibiting a 
clear row structure are examples of this category. 

3.2 Scattering behaviour 

For the scattering of incident radiation by collections of elementary particles 
physical descriptions have been derived by various authors. In atmospheric 
scattering those for air and aerosol particles are known as Rayleigh- and 
Mie-scattering, respectively. Polarization effects are also included in these 
theories. For the explanation of rainbows and similar phenomena use is made 
of theories based on geometric optics. 
Also the interception and scattering of light by leaf layers has been described 
in physical terms. Here, usually one assumes that the light intercepted by a 
leaf is scattered in a bi-Lambertian manner, meaning that the reflected and 
transmitted light are both isotropic, but not necessarily equal. In some more 
sophisticated theories, also a specular component of the leaf reflectance is 
included, as well as polarization effects. 

3.3 Representation of the radiative transfer equation 

The radiative transfer equation (RTE) forms the basis of each optical model 
that allows to predict the reflected and transmitted radiation from the object's 
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properties and the incident radiation. The RTE is a so-called integro-dif-
ferential equation and describes the differential change of the radiance in a 
certain direction due to the combined effect of interception in that direction 
and the effect of scattered incident flux integrated over all angles of in­
cidence. There exists no analytical solution to this equation, so that one 
always has to accept some form of approximation. 
By representation of the RTE is meant a modified RTE which is numerically 
solvable, and which is somehow adapted to the type of medium and scat­
tering at hand. In this respect mostly one-dimensional plane-parallel media 
are considered here, as these form the majority of existing models. In such 
media the most important metric quantities are the metrical depth z, and the 
zenith and azimuth angles. As to the representation of the RTE one can now 
distinguish between some types and levels of discretization that are usually 
applied : 

- angular segments 
- discrete angles 
- discrete layers vs. continuous z 

The latter discrimination results into a set of difference equations versus a set 
of differential equations representing the RTE, thus leading also to a purely 
numerical, or to an analytical solution. As to the angular discretizations, for 
angular segments always a fixed tessellation of the sphere of directions is 
used, whereas in the case of discrete angles the choice of directions can be 
either fixed or adaptive. 
In many existing models the above mentioned discretizations apply only to 
the description of the diffuse flux field. For example, the so-called single 
scattering contribution can be calculated analytically when two discrete 
directions, namely the direction of the sun and the direction of viewing, are 
given. 
Finally it should be mentioned that for media in which the size of the 
scattering elements becomes significant, a description of radiation transfer by 
means of just an RTE is incomplete, since in that case shadowing effects 
must also be accounted for. In particular, this situation is found in models of 
forests and of heterogeneous vegetation in general. In this case one usually 
combines a description in terms of an RTE with one based on geometric 
optics. 
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3.4 Methods of solution 

The methods of solution to be discussed in this section are the ones most 
frequently found in the literature on remote sensing and optics. These are 

- Monte Carlo method or ray-tracing 
- adding method 
- doubling method 
- successive orders of scattering approximation (SOSA) 
- analytical solution by means of eigenvectors 
- discrete ordinates method (DOM) 

Ray-tracing 

In this method photons are numerically 'traced' through the medium until 
they are either absorbed or escape from the medium. By counting the 
photons that manage to escape one can determine the reflectance and the 
transmittance. Each change of direction inside the medium is governed by 
the probability of scattering in the exitence direction given the incidence 
direction and the scattering properties of the medium. What actually happens 
to a photon is determined by drawing random numbers. 
A great advantage of this method is that it can be applied to almost any 
scattering medium, so that the level of realism can be very high. For 
instance, heterogeneous media such as forest stands are difficult to model 
realistically without incorporating their 3-D structure and a ray-tracing 
approach can be a good solution in this case. However, a disadvantage is the 
fact that this method is computationally very demanding, since for the deter­
mination of e.g. the bidirectional reflectance thousands of photons escaping 
in the exitence direction must be counted. Also, the relation between the 
reflected and transmitted radiation and the properties of the medium becomes 
almost as complex as in reality. A useful application of this method is the 
testing and validation of simpler models. 

Adding method 

The adding method is applied to discrete layers of finite optical thickness, 
whereas the angular discretization can be arbitrary. This method is based on 
the finding that the optical properties of a stack of two layers can be com-
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puted from the optical properties of the two separate layers. These separate 
layers do not have to be optically thin, and therefore the adding algorithm 
can also be applied successfully in the computation of the optical properties 
of vertically heterogeneous media. Normally however, this method is applied 
in such a way that, starting with one optically thin layer, identical layers are 
added successively until the required optical thickness has been reached. 
As a by-product, the adding method gives also the vertical flux profile. In 
practice, this is the only reason to apply the method to homogeneous media, 
as when the vertical flux profile is not required, the much more efficient 
doubling method, discussed hereafter, can be used. 

Doubling method 

The doubling method starts with an optically thin layer, and uses the adding 
equations in order to find the optical properties of a stack of two of these 
layers. This doubling step is repeated until the required optical thickness has 
been reached. For vertically homogeneous media this method is much more 
efficient than the adding method, since for instance a layer consisting of 
1024 sublayers would require 1023 adding steps and only 10 doubling steps. 

Successive orders of scattering approximation (SOSA) 

In this method the medium is divided into a finite number of sublayers and 
the diffuse flux field in all sublayers is computed iteratively. This is done by 
starting with the so-called zero-order flux, i.e. the flux field resulting from 
interception alone (no scattering). Next this flux field interacts with the 
medium to produce the first-order (singly scattered) flux field, which 
interacts with the medium to produce the second-order field, etcetera. This 
continues until successive approximations no longer influence the final result, 
i.e. the total flux field at all levels. The reflectance and the transmittance of 
the medium can finally be found from the upward flux at the top layer and 
the downward flux at the bottom layer, respectively. This method is con­
ceptually elegant and particularly useful if the internal flux field has to be 
determined. A disadvantage is that in case of low absorption the iteration can 
be very slow, for instance in the atmosphere and in vegetation canopies for 
near infrared radiation. 
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Analytical solution by means of eigenvectors 

In the context of radiative transfer, an eigenvector is a set of weights applied 
in a linear combination of the fluxes in all discrete directions considered in 
the representation of the RTE. For each linear combination the radiative 
transfer equation acts in a special way, namely that only extinction in the z-
direction has to be considered, which means that each flux pattern associated 
with an eigenvector persists through the entire layer and that its strength 
decreases or increases exponentially as a function of z. Each eigenvector has 
its own extinction coefficient, called eigenvalue. For the solution, first the 
incident flux field is decomposed into its eigenvectors, after which the 
exponential extinction is applied in order to find the intensities of the 
eigenvectors at the top and the bottom of the layer. Finally, these are 
transformed back to original fluxes, from which reflectance and transmittan-
ce can be determined. 

This method is particularly useful if calculations have to be carried out for 
many values of the optical thickness if everything else is constant, since the 
eigenvectors and eigenvalues in that case are also constants. 
A disadvantage of the method is that the mathematical formulation cannot be 
translated directly into safe computer code, as mathematical singularities can 
lead to serious numerical problems. However, if these are properly taken 
care of, a computationally very efficient method is the result. 

Discrete ordinales method (DOM) 

The discrete ordinates method, as the name suggests, employs a set of 
discrete directions in order to represent the RTE. However, in a more strict 
sense, this method refers to the situation of an isotropic medium, in which 
case the choice of directions is optimized on the basis of Gaussian in­
tegration. Here the scattering phase function is expanded in a set of 
Legendre polynomials and the azimuthal flux field in a Fourier series. If no 
polarization is included, then the latter reduces to a cosine-series. As to the 
Gaussian quadrature scheme, both full-range and double half-range (in zenith 
direction) variations have been reported. In the latter case each hemisphere is 
treated separately, which gives the advantage that the discontinuous 
behaviour of the flux at the horizon is more easily accommodated. 
The final result is a linear system of differential equations, which can be 
solved analytically by means of the method above, or they are turned into a 
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set of difference equations after which adding, doubling or SOSA can be 
applied for a solution. 

3.5 Coupling methods 

For the calculation of the optical properties of an ensemble of different 
layers, or of the reflectance of a surface covered by one or more scattering 
layers, it is necessary to use a so-called coupling algorithm. 
Besides the coupling algorithm itself, it is also important to consider what 
restrictions are imposed on the boundary equations when applying a par­
ticular method of solution. 

As to the coupling methods, the most frequently used are the adding method 
and the boundary equation method. The adding method has been explained 
already above and can be applied to turbid media, i.e. media in which the 
size of the scattering particles is negligible. In this respect, the boundary 
equations method is more general, since in that case this restriction is not 
required. A disadvantage of the boundary equations method is that a system 
of linear equations has to be solved. This system of equations is the result of 
the boundary conditions at the top and the bottom of the ensemble of layers 
and of the required continuity of the fluxes at the interfaces between layers. 
Restrictions on the boundary equations are particularly important when the 
types of media in the different layers are different or when the reflectance of 
a surface at the bottom of an ensemble of layers has properties which cannot 
easily be accommodated by the representation of fluxes in the layers above. 
For instance, in the combination water surface - atmosphere the surface 
generates upward specular flux and if this kind of flux is not included in the 
atmospheric layers above, then the boundary equations at the bottom are 
restricted, so that less realistic results would be obtained. Also, a DOM-
based atmospheric model cannot easily be combined with a surface 
vegetation reflection model as the latter must be based on a different method, 
because the vegetation medium is in general non-isotropic. 
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3.6 Conclusion 

Radiative transfer models vary widely according to the type of medium 
modelled, the physical laws of scattering behaviour, the representation of 
radiative transfer by means of mathematical expressions, and the various 
methods of solution that can be applied. Except for the former two charac­
teristics, these features are relatively independent of one another, so that in 
practice there is a great variety of possible model implementations one can 
choose from. In the next chapter a number of radiative transfer models for 
vegetation and the atmosphere are discussed on the basis of these characteris­
tics, thus illustrating combinations of features included in models that 
actually have been implemented by various investigators. 
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4 MODELS FOR VEGETATION AND THE ATMOSPHERE 

This chapter gives a brief review of existing radiative transfer models for 
vegetation canopies and atmospheric layers. The features discussed in 
chapter 3 will serve to some extent in order to classify the models into 
different categories. 

4.1 Vegetation models 

Radiative transfer models for vegetation canopies have initially been 
developed for the study of photosynthesis in plant stands. Stimulated by 
optical remote sensing techniques, later also models were developed in order 
to obtain a better insight in the interaction between incident radiation and 
vegetation canopies, giving support to the interpretation of remotely sensed 
images of crops. An excellent and reasonably up-to-date overview of 
vegetation canopy reflectance models is given by N.S. Goel (1988). This 212 
pages thick review article contains about 200 references and discusses about 
40 different existing models. The models discussed in this chapter form only 
a small subset of these, and were selected on the basis of lines of develop­
ment and representativeness of certain types of model in terms of the 
features discussed in the previous chapter. 

4.1.1 Discrete models 

This class of models is based on the division of the canopy into a finite 
number of layers, for which radiative transfer is described by means of a set 
of difference equations. One of the first of these is the model of De Wit 
(1965). Goudriaan (1977) has extended and improved this model (mainly 
with respect to the method of solution). Since the calculation of photosyn­
thesis was the primary interest, the model employs a rather coarse angular 
division, namely 9 zenith zones of 10 degrees each, and no azimuthal 
division. Also, leaves are assumed to have equal reflectance and transmit-
tance, as expressed by the use of only one constant scattering coefficient. 
For photosynthesis calculations this may be no problem, it is for reflectance 
calculations, especially in the visible part of the spectrum, where the relative 
difference between leaf reflectance and transmittance can be substantial. 
Goudriaan uses a method of solution which is iterative in nature and which 
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in essence does not differ from the SOSA method. In Bunnik (1978) results 
of Goudriaan's model are compared to those of the Suits model, discussed 
later. 
The model of Cooper, Smith & Pitts (1982) is very similar to Goudriaan's 
model, except that the adding method of Van de Hulst (1980) is used as the 
method of solution, and that single leaf reflectance and transmittance can be 
unequal. 
Den Dulk (1989) in his models applies the original idea of using discrete 
directions chosen from a polyhedron consisting of hexagons and pentagons 
('soccer ball'). This gives 92 directions in total with a mean angular dif­
ference of 24 degrees. The diffuse flux field as well as the leaf orientation 
distribution can be expressed in these 92 directions, so that even azimuthal 
symmetry is not a requirement. Den Dulk calls his models TURTLE and 
HARE, the first one of which uses the adding method, so that it can also 
provide the internal flux profile, and the second one uses the much faster 
doubling method. 

4.1.2 Analytical models 

By analytical models is meant the class of models which is based on a 
continuous vertical dimension, so that radiative transfer is described by 
means of a set of differential equations. The simplest of these is formed by 
the Kubelka-Munk (1931) theory, which has been applied to all sorts of 
media, for instance layers of paint, plant leaves, turbid water, etcetera. 
Because this theory is based on two semi-isotropic up- and downward diffuse 
fluxes it is referred to as a two-stream approximation. In terms of angular 
discretization this theory uses two segments, namely the upper and lower 
hemisphere. The original KM-equations are given by 

d//dz = -(k+s)I + s J , and .. ,. 
(4.1) 

dJ/dz = (k+s)J - si , 

where / = downward flux 
J = upward flux 
k = absorption coefficient 
s = (back) scattering coefficient 
z = metrical depth 
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Fig. 4.1 illustrates this interaction of fluxes inside a turbid plane-parallel 
medium. 
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Fig. 4.1 Diffuse flux interactions according to Kubelka-Munk theory 

The system of coupled linear differential equations can easily be solved 
analytically. For solutions, see for instance Bunnik (1978) or Den Dulk 
(1989). 
Eqs. (4.1) describe the increase of flux due to backscattering of flux from 
the opposite direction and the decrease caused by loss of the flux in the same 
direction due to absorption and backscatter. The combination (k + s) is the 
so-called attenuation coefficient. 
In an alternative notation, which is more compliant with the one used 
elsewhere in this manuscript, these equations are written as 

(4.2) d£"/dz 
d£*/dz 

/here E ~ 
E + 

a 
a 

= -aE' + a E* , and 
= -a E~ + aE* , 

= downward flux 
= upward flux 
= attenuation coefficient 
= backscattering coefficient 

In order to include also the effects of a specular source of flux like the sun, 
the above system of equations was extended by Duntley (1942). The so-
called Duntley equations are given by 
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dEJdz = -kE, 
dE-/dz = s'Es - a E- + a E* , (4.3) 
d£+/dz = -sEs -oE- + aE+ , 

where Es = specular flux 
k = extinction coefficient for specular flux 
s' = forward scatter coefficient for specular flux 
s = backscatter coefficient for specular flux 

In the vegetation canopy reflectance model of Allen, Gayle & Richardson 
(1970) these equations are applied to simulate the hemispherical reflectance 
as a function of the solar elevation during the day. As the model has five 
parameters, five independent measurements must be carried out at least for 
an empirical fit. 
The model of Suits (1972) also uses the Duntley equations, but now the 
coefficients are directly expressed in biophysical parameters of the canopy. 
In addition to that, Suits also introduces four extra coefficients (an extinction 
coefficient and three scattering coefficients) in order to estimate the radiance 
at the top of the canopy for calculation of the bidirectional reflectance. A 
disadvantage of the Suits model is that the coefficients are only defined for 
horizontal and vertical leaves, so that for an actual leaf inclination 
distribution the oblique leaves must be projected on horizontal and vertical 
planes in order to obtain the total horizontal and vertical leaf area indices, H 
and y . For the vertical projections a random azimuth distribution is as­
sumed. 
The SAIL model (Verhoef, 1984), from Scattering by Arbitrarily Inclined 
Leaves, is a refinement of the Suits model in that the coefficients can be 
computed for any leaf inclination, while still a random leaf azimuth 
distribution is assumed. This model is further discussed in chapter 7. 
Incorporation of the so-called hot spot effect in a manner suggested by 
Kuusk (1985) has resulted in a variant called SAILH, which is discussed in 
chapter 8 of this thesis. In SAILH the size of the leaves and the associated 
shadowing effects are taken into account for the calculation of the single 
scattering contribution to the bidirectional reflectance. All other contributions 
are computed as before. Except for the hot spot effect in SAILH, all of the 
above models are solved analytically. 
In Rosema et al. (1991) a variant called FLSAIL is introduced which is not 
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solved analytically, but by means of the doubling method. This model was 
intended for the simulation of canopy fluorescence and since the combined 
fluorescence and scattering processes are expressed by eight differential 
equations, a purely analytical solution would become too tedious. By this 
example it is also demonstrated that analytical and discrete models are 
sometimes less different from one another than might be expected. 
The analytical models discussed so far describe the diffuse flux field by 
means of the very crude angular segmentation in only two hemispheres. The 
extensions towards the incorporation of specular solar flux by Duntley and of 
radiance in the direction of observation by Suits have enormously increased 
the applicability of the KM-theory, but the effects of deviations of the diffuse 
flux from semi-isotropic are still relatively unknown. Den Dulk (1989) has 
compared SAIL with his model and this revealed virtually no difference in 
output, so for vegetation canopies this approximation seems to be justified. 
An extension of the basic Kubelka-Munk theory towards a matrix-vector 
formulation in order to accommodate a finer angular segmentation has been 
introduced by Chen (1985). He uses nine zenith zones and 36 azimuth 
sectors in each hemisphere, which leads to matrices of dimension 324x324 
to describe diffuse scattering. Although he suggests ways to reduce com­
putation time for the case of azimuthally isotropic canopies, his solution 
seems more involved than application of an azimuthal cosine-transform, 
which would result in only nineteen 9x9 matrices (see chapter 5 of this 
thesis). 

This section is concluded with the differential equations representing the so-
called four-stream theory which is used in the Suits and SAIL models. In a 
notation slightly different from the one in Verhoef (1985a) these read 

(4.4.a) 

(4.4.b) 

(4.4.c) 

(4.4.d) 

(4.4.e) 

where E0 = it times the radiance in the direction of view 
K = extinction coefficient in the viewing direction 
v = directional backscatter coefficient for diffuse incidence 
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dEs/dz = 
dE-/dz = 

d£Vdz = 

d£07dz = 

d£07dz = 

-JcEs 

s'Es 

-*ES 

-wEs 

W'Es 

- aE~ 

- oE-

- vE~ 

+ v ' £ -

+ oE + 

+ aE* 

-V'E* + KE; , 

+ vE* - KE0 , 



v ' = directional forward scatter coefficient for diffuse incidence 
w,w ' = bidirectional scattering coefficients for downward, upward 

view 

The last equation is included here for completeness, since it describes the 
generation of downward directed radiance. It is not necessary for calculation 
of the bidirectional reflectance of canopies. Eqs. (4.4.d-e) were introduced in 
Verhoef (1985a) in order to better comply with formulations of radiative 
transfer in atmospheres. Suits (1972) uses the concept of 'direct line of sight' 
for derivation of the radiance at the top of the canopy. In essence, he applies 
two differential equations, namely 

dF/dz = -KFn 

(4.5) 
d£o(t)/dz = -(wEs + vE- + v'Et)Fo , 

where F0 = the fraction of a layer seen by direct line of sight 
E0 (t) = 7T times the radiance at the canopy top 

However, it can be shown that F0 is a redundant quantity and that Eq. 
(4.4.d) can be used instead, which is more general since it allows to determi­
ne the radiance at any level within the canopy, not just at the top. 

4.1.3 Other models 

Models not discussed so far are those that apply other representations of 
radiative transfer than the ones outlined above for homogeneous canopies, or 
that apply a mixture of solution techniques for heterogeneous vegetation. 
Ross & Nilson (1975) describe the interaction of light with a canopy in very 
general terms using the radiative transfer equation of chapter 2. They employ 
a scattering phase function which is not limited to isotropic media and they 
include non-Lambertian reflection and transmission of leaves in their descrip­
tion. Their theory has been the starting point for various refinements, such 
as the incorporation of the hot spot effect (Nilson & Kuusk, 1989), and for 
alternative methods of solution like the Monte Carlo technique (Ross & 
Marshak, 1984). 
Myneni, Asrar & Kanemasu (1987) also follow this approach and use the 
SOSA method for the solution. 

41 



A number of models also are based on descriptions in terms of the radiative 
transfer equation, but assume an isotropic medium in order to enable the use 
of well-established solution methods like the DOM. In such a medium the 
scattering phase function depends only on the angle between the incidence 
direction and the exitence direction. Examples are the models of Weinman & 
Guetter (1972), Gerstl & Zardecki (1985), and Camillo (1987). However, 
since only homogeneous canopies with a spherical leaf angle distribution 
really fulfil this condition, the general applicability of these models seems 
questionable. 
Contrary to the so-called one-dimensional models discussed so far, 
heterogeneous vegetation showing density variations due to dumpiness, 
rows, etcetera, should be treated as a three-dimensional medium. One of the 
first attempts to model a row crop was reported in Verhoef & Bunnik 
(1976). This model was based on the Suits model, but calculated the contri­
bution from singly scattered sunlight on the basis of an abstraction of the 
rows shaped as rectangular prisms. Suits (1983) relaxed this rather crude 
abstraction by allowing more general periodic density variations and 
introduced numerical calculations for the estimation of the diffuse fluxes. 
The results of both models showed that in, or close to, the row direction the 
bidirectional reflectance substantially differs from the one of the equivalent 
homogeneous canopy, especially in the red part of the spectrum. Extensions 
of the SAIL model for heterogeneous vegetation have been created by Goel 
& Grier (1986). Their model called TRIM (Three-dimensional Radiation 
Interaction Model) uses regularly spaced elliptical subcanopies in order to 
represent the density modulation. Although this model is internally very 
complex, the number of input parameters has been kept to a minimum in 
order to retain good possibilities for parameter estimation by model inversion 
techniques. The model called BIG AR of Norman & Welles (1983) is even 
more general than TRIM in that it allows to specify subcanopies shaped as 
ellipsoids, cylinders, cones, etcetera, in whatever spatial arrangement 
desired. 
A rather flexible concept for modelling of heterogeneous vegetation was 
introduced in the model of Kimes & Kirchner (1982). Here the 3-D canopy 
is discretized as a volume consisting of cubic cells, and also the angular 
space is segmented into zenith zones and azimuthal sectors. The solution 
method is iterative in nature and is partly inspired by the SOSA method and 
by ray-tracing techniques. 
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4.2 Atmospheric models 

A detailed review of the massive literature on radiative transfer models for 
the terrestrial atmosphere falls outside the scope of this thesis. Instead, only 
a few models are discussed here because of their connection with the models 
described in chapters 5 and 9. 
The model of R.E. Turner (1973) is an example of a relatively simple 
approach to the problem of atmospheric scattering in relation with the 
analysis of optical remote sensing data. The model is rather detailed with 
respect to the height profiles of optical thicknesses of various atmospheric 
constituents and further is heavily based on the finding that aerosol scattering 
is highly anisotropic, with a pronounced forward scattering peak. In the 
model the single scattering contribution is described by means of the actual 
scattering phase function, so that the calculation of this part is exact, but for 
the multiple scattering contribution a so-called double delta approximation is 
applied, which simplifies the radiative transfer equation to a pair of linear 
differential equations that can be solved analytically. The double delta 
approximation simplifies the multiple scattering of aerosols by the assump­
tion that one fraction of the incident radiation is scattered exactly forward 
and another fraction is scattered exactly in backward direction. This means 
that no radiation escapes out of the beam and for each direction the transfer 
of radiation can be described by two differential equations of a type similar 
to the Kubelka-Munk equations, but with the singly scattered fluxes in that 
beam added as source terms. This approach leads to an unrealistically high 
peak in the anti-solar direction, which can be explained by a "reflection" of 
the forward peak of singly scattered direct solar flux. In reality the forward 
scattering peak of singly scattered solar flux is spread over all backward 
directions and therefore the upward flux is much more uniform than 
predicted by this model. Nevertheless, the idea of simplifying the scattering 
behaviour of aerosols to a forward fraction and a backward fraction has 
inspired the author in the design of the four-stream atmospheric model 
described in chapter 9. Here it is assumed that the multiply scattered flux 
field can be approximated by means of two semi-isotropic hemispherical 
fluxes, just like is done in the SAIL model. The associated scattering 
coefficients of this model are based on the assumption of a fixed division of 
the incident flux in a forward scattered fraction and a backward scattered 
fraction, as in Turner's model. 
An example of a model based on the discrete ordinates method (DOM) is the 
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one of K. Stamnes et al. (1988). This model is quite general in scope as it 
incorporates also the thermal infrared emission of the atmosphere and the 
earth's surface. Polarization is not included. The angular integration of the 
radiative transfer equation is carried out by means of a double half-range 
Gaussian quadrature in the zenith angle domain, i.e. both hemispheres are 
integrated separately. This complies better with the discontinuity of the 
radiance at the transition from upper hemisphere to lower hemisphere than 
does a full-range Gaussian integration. By expanding the scattering phase 
function into Legendre polynomials and the azimuthal radiance in a Fourier 
cosine series, the zenith angle dependence and the azimuthal dependence are 
uncoupled, and the result is expressed by M systems of AT linear differential 
equations, where M is the number of azimuthal cosine terms and N the 
number of Legendre polynomials. Each system is solved analytically by 
means of eigenvector decomposition and in this respect there is much 
similarity with the (N+2)-stream model described in the next chapter. 
Vertical heterogeneity of the atmosphere is accommodated for by a 
stratification into layers that can be considered homogeneous. Coupling of 
the different layers and the reflectance of the lower boundary is carried out 
by means of the boundary equation method, not the adding method. The 
bidirectional reflectance of the earth's surface is incorporated by assuming 
that it can be expanded in Legendre polynomials. However, this implies a 
restriction to media for which the bidirectional reflectance depends only on 
the angular difference between the directions of the incident and the reflected 
radiation, which for vegetation canopies is not very realistic. 

4.3 Discussion 

The radiative transfer models for vegetation canopies and atmospheres 
discussed in the previous sections illustrate that various approaches can be 
followed in order to obtain a model that forms a reasonable compromise 
between computational complexity and realism. 
Computational complexity can either be the result of incorporating a very 
large number of effects, like heterogeneity, complicated scattering behaviour, 
azimuthal anisotropy, etcetera, all with their associated parameters, or it may 
be caused by using a more accurate calculation method without introducing 
any extra parameters or effects. The first category of models leads to greater 
realism, but also to the necessity of specifying all the additional parameters, 
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which sometimes may be hard to obtain. The second category gives greater 
realism just because the calculations are more accurate, probably at the cost 
of longer computation times. The input parameters and the effects incorpor­
ated remain the same. 
A vegetation model like SAIL could be improved in both directions, since 
many effects like leaf gloss, crop row effects and the finite leaf size are not 
incorporated, and the method of solution is only approximative in nature. 
However, the most important effects are included in SAIL and a greater 
accuracy would be of doubtful value if the uncertainty about some of the 
input parameters is much greater, which is usually the case. More details on 
the SAIL model are given in chapter 7. One significant extension of SAIL 
that has been effectuated is the incorporation of the hot spot effect, which is 
caused by the finite leaf size. This extension, leading to the so-called SAILH 
model, is discussed in chapter 8. 
An example of extension of a model in the direction of higher accuracy 
without introducing additional input parameters is formed by the so-called 
(N+2)-stream model, discussed in the next chapter. This model is a 
refinement of a similar four-stream theory, which is applicable to vegetation 
canopies (SAIL) as well as to the atmosphere. 
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5 (N+2)-STREAM THEORY 

5.1 Introduction 

Bidirectional reflectance modelling of vegetation canopies provides a lot of 
insight in the relations between biophysical crop parameters and the signals 
detected by remote sensing equipment on board aircraft or satellites. How­
ever, these sensors do not detect the bidirectional reflectance as such, but 
rather the radiance at some level above the ground, and although this 
radiance is proportional to the directional reflectance of the target, it is also 
influenced by the atmosphere between target and sensor. 
In principle the atmospheric influence could be simulated by means of a 
separate radiative transfer model for the atmosphere, but this would be 
complicated by the fact that the atmosphere and the earth's surface interact, 
so that several iterations would be necessary. This can be illustrated by 
means of the ratio of diffuse/direct incident flux, which is a required input in 
most canopy reflectance models. This ratio strongly depends on the at­
mospheric turbidity, but because of the repeated reflections of radiation 
between the bottom of the atmosphere and the surface, it depends also on the 
reflectivity of this surface, which can be estimated using the canopy reflec­
tance model. In other words, the diffuse downward flux required as input by 
the canopy reflectance model, depends partly on the output of this model. 
In chapter 3 the adding method was mentioned as a tool to compute the 
optical properties of a pile of different layers from those of the individual 
layers, and this technique can also be used to couple a canopy reflectance 
model with an atmospheric model. This would eliminate the need to specify 
the diffuse downward flux as input to the canopy reflectance model, and the 
surface reflectance as input to the atmospheric model, as both would be 
computed internally in the integrated model. However, a requirement for 
application of the adding method is that at the interface between two layers 
the radiant fluxes must be compatible, or should be made compatible. This 
means that, for example, if the SAIL model is used as the canopy reflectance 
model, which is based on semi-isotropic, hemispherical diffuse fluxes, then 
the atmospheric model should also produce and accept similar fluxes at the 
interface. If this is not the case, then conversions are inevitable, and these 
should be integrated in the computer program. 

A first attempt to couple the SAIL model with an atmospheric model has 
been presented in Verhoef (1985b). Here the atmospheric model was based 
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on the same four-stream differential equations as where the SAIL model is 
based on, with the extinction and scattering coefficients expressed in at­
mospheric quantities like scattering phase function, optical thickness and 
single scattering albedo. As in both models the same fluxes are used, there 
are no compatibility problems in applying the adding method in this case. 
However, although the four-stream approach has been reasonably successful 
for vegetation canopies, it may not be sufficiently accurate for atmospheres, 
especially when considering the highly anisotropic scattering behaviour of 
aerosols. 
Most numerically accurate atmospheric radiative transfer models make use of 
the discrete ordinates method (DOM), which is computationally efficient, but 
assumes that the medium is isotropic (constant interception coefficient), 
which implies that the phase function can be expanded in Legendre-polynom-
ials, and the dependencies in zenith and azimuth can be decoupled by means 
of an azimuthal Fourier-transform. Except for homogeneous leaf canopies 
having a spherical leaf angle distribution, a vegetation layer is not isotropic, 
at least not in zenith direction. Therefore, the discrete ordinates method 
cannot be applied in the same way to leaf canopies as it is applied to at­
mospheres. 
Another possibility is to take as a starting point the four-stream vegetation 
model and to refine this with respect to the angular resolution, which with 
only two hemispherical fluxes is rather coarse. In that case the refined model 
can also be applied to the atmosphere, and the adding method can be applied 
for the coupling of both models without any compatibility problems. In order 
to improve the numerical accuracy of the four-stream model for at­
mospheres, the four-stream concept has been generalized by the author to a 
so-called (N+2)-stream concept. In the (N+2)-stream model the two 
semi-isotropic diffuse fluxes are replaced by TV locally isotropic fluxes 
originating from N segments of the sphere of directions. The first results of 
this model have been obtained for N = 72, and were based on a direct 
generalization of the corresponding four-stream equations (Verhoef, 1985a). 
Although this was notationally attractive, as in most formulas of four-stream 
theory scalar quantities only had to be replaced by vectors and matrices as 
their (N+2)-stream counterparts (Verhoef, 1988), numerical problems were 
encountered, and careful analysis revealed that these were all related to 
conditions under which eigenvalues were almost or exactly equal. In 
(N + 2)-stream theory radiative transfer is described by a set of N + 2 linear 
differential equations, of which the general solution can be expressed in 
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linear combinations of exponential functions. The coefficients of these 
exponential functions are the eigenvalues of the matrix containing all ex­
tinction and scattering coefficients. Two eigenvalues of this matrix are equal 
to the extinction coefficients associated with direct solar flux and with 
radiance in the direction of view, respectively. These are called k and K. 
The other eigenvalues are obtained from the diffuse scattering matrix, and 
because of mirror symmetry between the directions upward and downward, 
these occur in N12 positive-negative pairs. Now it is a mathematical law that 
a system oï N +2 linear differential equations must have N + 2 linearly in­
dependent solutions. However, this law is violated if two eigenvalues are 
equal, and in that case a particular solution, which is not purely exponential, 
must be added. This problem can occur if A: or AT becomes equal to one of 
the positive eigenvalues associated with the diffuse scattering matrix, or if 
the smallest eigenvalue equals zero, which occurs in the case of conservative 
scattering (no absorption). Of course the problem of equal eigenvalues can 
also be encountered when N = 2, i.e. in the four-stream atmospheric model 
or in the SAIL model. However, in practice this situation did not manifest in 
the results, probably because exact equality of eigenvalues is rarely reached. 
Nevertheless, as the results showed, for greater values of TV, e.g. N = 72, 
the numerical results appear to become more sensitive to this. 
In a computer program for calculation of radiative transfer in a layer the 
case of precisely equal eigenvalues can easily be trapped, and a suitable 
subroutine for handling this case can be called. But it would not be clear 
what to do in case the difference between two eigenvalues is very small. 
Strictly, this situation should be handled as the 'normal' case, as the eigen­
values are not equal, but a detailed analysis has shown that in this case 
numerical problems can arise because some terms contain the difference of 
the eigenvalues in the denominator, so that these terms become very large. 
Although this may still be mathematically correct, differences between very 
large terms can become very inaccurate in a computer. 
Because of the above mentioned numerical problems, the solution of the 
(N+2)-stream model has been completely reformulated recently (1994). In 
this revised version all potential numerical problems are avoided, not only 
the case of equal eigenvalues, but also those associated with extremely high 
optical thicknesses. Furthermore, much effort has been put in checking the 
physical validity of the formulas, for instance by deriving approximations for 
small optical thickness, and by verifying the so-called reciprocity relations. 
For the bidirectional reflectance and transmittance of a layer this has resulted 
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in new expressions which are completely symmetric with respect to the 
directions of specular incidence and of observation, so that the reciprocity 
relations are automatically fulfilled. 
This chapter first discusses the subject of tessellation, i.e. the division of the 
sphere of directions into angular segments for the description of the diffuse 
flux field (section 5.2). In section 5.3 it is shown how the (N+2)-stream 
differential equations are derived from the radiative transfer equation, and 
some of the properties of the elements of the coefficient-matrix will be 
discussed. The analytical solution of the system of differential equations by 
means of an azimuthal discrete cosine transform (DCT) and further decom­
position into eigenvectors is discussed in section 5.4 and Appendix A. 
Special attention is paid to the measures taken in order to avoid numerical 
problems associated with (nearly) equal eigenvalues. Section 5.6 and Appen­
dix B deal with the mathematical validation of the model by analyzing its 
behaviour for small and infinite optical thickness and by verifying the so-
called reciprocity relations. 

5.2 Tessellation 

As mentioned in section 2.3, the radiative transfer equation (RTE), i.e. Eq. 
(2.42) of section 2.6, cannot be solved analytically because it involves an 
integration over all incidence directions, and for arbitrary types of scattering 
this must always be approximated by a finite summation. This means that in 
any radiative transfer model some type of angular discretization must be 
applied. For this, one can take two different approaches. 
The first is to choose a set of representative discrete directions. In this case 
the angular integral is approximated by a weighted sum of function values at 
the discrete directions (discrete ordinate method or DOM, cf. section 3.4). 
The choice of directions can be based on the optimum derived from the 
Gaussian integration method, or other criteria are used, such as the even 
distribution over the sphere applied by Den Dulk (1989). In Den Dulk's 
models the discrete directions (92 in total) are at the centres of segments 
shaped as pentagons and hexagons on the sphere. The solid angles associated 
with these segments are nearly equal. In this case the weights are equal to 
the cosines of the associate zenith angles. 
The second approach is based on an angular segmentation of the sphere of 
directions, called tessellation. No specific discrete directions are assigned to 
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these segments. The integral of the RTE is approximated as a sum over N 
segments, where for each segment numerical integration is used. The choice 
of a particular type of tessellation can be based on criteria like equal angular 
intervals (i.e. in zenith and azimuth), equal solid angles (e.g. Den Dulk's 
"soccer ball" tessellation), or equal weights. 
Application of the equal-weight tessellation has the advantage that in this 
representation the reflectance of a Lambertian surface is given by a uniform 
matrix, i.e. a matrix of which all elements are equal. Therefore, this type of 
tessellation has been selected for the (N+2)-stream model discussed in this 
chapter. 
The tessellation which results into equal weights of the segments can be 
derived from the bidirectional reflectance equation, i.e. Eq. (2.5) of section 
2.3: 

dM/*«,»?„) = P'(/*/.^./*o.<Po)^/(/*i.<Pi)/*l-d0/ , 

where p ' = bidirectional reflectance distribution function (BRDF) 
L, = incident radiance from direction (jt,, <p) 

dß, = solid angle of incident flux 
dL„ = surface radiance in direction Qi0 , <p0) 
/x, = | cos 0, | , where 0, is the zenith angle of incidence 

H0 = | cos 0O | , where 0O is the zenith angle of exitence 

<Pj = incidence azimuth angle 
<p0 = exitence azimuth angle 

When all direction arguments are omitted and this equation is integrated over 
all incidence directions, one finds, with dfl, = d/*,d<p; : 

2 i 1 

L° = J J P ' L ^ ' d ^ d ^ 
0 0 

The above integral can also be written as a summation over N/2 segments: 

Nil 
Lo = E } jp'^M/d/i,^. 

in which it is assumed that each segment is confined to an interval A/x; in 
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zenith direction and an interval Atpt in azimuth direction. 
As an approximation one may assume that the incident radiance L, is constant 
within segments. Further, a short notation is introduced for integration of an 
arbitrary quantity q over a segment by writing 

| JtfOvv.OftdMid*/ = (q)\AtfA<p, 
A*pi A /i. 

Here {q} is called the ^-weighted average of q over the segment, and the 
product lAAn?A<Pj is the weight of the segment. The above integral is now 
written as 

NI 2 

K =£L,.<p')iAM,.2A*>. 
i - i 

Segments of equal weight result if one takes equal intervals Aip of the 
azimuth angle and equal intervals Afi2 of the cosine squared of the zenith 
angle. In Fig. 5.1 an example of this type of tessellation for a quarter of the 
upper hemisphere is shown for Ap2 = 1/3 and A<p = TT/6 . The indices i and 
k are used to indicate the zenith zone and the azimuth sector, respectively. 
Fig. 5.2 shows this numbering of indices for the zenith zones and azimuthal 
sectors separately. 
For the tessellation of the sphere in TV segments one obtains 
l/2A(i2A<p = 2-K IN, since for the whole sphere A/x2 = 2 and A<p = 27r. It is 
now convenient to express the above equation in the incident flux density 
field, given by the irradiances from each segment, £", , where 

E, = f [L^ap-up. = {Li)lAfi
2AiPj 

Aifij Afit 

but since L, is assumed to be constant within segments, £, = L, xhA\ifA<pt 

and the reflectance equation is written as 

Nil 

£0 = £<p '>£ , 
/ • = i 

The surface radiance L0 can also be integrated over segments to yield a 
reflected flux density field, given by exitances towards segments j , and 
which are called £, . Since Ej = L0 ViAyi2A(p0, one obtains 
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i = 3 

k = 6 
k = 7 

Fig. 5.1 Equal-weight tessellation for a quarter of the upper hemisphere 

Nil 
2ir 

AT/2 

Ej = E«p'»£,.lA^A«>o = ^ £ « P ' » £ , . 
• ' » 1 = 1 i = i 

If the fluxes £, and Zs- are considered elements of vectors Z?~ and i?+ , 
respectively, and the surface reflectance is represented by a matrix R, then 
one can write 

E+ = RE' . 

The elements of R are denoted as Ru and are given by 

Ru = ^ « P ' ( U ) > > -, 

where p ' (i,j ) denotes the bidirectional reflectance distribution function 
within incident segment i and exitent segment j . For a white Lambertian 
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180° 

105" 

Fig. 5.2 Numbering of zenith and azimuth indices 

reflector, p ' is constant and equal to 1 / -K (cf. section 2.3), so in that case 
all elements of R are equal to 2 IN . The dimension of the vectors E + and 
E " is N/2, and of matrix R it is AT/2.x NI2. The total exitance M of the 
surface is the sum of the elements of vector E + . By means of a transposed 
(row) vector 1T, of which the elements are all equal to one, this can be 
written as 

M=l1E+ = 1T RE' . 

For a white Lambertian reflector this gives 

Mm. = 1T RWL E - = (N/2). (2 /N) . 1T E ~ = 1T E ~ , 

or the total exitance equals the sum of the incident fluxes, and this is as it 
should be, because all incident radiation is reflected in this case. 
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In section 2.3 equations (2.17) and (2.18) were given as the four-stream 
representation of the reflectance of a surface. These equations can now be 
generalized to the (N+2)-stream case for the equal-weight tessellation. 
In this case the incident fluxes consist of the diffuse flux field from segments 
i, equal to £, = (lit I N)Lt , where L, is the radiance of the segment, in 
addition to the specular flux on a horizontal surface, Es . 
The surface radiance L„ then becomes 

Nil 

Lo-
y£(p'(0)Ei+P'(^s,no^o)Es , (5.1) 

i = i 

where p '(i ) is the BRDF for incident segment / and exitent direction 
0* o - <Po)-
Integration over exitent segments j gives 

Nil 

Ej = £ ((ß'UJ)))Ei(2ir/N) + {p'{j))Es{2*IN) . (5-2) 
i = i 

It is now convenient to introduce the quantity called "flux-equivalent 
radiance", defined by E0 = L0 V2Ap0

2A<p0 = L0(2TT/N), i.e. the flux density 
equivalent to the one obtained for a segment with radiance L0 . Eq. (5.1) is 
now rewritten as 

Nil 

E0 = ( 2 T T / A 0 £ (p'(i))Ei + {2TIN)P'(VLS,V„P0,<P0)E, . 
i * 1 

In matrix-vector notation both equations can be written as 

E0 =rS0Es + rd?E- , (5.3) 

E+ =rsdEs+ RE' , (5.4) 

where rso is the bidirectional reflectance times 21N , rsd is the specular-
diffuse reflectance vector, rdo

r is the transposed diffuse-directional reflectance 
vector, and R is the diffuse reflectance matrix. Note, that for N — 2 the 
four-stream reflectance equations of section 2.3 are obtained again. Also, the 
definition of any reflectance quantity of Eqs. (5.3) and (5.4) is basically the 
same, namely 
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' - £ « » • » 

where in this case ( ) denotes ^-weighted averaging over incident or exitent 
segments, but the size of these segments can be finite as well as in­
finitesimal. In this respect, the elements of rsd are found if one lets ViA/j,2A^>( 

-» 0 , those of r,J for l/2An0
2A<p0 -» 0 and rso is obtained when both con­

ditions apply. 

A similar approach can be taken for the description of the optical behaviour 
of a plane parallel-layer. In that case also transmittances are considered, and 
the fundamental quantity T ' , or bidirectional transmittance distribution 
function (BTDF) is used. The result is given by the following set of e-
quations: 

EtQb) =TssEs(t) 
E -(b) = Tsd Es (t) + TE "(t) + R E +(b) 
£ + ( t ) = psdEs(t) + R E-(t) + T E+(b) 
£0

+(t) = pso Es (t) + pdJ E "(t) + rdJ E +(b) + r00 £0
+(b) 

Ee-Q>) = rso Es (t) + rdo
T E ~(t) + PdJ E +(b) + T00 £0"(b) 

(5.5.a) 
(5.5.b) 
(5.5.C) 
(5.5.d) 
(5.5.e) 

in which (b) and (t) refer to the bottom and the top of the layer. These 
equations form the (N+2)-stream equivalent of the associate four-stream 
case, Eqs. (2.24) of section 2.5. Here, the elements of T , Tsd , TdJ and TSO 

are defined by 

27T 
/ = — ( ( T ' ) } , where / is the generic for transmittance. 

The quantities TSS and T^, are direct transmittances and therefore not related 
with T ' , which results from diffuse scattering. All other quantities of Eqs. 
(5.5) are interrelated as all are somehow based on either p ' or r ' . 
As pso = (27T IN)p' and rso = (2TT/N)T' , these relations can also be 
based on pso and TSO . This gives 

Tsdil) = (TSOO)) 

Psdti) = (PSOU)) 
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Pdo(i) = <Pj»0')> 

TdoiO = (r„(i)) 
R(U) = «P„ </)>(»)> = <P*(0> = <P*</)> 
r o v ) = (<TJO(/-))(0) = tatf)) = <T„0(/)) , 

where ( ) denotes /x-weighted averaging over incident segments (/ ) or exitent 
segments (/). The above relations are similar to relations given for the four-
stream case in section 2.3 and 2.4 (cf. Eqs. (2.11), (2.14), (2.16), (2.21), 
(2.22) and (2.23) ). In that case the segments are the upper and lower 
hemisphere, so that l/zAfi2A<p equals ir, and the operator ( ) applied to a 
quantity q will give 

2 x 1 2* 1 

(<j) = [ [qfJ.dixd<p/(V2Aij.2A<p) = TT1 f fç /xd/id^ , 
0 0 0 0 

which is exactly the form in which all these relations appear. 

Note that Eqs. (5.5) hold for a plane-parallel layer which is symmetric in its 
optical properties with respect to the horizontal plane. In other words, when 
the layer is turned upside down, the same equations apply. Also note, that in 
Eqs. (5.5.d) and (5.5.e) the quantities pdJ , TdJ and T00 are only meant to 
indicate their function; they are not necessarily equal in both instances. 

5.3 (N+2)-stream representation of the radiative transfer equation 

In this section radiative transfer in a particular kind of medium is considered, 
namely a medium which is azimuthally isotropic. In such a medium the 
interception coefficient ß depends on the zenith angle, but is independent of 
the azimuth. Also, the scattering function depends only on the absolute 
azimuth difference, \<pa — <pl:\, of the incidence and exitence directions, as 
well as on the respective zenith angles. Atmospheric layers and homogeneous 
vegetation canopies such as considered in the SAIL model (cf. chapter 7) are 
both examples of azimuthally isotropic media. For this type of medium 
radiative transfer within a plane parallel layer is described by 
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dEJdz = -k(ns)Es , (5.6.a) 

dLJdz = -k(ix0)Lo + l^^ÏlEs + l- f 7(M„M0^0-^)AM,dÖ, , (5.6.b) 
7T 7T J 

4 i 

where Es = specular i rradiance from direction (/xf, ^ ) 
L, = diffuse incident radiance from direct ion (/*,, <p() 
L0 = exitent radiance in direction (/*0 , ^ 0 ) 
A: = extinction coefficient 
7 = bidirectional scattering coefficient (or a rea scattering function) 
z = metrical depth 
/*, = cos 0j , where 6S is the zenith angle of specular incidence 
\i.0 = | cos 0O1 , where 0O is the zenith angle of exitence 
/x, = | cos 0, | , where 0, is the zenith angle of diffuse incidence 
(Pi = az imuth angle of diffuse incidence 
<p0 = az imuth angle of exitence 
\p = | <p0 — <ps | , where <ps is the azimuth of specular incidence 

Strictly, Eq . (5 .6.b) applies only to downward exitent radiance L0 , as for 
upward L0 the signs would have to be reversed for the r ight-hand side. 

With the equal-weight tessellation of the previous section, Eq . (5 .6.b) is 
rewri t ten as 

d7rLo/dz = -k(no)irLo + yEs + £ (y (/))£,. 
i = i 

In terms of the flux-equivalent radiance E0 = ( 2x IN) L0 one obtains 

dEJdz = -k(ßo)Eo *^yEt + ! E < T ( 0 > £ , . , 

and integration over exitent segments j gives 

dEj/dz = -(kU))Ej + ^{y(j))Es + ̂ i{{7(i,j)))Ei . 

One may now consider the scalar flux densities Es , E0
+, E~ and the flux 
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density vectors E ~ and E + , where E0
+ and E~ are flux-equivalent radiances 

in upward and downward direction, and E~ and E+ are vectors of 
downward and upward flux density within segments. For these the following 
set of linear differential equations is obtained: 

dEJdz = -kEs , (5.7.a) 

dE'ldz = s'Es - AE- + BE* , (5.7.b) 
d£+ /dz =-sE5-BE+AE+ , (5.7.c) 

d£0
+/dz = -wE, - vTE~ - v'TE+ + K E0

+ , (5.7.d) 
dE0-/dz = w'Es +v'rE~ + vTE+ - KE~ , (5.7.e) 

This system of equations is the generalization of the four-stream differential 
equations (cf. Eqs. (4.4) of section 4.1.2) to N+2 streams. Here, Eq. (5.7.a) 
describes the extinction of specular flux, and Eqs. (5.7.d-e) represent the 
radiative transfer equation for upward and downward (flux-equivalent) 
radiance. Eqs. (5.7.b-c) are the result of integrating Eqs. (5.7.d-e) over 
exitent segments. They are necessary to estimate the diffuse flux field 
expressed by the vectors E ~ and E + . Having determined these, they can be 
substituted in Eqs. (5.7.d-e) in order to estimate the radiances (times 7r) E0* 
or E~ . The coefficients of Eqs. (5.7) are described by 

k = extinction coefficient for specular flux Es 

K = extinction coefficient for flux-equivalent radiances E0* and E~ 
w,w' = bidirectional scattering coefficient times 2 IN 

s ' = vector of specular-diffuse forward scattering coefficients 
s = vector of specular-diffuse backscattering coefficients 

v ' T = (transposed) vector of diffuse-directional forward scattering 
coefficients 

v T = (transposed) vector of diffuse-directional backscattering 
coefficients 

B = matrix of diffuse backscattering coefficients 
A = matrix of diffuse attenuation and forward scattering coefficients. 

One may also define a diagonal matrix of diffuse extinction coefficients, K, 
and a matrix of diffuse forward scattering coefficients, F. In that case 
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A = K — F . The elements of K are found by /i-weighted averaging of the 
extinction coefficient k over a segment, or K (/ ) = (k(i)} . 
The elements of s ' , s , v ' T , vT , B and F are all found by /^-weighted 
averaging of the bidirectional scattering coefficient w or w ' (times UN) 
over incident segments, exitent segments, or both, denoted as a = ((w)) , 
where a is the generic for any of these scattering coefficients. Here the ( ) 
operator may refer to finite as well as infinitesimal segments. In practice the 
numerical calculation of the coefficients is better executed on the basis of the 
interception coefficient ß (/*) and the volume scattering function 7 ' (JJLS , n0 ,\j/) 
as basic quantities, because both k(ji) and w (jis, \x.0 ,\p) become infinite for fi 
= 0 and fis — 0 or fi0 = 0 , i.e. for horizontal directions. For segments 
adjacent to the horizontal this would complicate the averaging-operation. In 
terms of ß (/x) the diffuse extinction coefficient K is given by 

K = (k(fi)) = (ß(ij,)/fi) , but since 

{ß(n)/ß) = J J/3(M)/M-/*dMd*>/('/2AM
2A^> 

&<p Aft 

_ ß(ii)A/iA<p _ -0TJJ\ V 
ViA(x2A<p ' ViA/x2 

K = W{iTj.2Aii/Aij.2 , (5.8.a) 

where j8(/x) is the (normal) average of ß(fi) over a segment. 

Similarly, since w(ji,,/t ,$) = — 7 0*,,/*,,,^) = -TT , 
N N n.ng 

scattering coefficients a are in general found by 

o = (<w(M„M0^))) = ^ * » . * ^ * » 'll— 
AT i/i A / x , 2 A ^ . V4 A M o

2 A ^ 0 

a-^TT^m2-^2-^ . (5.8.b, 
N A / i , 2 A /x 0

2 

59 



Here q denotes (normal) double averaging of quantity q over incident and 
exitent segments, where these segments can be finite or infinitesimal. 

For atmospheres as well as vegetation canopies the functions ß (ji) and 
7 ' (fij ,fi0,id are finite for any values of their arguments, so that averaging 
them poses no special problems. 
In particular, for atmospheres ß (n) = ß is constant and y ' (M, , /*„ ,^) is 
given by (cf. section 2.6, Eq. (2.38) ) 

47T 

where œ is the single scattering albedo and p (/i,, p0 ,ip) is the scattering 
phase function. Actually in this case p is only a function of the scattering 
angle 8, which is the angle between the incidence and exitence direction, and 
where ô = 0 refers to exact forward scattering and 8 = -K to exact backscat-
tering. The scattering angle 8 can be found from 

cos(7T-ô) = cosö/cosö0 + sin0;sin0ocosi/' 

where 0, and B0 are the zenith angles associated with /*, and (i0 . This gives 
8 = 0 for 0O = 7T — 6,: , \p = 7T and 8 = % for B0 = 8,, , \p = 0. Now, for 
atmospheres 

K = ß — " , and a = — p(8) i " 
Afi2 2NFK ' A/i,2 AMo

2 

For vegetation canopies Eqs. (5.8) should be used, since for these ß (fi) is 
not constant in most cases (only for a spherical leaf angle distribution it is). 

Integral properties of the coefficients of Eqs. (5.7) are the following: 

I V + lTs = tak , (5.9) 

vTl + v ' T l = oK , (5.10) 

F l + fil = «* 1 , (5.11) 
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where 1 is a vector of all ones, and o is the single scattering albedo. 

These properties result from the law of energy conservation. The above 
equations express that the total flux scattered in all directions equals a 
fraction co of the intercepted flux. For leaf canopies w is the sum of leaf 
reflectance and transmittance, p + T . The highest values are found in the 
near infrared, and here o> is about 0.96. For atmospheres co can be virtually 
equal to one, especially in the visible region of the spectrum (conservative 
scattering). The numerical calculation of the coefficients should be checked 
by means of Eqs. (5.9) to (5.11). This is necessary as otherwise a 
"numerical" loss of energy might be introduced. 

As a result of Helmholtz's law of reciprocity for scattering, the vector pairs 
(s',v') and (s,v) interchange position (commute) when the directions of 
specular incidence and observation are interchanged. In addition, the 
matrices F and B are symmetric for this reason. The latter property may 
also be used to check the numerical calculation of coefficients. 

For atmospheres as well as leaf canopies all coefficients of Eqs. (5.7) are 
proportional to some measure of (one-dimensional) density, in units of m_1 . 
For atmospheres this is the interception coefficient ß , and for leaf canopies 
it is the leaf area density, L', in m2/m3 (total one-sided leaf area per unit 
volume). 
Vertical variation of the density is very likely to be present in both types of 
medium, but this is no problem as long as the other properties show no 
significant vertical variation. If they do, then a vertical stratification of the 
medium into (assumed) homogeneous layers is necessary. If not, then one 
usually assigns an optical thickness, b , to the whole layer, and assumes that 
the optical density ß is constant over the layer, with ß = b I h , where h is 
the layer height. For leaf canopies one can take the total leaf area index L of 
the layer, and put L' = L Ih. 
The radiative transfer equation for a homogeneous layer can now be written 
as 

d E = ME , (5.12) 
bdx 

where b is generic for optical thickness in the case of the atmosphere and for 
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the leaf area index in the case of a leaf canopy. Vector E represents all the 
fluxes of Eqs. (5.7) and matrix M all scattering and extinction coefficients, 
which in this form are only direction-dependent. The scalar variable x is 
called the relative optical height, and runs from — 1 at the bottom of the 
layer to zero at the top. As the positive direction for x is upward, Eqs. (5.7) 
are rewritten as 

d 
bdx 

Es 

E-

E* 

E; 

E; 

= 

k 

-s' 

s 

w 

-w' 

A 

B 

vT 

- v ' T 

-B 

-A 

-vT 

-K 

K 

Es 

E-

E + 

E; 

E; 

(5.13) 

in which the vacant places of the matrix are zero. 

The analytical solution of this system of differential equations, in terms of 
the reflectance and transmittance quantities defined by Eqs. (5.5), is 
presented in Appendix A. 

5.4 Properties of the analytical solution 

In the previous section it has been explained how the equal-weight tessel­
lation of the sphere of directions in Nz zenith zones and NA azimuth sectors 
leads to a linear system of differential equations describing the interactions 
amongst N diffuse fluxes, where N = NZNA , plus the direct solar flux and a 
flux in the direction of observation, so N+2 "streams" in total. 
In Appendix A a solution is presented for the example Nz = 6 and NA = 12, 
but the formulation is general enough to allow an easy extension to arbitrary 
Nz and A^ , provided both are even. The method is based on eigenvector 
decomposition. For Eq. (5.12) of the previous section it can be explained by 
means of the equivalent equation 
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YlE = Y lME = Y lMY Y 'E = AY lE 
bâx 

where Y is the eigenvector matrix and A is a diagonal matrix of eigenvalues. 
The components of Y~lE are linearly weighted combinations of the original 
fluxes, with the special property that for these flux patterns radiative transfer 
is simplified to a pure exponential extinction, as if scattering were absent. 
Apart from their strength, these patterns persist all through the medium, and 
the relations between them at the top and the bottom of a layer are given by 
a simple exponential factor. For the determination of all reflectance and 
transmittance quantities of a layer it is first assumed that all incident fluxes, 
i.e. the downward fluxes at the top and the upward fluxes at the bottom, are 
known. From these, and the radiative transfer equation, all exitent fluxes, 
i.e. the upward fluxes at the top and the downward fluxes at the bottom, are 
to be calculated. Basically, this is achieved by transforming all fluxes 
(known and unknown) to eigenvector components, establishing the relations 
between these at the top and the bottom of the layer (which are simple, see 
above), and finally transforming back to original fluxes, thus also giving the 
unknown fluxes. 
The eigenvectors and eigenvalues depend on the coefficients of the matrix in 
Eq. (5.13). As explained in the previous section, these coefficients are 
independent of the optical density and they depend only on the (bi)directional 
extinction and scattering properties of the medium. This means that this 
information is fully represented in the eigenvectors and eigenvalues also, 
which therefore can be considered constants. The advantage is that, once the 
eigenvectors and eigenvalues have been determined, one can calculate 
reflectance and transmittance for various optical thickness values with 
relatively little effort. 
As shown in Appendix A, for the solution of Eq. (5.13) it is not necessary to 
determine the eigenvectors and eigenvalues of the full matrix, but this can be 
limited to the matrix which describes only the interactions amongst the 
diffuse flux vectors, E ~ and E +, i.e. 
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d 
bäx 

E 

E* 

A 

B 

-B 

A 

E 

E* 
(5.14) 

The dimension of this matrix is NZNA x NZNA , and computation of the 
eigenvectors and eigenvalues (also called diagonalization) of such a large 
(asymmetric) matrix can be a problem, as for an N X N matrix the required 
processing effort is proportional to N3 . However, due to three symmetry 
relations, the number of independent elements of the matrix is only 
lANz(

lANz+l)(lANA +1) instead of (NZNA)2 . For Nz = 6 and NA = 12 this 
means only 84 independent elements instead of 5184 ! 

These three symmetry relations are the following: 

I Mirror symmetry with respect to horizontal plane 
II Azimuthal symmetry 
III The reciprocity relation 

Symmetry I leaves the radiative transfer equation invariant when the layer is 
turned upside down. This symmetry is already included in the matrix by the 
identical A and B submatrices. 
Symmetry II is caused by the choice for an azimuthally isotropic medium. 
Note that this only means a medium with random azimuthal orientation of 
the particles, not that scattering is isotropic in azimuth. However, azimuthal 
scattering is considerably simplified compared to azimuthally non-isotropic 
media, for which the scattering coefficient depends on the combination of 
incident and exitent azimuth directions. For azimuthally isotropic media the 
scattering coefficient depends only on the absolute difference in azimuth of 
both directions. In the case of NA azimuth sectors, there are only lANA +1 
different absolute differences in azimuth. So, instead of NA combinations of 
incident and exitent azimuth sector, one only has to consider lANA +1 
absolute differences. 
Symmetry III gives equal scattering coefficients when the directions of 
incidence and exitence are interchanged. Although the interchange of 
azimuths already causes no effect due to symmetry II, this symmetry still has 
the additional effect that the associate zenith directions can be interchanged 
without changing the scattering coefficient. The result is that A and B are 
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symmetrie matrices. 

In Appendix A it is shown that symmetry II can be exploited to achieve a 
considerable reduction of computational complexity by means of a discrete 
cosine transform (DCT), which is applied to the NA azimuthal fluxes per 
zenith zone. When the sun is supposed to be located in the vertical plane 
through the centre of an azimuth sector (say, sector one), the diffuse flux 
field is symmetric with respect to this plane (the principal plane), so that 
only lANA +1 azimuth sectors have to be considered for a complete descrip­
tion of the diffuse flux field. In this case the DCT is carried out by means of 
a matrix W of dimension (VzNA +1) x (VzNA +1). The DCT is a fixed 
transform, i.e. its coefficients are known a priori. With respect to azimuthal 
scattering, the DCT also acts as an eigenvector matrix, and the associate 
eigenvalues can easily be found by applying matrix W to the XANA +1 
azimuthal scattering coefficients of a zenith zone. By means of the DCT the 
azimuthal dependence of scattering can be completely separated from the 
zenithal dependence, giving lANA +1 systems of differential equations of the 
same form as Eq. (5.14), but for which the dimension of the A and B 
matrices is only ViNz X

 l/iNz . These matrices now contain the eigenvalues 
of the DCT-transformed azimuthal scattering coefficients for each combinati­
on of incident and exitent zenith zone, and are still symmetric due to 
symmetry III (the reciprocity relation). The DCT-transformed A and B 
matrices therefore both have 1/2X1ANz(

lANz +1) independent elements, 
which leads to ViNzi

l/2Nz + l)(lANA +1) elements in total, the same as 
before the DCT, so there is no loss of information, while storage space is 
greatly reduced. Also, the eigenvector decomposition is simplified considera­
bly. The computational effort after the DCT is proportional to (lANA +Y)NZ 

instead of (NZNA)3 , which for NA = 12 means a reduction factor of about 
250. 
The special structure of the matrix of Eq. (5.14), which is asymmetric, can 
be exploited by deriving the eigenvectors and eigenvalues from the sum 
A +B and the difference A — B , which are symmetric. As shown in Appen­
dix A, first matrix A +B is diagonalized, giving the eigenvector matrix U 
and the (diagonal) matrix of eigenvalues A , such that UAU T = A +B . It 
also turns out that the eigenvectors and eigenvalues sought are those of the 
product (A +B)(A — B) , which is asymmetric. However, the product-
matrix can be transformed into a symmetric matrix by making use of U and 
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A 'A , the matrix which contains the square roots of the diagonal elements of 
A . The transformed matrix equals A 'AUT(A -B)UA 'A = VA2VT, where V 
is the eigenvector-matrix and A2 the diagonal matrix of eigenvalues. The 
eigenvalues sought can now be found from the square roots of the diagonal 
elements of A2 . The eigenvector matrix is given by Y = UA 'AV . 
Summarized, the above procedure replaces the diagonalization of the asym­
metric matrix of size Nz x Nz by two diagonalizations of symmetric matrices 
of size *ANZ x

 lANz . In terms of computational effort this gives a reduction 
from Nz to 2 x (V2NZ)

3 , which is a factor of four, but the main advantage 
is that the involved matrices are symmetric, so that the diagonalizations can 
be carried out with standard software methods, such as Jacobi's diagonaliza­
tion of symmetric matrices. In total, a reduction factor of about one thousand 
in computation time (250x4) has been achieved by the above procedures. 
In Jacobi's method the eigenvectors are usually normalized so that they form 
an orthonormal set, with UUT = I , i.e. the eigenvectors are orthogonal to 
one another and have unit length. This also means that matrix U has only 
I + ... + (lANz—l) independent elements, which equals lAx.lANz(}ANz —1) 
elements. The same holds for matrix V . Matrix A 'A has lANz diagonal 
elements, so that the information in matrix Y is represented by 
lANz(

l/2Nz-l)+V2Nz = (V2#z)
2 elements. Together with the lA Nz 

diagonal elements of A2 , this gives lANz(
1ANz + \) elements, which is equal 

to the number of independent elements in matrices A and B together. 

The solution of Eq. (5.14) can be expressed by 

E- + E* = Y(eAbxôl + e-^ôjj) , and (5.15.a) 
E--E+ = yTA(eAéjrô1 - e-**"«^ , (5.15.b) 

where e'"" is a symbolic notation for the diagonal matrix of the exponential 
functions exp(X,fcc), ... , exp(X„fct), with n = xhNz , Y~T = (y_1)T = 
(Y T)~' and ô ! and 8 2 are constant vectors which have to be determined from 
the boundary equations. Note that Eqs. (5.15) hold for all (*ANA +1) DCT-
transformed azimuthal "modes" m . Also note, that matrix inversion of Y in 
order to derive Y~T is not necessary, since it can be found more directly 
from its constituents by Y "T = UA ~'AV . 
With the relationships YYT = A+B and Y~TA2Y-1 = A-B it can be 
shown that (cf. Appendix A) Eqs. (5.15) satisfy the differential equation, Eq. 
(5.14). However, as shown in Appendix A, the above solution does not 
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correctly represent the case of conservative scattering (a> = 1) for azimuthal 
mode m = 0. Also, the arguments of e-A&r are positive for the bottom of the 
layer (x — —1), and for large optical thickness b this may give rise to 
numerical overflow. Therefore, an alternative solution, similar to one 
proposed by Nakajima & King (1992), is presented. This solution is given by 

E- + E+ = Y[ COO«, + S(x)62] , and (5.16.a) 
E -E* = y-T[A2S(x)Ô, + C(x)Ô2] . (5.16.b) 

Here, the functions C (x) and S (x) are diagonal matrix functions related 
with the hyperbolic cosine and sine, respectively. They are defined by 

C(x) = eAfa+ e-**(lw[) and S(x) = A-l[e"* - e"**0***] . 

Both functions now have only negative or zero arguments in the exponen­
tials. Nakajima & King (1992) apply the discrete ordinates methods (DOM) 
and define S (x) by 2 S (x) = e *** - e~A6(1+j:) (in the notation of this thesis). 
However, the premultiplication by A-1 is useful in order to express what 
happens if scattering is conservative. In that case the single scattering albedo 
oj = 1 and for m = 0 this leads to an eigenvalue X equal to zero. The as­
sociate element of S (x) becomes equal to b (1 +2x) , which is obtained by 
taking the limit for X -» 0 . This means that for œ = 1 and m = 0 one of the 
exponential relations is replaced by a linear one in b and x , which is exactly 
what is needed in the particular solution obtained for this case. By con­
centrating the case X = 0 in the function S(x) one avoids numerical pro­
blems with terms containing X_I or \~'A , which were present in a previous 
version of the formulation. By means of the function S(x) the problem of 
conservative scattering is very well localized, and a single test for X < e , 
where e is a small number, say 10-6 , is sufficient in the computer code to 
choose between the original function or its limit for X -» 0 . 
A similar problem as with X = 0 can occur after incorporation of the direct 
solar flux Es . The extinction coefficient k for this flux gives the exponential 
decay described by Es (x) = Es (0) ekbx, where Es (0) is the incident solar flux 
at the top of the layer (x = 0). In Appendix A it is shown that the case k = 
X, where X is any of the x/2Nz(

lANA +1) eigenvalues, leads to infinite vectors 
c and d . However, by replacing these vectors with the vectors p s and q s , 
which are always finite, and introduction of the diagonal matrix function 
J(x) = (Ä:-A)~1[eA' , j:-e*fa] , where k = kl , this problem is avoided, 
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since for k = X the associate element of J(x) can be replaced by the limit 
for k-*\, which equals —bxekbx . 

The resultant solution for each mode m is given by 

Y-l(E-+E*)= CW« 1 + S W 8 2 + J{x)[Ap,+ q,]E,(0)-p,E,(0)ekbx , 

YT(E--E*) = A2S(x)6l + C(x)è2 + AJ(x)[Aps+ qs]Es(0)-qsEs(0)ekb* , 

(5.17.a-b) 

where ps = (* + A)''Y-\s'-s) and ^ = (* + A)-1yT(s ' + s) 

Here s ' and s are the DCT-transformed vectors of scattering coefficients for 
specular incidence. 

To the author's knowledge, the introduction of J(x), ps and qs in the solution 
of the diffuse flux vectors is new and at least not included in the articles of 
Stamnes et al. (1988) or Nakajima & King (1992) on the theory of the 
discrete ordinates method, which still display factors of (k — X) -1 or 
(k2 — X2) -1 in certain terms, without addressing possible numerical problems 
associated with the case k = X . 

Substitution of x = 0 (top of the layer) and x = — 1 (bottom) in Eqs. (5.17) 
gives four boundary equations in four unknown vectors, namely E~(— 1), 
E+(0) and the constants èx and ô2 . Since in Eqs. (5.17) the sum and dif­
ference of E ~ and E + are described, it turns out to be convenient when Eq. 
(5.5), which defines the reflectances and transmittances of a layer, is also 
expressed in sums and differences of the diffuse flux vectors. This gives 
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E-(-l) + JE-(O) = (Tsd+Psd)Es(0) + (T+ R) [ E-(0) + £ - ( - l ) ] ; 
£-(-1) - JE-(O) = (rsd-psd)Es(0) + ( r - Ä) [£-(0) -£ - ( -1) ] ; 

E;(0) + E;(-l)=(pu+TMO)Et(0) + (pZ+Tl£)[E-(0) + E*(-l)] 
• ^ [ ^ ( - D + is^O)] ; 

£o
+(0)-£:;(-i) = (p„-Tj£ 1 (0) + (pJ-T (<B

T)[£-(0)-£*(-i)] 
+ r o o [ £ ; ( - i ) - £ ; ( 0 ) ] . 

As shown in Appendix A, the boundary equations can be brought into the 
same form as the former two of the above equations, thus giving solutions 
for T +R , T—R , rsd+psd and isd -psd . Two methods can be used for this. 
In the first method 6 x and è 2 are eliminated from the boundary equations, 
whereas in the second ô ! and ô 2 are first solved (expressed in known fluxes 
E~(0) , E+(-l) and £,(0) ) and then substituted in Eqs. (5.17) in order to 
derive the sum and difference of E ~(— 1) and E +(0) . 
Surprisingly, both methods lead to apparently different answers. However, in 
Appendix A it is shown that the apparent differences are caused by the 
symmetry of the matrices T and R , and that the expressions found for both 
methods are equivalent. Symmetry of T and R is also required in order to 
fulfil the reciprocity relations for the diffuse fluxes. 
The quantities Pso +TSO , pso -TSO , pj + T J " and Pdo

T -rrf0
T can be found by 

solving Eo
+(0) and E0~(—l) and expressing the results in the incident fluxes 

Es(0) , E~(0), E+(-l) , £ 0
+ ( - l ) and Eo~(0) . For this, it is assumed that 

E0
+ and E~ are in exactly opposite directions, so that the following differen­

tial equations apply: 

d T?+ ... T? . - , T J7- j _ , , ' T l -£•; = w£ + vTE~ + v'TE* - KE; , and 
bdx 

-El = -w'E. - v'TE' - vJE* + KE' d „ - . ,r, _,,TJ 

bdx 

Analytical solutions of these equations are given by 
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K(0) = [ (wEs + vTE-+ v'TE+)eKbxdx + E^-\)eKb , and 
- i 

o 

£;(-!) = f (w'Es + v'TE~ + vTEOe^Ä(Uj:)cLc + £;(0)e-** . 

From these, one immediately finds T00 = e~Kb . The other quantities follow 
from both integrals, in which the analytical expressions for the diffuse flux 
vectors E~ and E+ as obtained from Eqs. (5.17) must be substituted. For 
this, the constant vectors ô, and d 2 must also be known (expressed in known 
incident fluxes); hence the need for the second method of expressing the 
boundary equations. Once the above equations have been expressed in 
Es(0) , E-(0)+E+(-l) and E~(0)-E+(-l) , the quantities PSO+TSO , 
Pso -Tso > Pdo +TdoT and pdo

T -TjJ can be determined. 

Much effort has been spent in finding expressions which are numerically 
"safe" and in which the reciprocity relations are automatically fulfilled. In 
Appendix A the derivations are presented in detail. The final results can be 
summarized as follows: 

I Dependence on optical thickness b 

The following diagonal matrix functions depend on b : 

C = /+eA f c ; S = A - ' l i - e - " ] ; 

J,(/t) = (Ä;-A)-1[e-A*-e**] ; J^K) = (tf-A)"1 [ e ^ - e ^ ] ; 

D = ( tf-*)"1 [ / , (*)-• / , (*)] • 

The following scalar functions depend on b : 
~-kb . ~-Kb 
c , c , 
ß+ = (K+k)-l[l-e-lK*k)b] ; Q- = (K-kyl[e-kb-eKb] . 

The above diagonal matrices and scalars are all that is necessary to 
describe the dependence on optical thickness. 
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II Direction-dependent vectors 

a) The following vectors depend on the solar zenith angle: 

p, = ( i f c+Ar 'y -V-s ) ; q, = (k+A)-1YT(s'*s) ; 

*f = (1 +e-kb)p,-Jx (k) (APs+qs) ; 

g2 = (l-e-kb)qs + AJ1(k)(Aps+qs) ; 

g{ = ( l -e - ' 4 ) /> J + / , W ( A / ; j + ? j ) ; 

g2 =(l+e-kb)qs-AJl(k)(Aps+qs) . 

b) The following vectors depend on the viewing direction (zenith angle and 
relative azimuth) 

pv = (K + A)-lY-l(v'-v) ; qv = (K + A)-lYT(v' + v) ; 

h; = (l + e-
Kb)pv-J1(K)(APv+qv) ; 

h; = (l-e-Kb)qv + AJl(K)(APv+qv) ; 

h; = (l-e-Kb)pv + Jl(K)(Apv+qv) ; 

h2 = (l + e-Kb)qv-AJx(K)(Apv+qv) . 

III Bidirectional quantities 

Apart from w and w ' , the bidirectional scattering coefficients, the fol­
lowing (scalar) quantities are bidirectional: 

a+ = i (yÄ;^-TÄ 2
t )T (Ä + r ) (Fg 1 %y- T ^ ) + i (Ä 2

+ Ty- 1F-^ 2
+ -Ä;TyTF^) ; 

a-=\{Yh[ + Y^h2y{R-T){Yg; + Y^g-2)+l(h2
TY-'Y-^g-2-h[TY-'Yg-l) . 

The final results are given by 
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R + T = [ C y T + S A 2 r 1 ] " 1 [ C F T - S A 2 r 1 ] ; 

R-T = [ S F T + c r - 1 r 1 [ s y T - c r - 1 ] ; 

Psä + Tsä = [ C F ^ S A ^ - ' r ' I C ^ - S A 2 ^ ] ; 

p«r** = [ S F ^ c y - ^ - ' i S f c - C g , - ] ; 

Päo^äo = [ C y ^ S A ^ - ' l - ' t C Ä ^ - S A ^ n ; 

*»*- '* = [ s r T
+ cy- 1 ] - 1 [SA 2 - -CAr] ; 

+ i(A/>v+ qyJl{K)t-kb{Aps- qs) 

^l-Qt[{K-k){pUs-qlps)-2plA1ps + 2q]qs] ; 

T„ = \(a + -a-)+l(Apv+qy(K + k + 2A)D-(Aps+qs) 

+ ±Q[pTAK + k + 2A)qs+qTAK+k+2A)ps] . 

All of the above quantities apply to all azimuthal modes m 

The remaining quantities are: 

Tss * C ' Too ~ C ' 

Psi = wß* ; TS
S
0 = w ' ß ; 

<ANA -ANA 

m = 0 m-0 

Here, ps
s
0 and T^ are single scattering contributions, p* and T^ multiple 

scattering contributions to the bidirectional reflectance and transmittance, 
respectively. 

The reciprocity relations are automatically fulfilled, as the matrices R and T 
are symmetric, the couples (pJrf,prfo) and (rsd, rdo) commute when the direc-
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tions of view and solar incidence are interchanged, and pso and TSO are 
completely symmetric with respect to both directions. 
Potential numerical problems are concentrated in the functions S , Jx(k), 
J{(K) , Q- and/ )" . 
The case of conservative scattering, giving an eigenvalue X = 0 for m — 0 , 
only affects the diagonal matrix function S . This case is recovered by 
replacing the associate element of S by its limit for X -> 0 , which equals 

lim 1 -e"x* 1 - ( 1 -\b) _ . 
*-o—x—= x ~~b • 

The other possible cases are k=\,K=\,K = k and K = k = X , 
where X is any of the eigenvalues. 

When k = X , the associate element of Jy (k ) is replaced by the limit for 
k-*\ , which equals bt~kb . 
When K = X , the associate element of J{ (K) is replaced by the limit for 
K-*\ , which equals be~Kb . 
The above limits must also be substituted in D ~ , when applicable. 
When K = k , the function Q ~ is replaced by the limit for K-*k , which 
equals be~kb . In this case D~ is replaced by an alternative expression, since 
the given expression becomes indeterminate for K^>k . One can write: 

(K-A)D = (K-kyi[(K-k+k-A)J1(k)-e-Ab + e-Kb] 
= Jl(k)+(K-ky1[e-Jib-e-kb-e-Ab + e-Kb] = J,(k)-Q-, 

or D = (ÄT-A)- 1 [J 1W-ß-] • 

For K=k , this gives D = (K-\yl[Jl(K)-be-Kb] , provided K * X 
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When K = k = X , the associate element of D ' is written as 

(K-xy1 g-\ft _ p-kb e-kb_e-Kb 

k-\ K-k 

(K-Xy'e -\~-kb e ( * - X ) f c - l 1 -(K-k)b 

k-\ K-k 

« (K-Xy'e l~-kb (k-\)b+l/i(k-\)2b2 (K-k)b-Vi(K-kfb 2h2 

k-\ K-k 

= (K-\yle-kb[b+iA(k-\)b2-b + V2(K-k)b2] = l/ib2e'kb 

From the above analyses of potential numerical difficulties it is concluded 
that in the present formulation these are very well localized in a limited 
number of functions which can be replaced by appropriate limits whenever a 
special case is encountered. This has been realized by always combining the 
factors X-1 , (k—X)-1, (K— X)"1 and {K—k)~l with associate differences of 
exponential functions, thus guaranteeing that the combinations remain finite 
when the denominator becomes zero. Previous versions of the theory 
(Verhoef, 1988) did not have this property and therefore were more sensitive 
to numerical problems caused by the inaccurate calculation of differences of 
very large numbers in a computer. 

5.5 Mathematical validation 

The expressions for R +T and R — T of the previous section have been 
checked by comparing them with corresponding expressions given by 
Nakajima & King (1992). Apart from notational differences, they are 
identical. In their article, these authors study the behaviour of R and T for 
very large, but not infinite, optical thickness, which leads to asymptotic 
expressions that are relatively simple. 
In this section approximations for small and infinite optical thickness will be 
given for the quantities R+T , R-T , Tsd +psd , isd -psd , pso and TSO . 

Here, quantities approximated by expressions for small optical thickness b 
are denoted with an e-subscript and those for infinite optical thickness by an 
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oo -subscript. Derivations are given in Appendix B. The results are the 
following: 

(R + T)t = I-b(A-B) ; (R-T\ = -I +b{A +B) ; 

(Psd + Tsä\ = b(s' + s) ; (Psd-Tsd\ = b(s-s') ; 

{ps
d
0)i = V2b2(VTs + vTs') ; (ps

s
0\ =bw ; 

{rs
d
0\ = > /2Ö2(v'V + v

Ts) ; (TS
S
0\ = bw' ; 

Rx = [Y-r + AY-tynYT-AY-1] ; T„ = O ; 

( P - ) . =[Y' + AY-^'l[qs-Aps] ; ( T - ) . = 0 ; 

+ i [ « , T r - | y - T f l f I - p : y T ï > f ] 

+ i (Ä:+A:)- , [ (^-^) ( /» v
T«, -^ /» J ) -2 /» v

TA 2 /» , + 2«v
TgJ ; 

(T,0
d)M = 0 . 

These results are interpreted as follows: 

For small optical thickness one obtains R — bB , psd = b s , Tsd = b s ' , pso 

= bw and TSO = bw' . In other words, these quantities are all proportional 
to the associate scattering coefficients (matrix, vector or scalar) and the 
optical thickness, as could be expected. 
For T one finds T = I — bA , so for zero optical thickness T = I , the 
identity matrix, indicating total transparency. This means that the direct 
transmission of diffuse flux (without interaction) is included in matrix T . 
Since A = K — F , where K is the diagonal matrix of extinction coefficients, 
and F the matrix of forward scattering coefficients for diffuse fluxes, the 
result for small optical thickness can be written as T = I — b K + bF , 
where the part I — b K can be attributed to direct transmittance and the part 
OF to diffuse forward scattering. 
The multiple scattering contributions to pso and TSO , denoted by ps„ and TJ , 
are proportional to the square of the optical thickness and inner products of 
vectors of scattering coefficients. These inner products describe the conver-
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sion (by double scattering) 

direct solar flux => diffuse flux => observed radiance , 

which explains why this contribution depends quadratically on the optical 
thickness, as a minimum of two scattering events are required for this 
interaction, and since for small optical thickness the probability of a single 
scattering event is proportional to b , the probability of two scattering events 
will be proportional to b2 . From this it can also be concluded that for small 
optical thickness the single scattering contribution will dominate the result, 
as in this case b2 is much smaller than b . However, for larger b , say 
b > 1 , the multiple scattering contribution grows much faster than the 
single scattering one, so eventually this will become the dominant effect. 

For infinite optical thickness all transmittances have reduced to zero, as 
expected, and the reflectances have reached stable values. These depend on 
the directional scattering properties of the medium, the absorption charac­
teristics and the directions of incidence and exitence. 

5.6 Conclusion 

Four-stream radiative transfer theory, which is the basis for the SAIL 
vegetation canopy reflectance model and for a similar atmospheric scattering 
model, has been generalized to a so-called (N+2)-stream theory. Starting 
point for the new model is the tessellation of the sphere of directions in N 
segments of equal radiometric weight in order to describe the diffuse flux 
field. The result of this is a system of N+2 linear differential equations by 
which radiative transfer is described. In the analytical solution of this system 
of differential equations the symmetry relations of bidirectional scattering in 
azimuthally isotropic media are fully exploited in order to achieve a con­
siderable reduction of computational complexity and required storage space. 
In the formulation of the theory special attention has been paid to potential 
numerical problems related with equal or nearly equal eigenvalues. These 
problems have been identified and solved. Also, the resulting reflectance and 
transmittance quantities are formulated in such a way, that the reciprocity 
relations amongst them follow automatically. The model has been validated 
mathematically by analyzing its behaviour for small and infinite optical 
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thickness. 
Contrary to DOM-based multistream models, which use Gaussian integration 
and without exception rely on the medium being isotropic, like is the case 
for atmospheres, the (N+2)-stream model presented in the previous sections 
can also be applied to non-isotropic media such as (azimuthally isotropic) 
leaf canopies. The model's output consists of all the necessary reflectance 
and transmittance quantities (matrices, vectors and scalars) required for 
application of the adding method. Thus, it will now be possible to build a 
numerically accurate coupled model of vegetation bidirectional reflectance 
and atmospheric scattering. However, this task is left for the future, as the 
model so far has only been implemented for the study of atmospheric 
scattering. In the next chapter the results of a number of simulations with 
this model are presented. These simulations were intended to investigate the 
functioning of the model under a wide variety of input conditions, rather 
than to provide realistic simulations for the terrestrial atmosphere. 
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6 SIMULATION RESULTS FOR (N+2)-STREAM ATMOSPHERE 
MODEL 

6.1 Introduction 

The theory presented in the previous chapter has been implemented in 
several computer programs in order to explore its performance for at­
mospheric layers of different composition and optical thickness. The (N+2)-
stream model has been tested with respect to the following aspects: 

- Eigenvalues and eigenvectors for aerosol and Rayleigh scattering 
- Infinite reflectance matrix 
- The effect of the single scattering albedo on hemispherical reflectance, 

transmittance and layer absorbance as a function of optical thickness and 
solar zenith angle 

- Bidirectional reflectance and transmittance profiles for different solar 
zenith angles and a wide range of optical thicknesses 

- The reciprocity relations 
- The contributions due to single and multiple scattering 
- Comparison of simulation results for N = 72 and N = 2 

As a prototype for the phase function of aerosol scattering, the one for water 
haze M (maritime type) has been chosen (Deirmendjian, 1969). For a 
number of different wavelengths this phase function is shown in chapter 9 
(Fig. 9.3), together with the phase function for Rayleigh scattering. 
In this chapter the results of model simulations for both types of scattering 
(aerosol and Rayleigh) will be discussed. 

6.2 Eigenvalues and eigenvectors 

The eigenvalues and eigenvectors of the matrix of diffuse extinction and 
scattering depend only on the scattering phase function and the single 
scattering albedo, as all extinction and scattering coefficients have been 
defined per unit of optical thickness (cf. chapter 5). For aerosol scattering 
and Rayleigh scattering the phase functions are clearly different from one 
another. However, the single scattering albedo for Rayleigh scattering can be 
taken equal to one, and for aerosol scattering it is usually close to one, so 
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the main differences in eigenvalues and eigenvectors associated with both 
types of scattering are expected to be caused by the differences in the 
respective phase functions. 
Numerical results for a few cases are presented in Tables 6.1 to 6.3. In each 
table the eigenvalues are listed in increasing order for each of the 7 
azimuthal modes m (0 to 6, cf. section 5.6 and Appendix A) associated with 
the discrete cosine transform (DCT). The associate eigenvectors are on the 
right in transposed form. Table 6.1 gives the results for aerosol Haze M at a 
wavelength of 700 nm and a single scattering albedo wA of one (no absorp­
tion). In Table 6.2 a small absorption (uA = 0.99) has been introduced in 
order to show the effect of this. Table 6.3 shows the results for Rayleigh 
scattering. In this case there is no absorption either but the scattering phase 
function is highly different. The results can be interpreted as follows. 

The smallest eigenvalue in Table 6.1 is 0.000018, where it should be zero 
for this case of conservative scattering. The reason that the calculation gives 
a number slightly different from zero is numerical inaccuracy and the fact 
that single precision arithmetic has been used. The associate eigenvector has 
equal components, so it is a scalar multiple of the 1-vector, as expected. 
From Table 6.2 it is concluded that a small absorption of only one percent 
has a relatively large effect on the smallest eigenvalue and only a small 
(relative) effect on the other eigenvalues. The eigenvectors are also slightly 
affected. 
The results for Rayleigh scattering are presented in Table 6.3. Here the 
smallest eigenvalue is zero indeed and the associate eigenvector is again a 
multiple of the 1-vector. Why the limited numerical precision appears to 
have less effect in the case of Rayleigh scattering is not known, but perhaps 
this is related to the much lower degree of anisotropy of this type of scat­
tering. 
A peculiarity with Rayleigh scattering is revealed by the fact that for modes 
m greater than 2 the set of eigenvalues and eigenvectors becomes indepen­
dent of m. Also, the matrix of eigenvectors becomes diagonal and the non­
zero element of each eigenvector is the square root of the associate 
eigenvalue. On closer examination, it appears that the eigenvalues for m > 2 
are equal to the diffuse extinction coefficients, associated with the zenith 
sectors 1 to 3. These are equal to 6 [ 1 - (2/3)*], 6 [ (2/3)* - (1/3)* ] and 
6(1/3)*, respectively, which follows from Eq. (5.8.a) of section 5.3 if the 
interception coefficient is set equal to one and Nz equals 3. 
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Table 6.1 Eigenvalues and eigenvectors for aerosol Haze M at 700 nm and 
(J)À = 1 

Mode 

0 

1 

2 

3 

4 

5 

6 

Eigenvalue 

0.000018 

0.752800 

1.452165 

0.522447 

0.906949 

1.653504 

0.796565 

1.027490 

1.937718 

0.947098 

1.135971 

2.317190 

1.015264 

1.219955 

2.605434 

1.045875 

1.271274 

2.791248 

1.054875 

1.288225 

2.853212 

Eigenvector (transposed) 

0.353876 

-0.579229 

0.093491 

0.521157 

0.659429 

0.008357 

0.734090 

-0.577214 

0.000531 

0.919480 

-0.349006 

-0.005054 

0.994541 

-0.177043 

-0.001918 

1.018577 

-0.100424 

-0.000774 

1.024494 

-0.079680 

-0.000374 

0.353876 

0.548623 

-0.628659 

0.440577 

-0.609388 

-0.327944 

0.499201 

0.813171 

-0.327944 

0.315496 

0.998677 

-0.192723 

0.161107 

1.088127 

-0.102168 

0.090995 

1.122074 

-0.065626 

0.072079 

1.131623 

-0.052912 

0.353876 

0.569988 

1.246135 

0.147862 

-0.234186 

1.004333 

0.155894 

0.243541 

1.493460 

0.038316 

0.112927 

1.433406 

0.012437 

0.074136 

1.661038 

0.003841 

0.042104 

1.637211 

0.002575 

0.036674 

1.715615 
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Table 6.2 Eigenvalues and eigenvectors for aerosol Haze M at 700 nm and 
aA = 0.99 

Mode 

0 

1 

2 

3 

4 

5 

6 

Eigenvalue 

0.087075 

0.764218 

1.468339 

0.531683 

0.912917 

1.669623 

0.801145 

1.031399 

1.952421 

0.949026 

1.138879 

2.328544 

1.016208 

1.222102 

2.614001 

1.046452 

1.272914 

2.797973 

1.055353 

1.289695 

2.859319 

Eigenvector (transposed) 

0.366556 

-0.577790 

0.087101 

0.530962 

0.654607 

0.005945 

0.741017 

-0.570306 

-0.000210 

0.922309 

-0.343413 

-0.005109 

0.995427 

-0.174318 

-0.001924 

1.018978 

-0.099004 

-0.000774 

1.024799 

-0.078587 

-0.000376 

0.355929 

0.563030 

-0.619575 

0.442335 

-0.621376 

-0.557834 

0.494044 

0.821000 

-0.322559 

0.310447 

1.002296 

-0.189923 

0.158570 

1.089607 

-0.100860 

0.089677 

1.122954 

-0.064827 

0.071067 

1.132362 

-0.052288 

0.344789 

0.560036 

1.258991 

0.146073 

-0.232034 

1.106858 

0.151131 

0.239811 

1.498396 

0.037219 

0.111504 

1.438404 

0.012098 

0.073117 

1.663189 

0.003748 

0.041589 

1.639610 

0.002513 

0.036214 

1.717138 
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Table 6.3 Eigenvalues and eigenvectors for Rayleigh scattering 

Mode 

0 

1 

2 

3 

4 

5 

6 

Eigenvalue 

0.000000 

1.235408 

2.375595 

1.090499 

1.404055 

3.413692 

1.100437 

1.426468 

3.326881 

1.101021 

1.434878 

3.464102 

1.101021 

1.434878 

3.464102 

1.101021 

1.434878 

3.464102 

1.101021 

1.434878 

3.464102 

Eigenvector (transposed) 

0.726654 

0.732808 

-0.189702 

1.047658 

-0.057992 

-0.008324 

1.049266 

-0.007014 

-0.003466 

1.049295 

0.000000 

0.000000 

1.049295 

0.000000 

0.000000 

1.049295 

0.000000 

0.000000 

1.049295 

0.000000 

0.000000 

0.726654 

-0.837762 

-0.452778 

0.066024 

1.195849 

-0.021531 

0.007944 

1.197688 

-0.018942 

0.000000 

1.197864 

0.000000 

0.000000 

1.197864 

0.000000 

0.000000 

1.197864 

0.000000 

0.000000 

1.197864 

0.000000 

0.726654 

-0.283073 

1.689954 

0.016588 

0.032588 

1.860850 

0.006344 

0.029389 

1.860967 

0.000000 

0.000000 

1.861210 

0.000000 

0.000000 

1.861210 

0.000000 

0.000000 

1.861210 

0.000000 

0.000000 

1.861210 
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Summarized, for Rayleigh scattering and m > 2 one finds A = K , where K 
is the matrix of diffuse extinction coefficients. Also, Y = YT = K'A . Now, 
application of the relationships (cf. section 5.4) YYT = A+B and 
y TA2y-i = A-B gives A +B = A -B = K , or B = O and A = K . 
Since A = K — F , it can be concluded that B = F = O , so both the 
forward scattering matrix and the backscattering matrix are equal to the zero 
matrix. The conclusion is that application of the discrete cosine transform to 
the azimuthal component of Rayleigh scattering already partly (for m > 2) 
accomplishes the diagonalization of the matrix of extinction and scattering. 
The reason for this behaviour is that the azimuthal dependence of the 
Rayleigh phase function (cf. section 9.3) can be expressed by 

pR(ip) = aQ + axcos\p + a2cos2\}/ 

where \p is the relative azimuth angle and a0 , ax and a2 depend on the zenith 
angles of incidence and observation. Application of the azimuthal DCT gives 
only a non-zero response for the angular frequencies zero, one and two. For 
higher frequencies the response is zero, which explains why for m > 2 zero 
matrices F and B are obtained. 

6.3 Infinite reflectance matrix 

The infinite reflectance matrix describes the diffuse reflectance for infinite 
optical thickness of the layer and depends only on the eigenvalues and 
eigenvectors. In this section numerical results are presented for the same 
cases as for which the eigenvalues and eigenvectors were computed in the 
previous section. Tables 6.4 to 6.6 give the results for the three cases. They 
are specified in the form of reflectance factors, i.e. reflectances at the top of 
the layer relative to those of a white Lambertian surface. The indices i andy 
refer to the zenith zones of incidence and exitence, respectively and Ak is the 
absolute difference in the number of azimuth sectors. For the numbering of 
zones and sectors on the sphere, see Fig. 5.2 in section 5.2. The most right 
column in the tables gives the partial sums per exitent zenith zone and for 
the three zones added together. For this, the entries for Ak in the range from 
1 to 5 have been counted twice, in order to obtain the sum over all twelve 
azimuth sectors. The totals for each incidence zenith sector give the hemi­
spherical reflectance when these are divided by the total number of segments 
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Table 6.4 Infinite reflectance matrix for aerosol Haze M at 700 nm and 

i 

1 

2 

3 

j 

1 

2 

3 

1 

2 

3 

1 

2 

3 

«* = 1 

A* 

0 

1.142 

1.045 

0.753 

1.045 

0.989 

0.764 

0.753 

0.763 

0.721 

1 

1.143 

1.044 

0.753 

1.044 

0.986 

0.757 

0.753 

0.757 

0.700 

2 

1.141 

1.043 

0.758 

1.043 

0.984 

0.758 

0.758 

0.758 

0.687 

3 

1.141 

1.049 

0.779 

1.049 

1.006 

0.810 

0.779 

0.810 

0.797 

4 

1.143 

1.064 

0.817 

1.064 

1.060 

0.939 

0.817 

0.939 

1.185 

5 

1.147 

1.082 

0.862 

1.082 

1.126 

1.137 

0.862 

1.137 

2.258 

6 

1.148 

1.089 

0.883 

1.089 

1.157 

1.260 

0.883 

1.260 

3.624 

Sum 

13.720 

12.698 

9.574 

35.992 

12.698 

12.470 

10.826 

35.994 

9.574 

10.826 

15.599 

35.999 

per hemisphere, which is 36. The results are interpreted as follows. The 
deviations from a Lambertian reflector are moderate for Rayleigh scattering 
(Table 6.6) and also for aerosol scattering when / is 1 or 2. For the aerosol 
and / = 3 (Tables 6.4 and 6.5) the reflectance can become more than three 
times stronger than for a white Lambertian reflector. This happens for j = 3 
and Ak = 6 , which corresponds to the case similar to mirror reflection 
under low incidence angles. However, here the cause is not mirror reflection 
but the strong forward scattering of aerosols. The same case for Rayleigh 
scattering (Table 6.6) gives a reflectance of 1.227, which is even less than in 
the backscattering direction (Ak = 0) for the same i and ƒ 
The effect of a small absorption of only one percent of the intercepted flux 
(oiA = 0.99) is demonstrated in Table 6.5 by a strong decrease of the infinite 
reflectances. The strongest absolute decreases are found for small i and j , 
i.e. for angles close to the zenith. The hemispherical reflectances for the 
three incidence zenith zones are 0.561, 0.616 and 0.736 for i is 1 to 3, 
respectively. These figures indicate that a small absorption as expressed in 
the single scattering albedo may result in a large absorption of the semi-
infinite layer, especially at steep incidence angles. 
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Table 6.5 Infinite reflectance matrix for aerosol Haze M at 700 nm and 

i 

1 

2 

3 

i 

1 

2 

3 

1 

2 

3 

1 

2 

3 

<aA = 0.99 

M 

0 

0.605 

0.581 

0.445 

0.581 

0.585 

0.492 

0.445 

0.492 

0.533 

l 

0.605 

0.579 

0.445 

0.579 

0.582 

0.486 

0.445 

0.486 

0.512 

2 

0.603 

0.578 

0.449 

0.578 

0.579 

0.486 

0.449 

0.486 

0.498 

3 

0.603 

0.583 

0.469 

0.583 

0.599 

0.534 

0.469 

0.534 

0.603 

4 

0.604 

0.597 

0.505 

0.579 

0.650 

0.658 

0.505 

0.658 

0.979 

5 

0.607 

0.613 

0.548 

0.613 

0.712 

0.850 

0.548 

0.850 

2.029 

6 

0.609 

0.620 

0.568 

0.620 

0.742 

0.969 

0.568 

0.969 

3.373 

Sum 

7.258 

7.101 

5.845 

20.204 

7.101 

7.571 

7.489 

22.161 

5.845 

7.489 

13.148 

26.482 

The numerical accuracy of the (N+2)-stream model can partly be checked 
by considering the hemispherical infinite reflectances in the case of conserva­
tive scattering, which should give hemispherical reflectances equal to one. In 
Table 6.4 the greatest error is found for the aerosol at / = 1. In this case the 
deviation from one is 0.008/36 = 0.00022, which is acceptable. In Table 
6.6 two of the hemispherical sums exceed 36, thus giving hemispherical 
reflectances greater than one, which is physically impossible. However, the 
sums have been calculated afterwards from the printed computer output 
which listed only the individual reflectances in three decimal places, and 
when the effect of rounding errors on the hemispherical sums is taken into 
account, it is concluded that the deviations from one are all too small to be 
explained by numerical inaccuracy of the algorithm which calculates the 
infinite reflectance matrix. Later in this chapter (section 6.4) more definite 
statements on the issue of numerical accuracy are made on the basis of 
model simulations in which the layer absorption has been explicitly cal­
culated from hemispherical reflectance and transmittance for specular 
incidence within the computer program, so that rounding errors due to 
printing can play no role. 
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Table 6.6 Infinite reflectance matrix for Rayleigh scattering 

i 

1 

2 

3 

j 

1 

2 

3 

1 

2 

3 

1 

2 

3 

A* 

0 

1.107 

1.075 

0.933 

1.075 

1.098 

1.048 

0.933 

1.048 

1.318 

1 

1.103 

1.067 

0.924 

1.067 

1.080 

1.021 

0.924 

1.021 

1.251 

2 

1.091 

1.047 

0.901 

1.047 

1.039 

0.961 

0.901 

0.961 

1.112 

3 

1.078 

1.024 

0.881 

1.024 

0.997 

0.916 

0.881 

0.916 

1.029 

4 

1.065 

1.005 

0.872 

1.005 

0.973 

0.911 

0.872 

0.911 

1.067 

5 

1.057 

0.995 

0.873 

0.995 

0.965 

0.935 

0.873 

0.935 

1.173 

6 

1.054 

0.992 

0.875 

0.992 

0.965 

0.949 

0.875 

0.949 

1.227 

Sum 

12.949 

12.343 

10.710 

36.002 

12.343 

12.171 

11.485 

35.999 

10.710 

11.485 

13.809 

36.004 

6.4 Hemispherical reflectance and transmittance for specular incidence 

In the (N+2)-stream model the diffuse reflectance and transmittance for 
specular incidence are described by means of the vectors psd and rsd . For N 
equal to 72 these vectors consist of 36 elements, which describe the distribu­
tion of the reflected and transmitted radiation over the 36 angular segments 
in the upper and lower hemispheres, respectively. Summation of all elements 
of each vector gives the hemispherical reflectance and transmittance for 
specular incidence. Since the sum of both, plus the direct transmittance, 
gives the fraction of the incident flux exiting from the layer, one minus this 
fraction is the fraction absorbed, which is called absorbance. This quantity 
can be used to check the numerical accuracy of the model if calculations are 
performed for the case of conservative scattering and very high optical 
thickness. In that case the numerically determined absorbance should still be 
zero. 
In section 6.2 it was shown that the smallest eigenvalue obtained for aerosol 
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scattering and œA = 1 is equal to 0.000018, whereas it should be zero. The 
consequence of this numerical inaccuracy for the absorbance of an optically 
very thick layer (log b = 5.6) has been investigated for solar zenith angles 
of 15, 45 and 75 degrees. The result is that the calculated absorbance 
becomes 0.000127, 0.000104 and 0.000064, respectively. For Rayleigh 
scattering even at log b = 6.1 no absorption was found when represented to 
six decimal places. From this it is concluded that the inaccurate calculation 
of the smallest eigenvalue indeed leads to a numerical loss of energy, but 
even at unrealistically high optical thickness the numerically induced layer 
absorption associated with this can be considered negligible. 
For aerosol scattering, the relationships between single scattering albedo, 
smallest eigenvalue (Xmin), saturation optical thickness bS3t, and layer absorb­
ance for a solar zenith angle of 45 degrees have been investigated by means 
of the model and the results are presented in Table 6.7. Here the saturation 
optical thickness b%M is defined as the optical thickness above which the layer 
absorbance (to six decimal places) does not increase any more. This is also 
the point where the hemispherical transmittance has reduced to less than 
10-6. The layer absorbance at the saturation point is symbolized as asat . 

Table 6.7 Relationships between single scattering albedo, minimum 
eigenvalue, saturation optical thickness and saturation absorbance 

<*A 

0.99999 

0.9999 

0.999 

0.99 

0.9 

0.5 

0.1 

**min 

0.002741 

0.008669 

0.027424 

0.087075 

0.285863 

0.720344 

1.034135 

log b,M 

3.7 

3.2 

2.7 

2.3 

1.8 

1.3 

1.1 

^ s a t 

0.015516 

0.048222 

0.144482 

0.388013 

0.783850 

0.969731 

0.996854 

87 



From these results one may observe the following: 

- For weak absorption X ,̂, « 0.87 V(l—wA) and asat « 4.9 V(l-wA). 
Similar relationships can be derived analytically from Kubelka-Munk 
(two-stream) theory. They explain the great sensitivities to the single 
scattering albedo when this is close to one. Theoretically, at wA = 1 this 
sensitivity is infinite because of the square root function. 

- The product XnJb^ is approximately constant and amounts to about 15. 
However, for Rayleigh scattering X,̂ ,, was found to be zero, but still 
saturation occurred at log b = 6.1, so this relationship does no longer 
hold when X ,̂, becomes very small. 

The above results indicate that when very small amounts of absorbing 
material are added to an optically thick layer consisting of purely scattering 
material, the absorption of incident radiation by the layer as a whole can 
already become considerable. For instance, when only 0.001 % (in units of 
optical thickness) of absorbing material is added, the absorption by the layer 
of solar radiation under 45 degrees incidence becomes already more than 1.5 
% . Also, 50 % of absorbing material gives 97 % layer absorbance, or 3 % 
reflectance, which already indicates a virtually black surface. 

For a large range of optical thicknesses, spanning eleven orders of magnitude 
(from b = 10~5 to b = 106), calculations of the direct transmittance, the 
diffuse hemispherical reflectance, the diffuse hemispherical transmittance and 
the layer absorbance have been carried out for aerosol scattering as well as 
Rayleigh scattering and for different solar zenith angles. For the range b = 
10"3 to 104 some results are presented in Figures 6.1 to 6.5. In all Figures a 
logarithmic scale for b is applied because of the large range, and linear 
scales for reflectances and transmittances. In order to show the division of 
the radiation over transmittance, reflectance and absorbance, the left vertical 
scale is used for the total and hemispherical diffuse transmittance, whereas 
the right vertical scale runs in opposite direction and is used for the hemi­
spherical diffuse reflectance. Fig. 6.1 shows the results for the water Haze 
M aerosol at 700 nm, a single scattering albedo of one and a solar zenith 
angle of 15 degrees. In this case there is no absorption of enough signifi­
cance to be plotted, so the sum of hemispherical reflectance and total 
transmittance is one everywhere. The course of the optical quantities as a 
function of the optical thickness b can be characterized as follows: 
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- For small b, say less than 0.1, the direct transmittance decreases linearly, 
and the diffuse reflectance and transmittance increase linearly. This 
follows from theoretical considerations, cf. section 5.5. In this region, the 
hemispherical diffuse transmittance is about twenty times stronger than the 
reflectance, which is explained by the strong forward scattering of the 
aerosol. 

- For higher b the direct transmittance decreases exponentially (actually it 
does for all b), and becomes negligible at b = 6. The intercepted fraction 
is divided over diffuse reflectance and transmittance, so the sum of these 
increases up to b = 6, where it becomes one. The diffuse reflectance is a 
monotonously increasing function of b, which is first linear, then approxi­
mately logarithmic and finally ( for b > 10) slower than logarithmic. As 
a result of this, the diffuse transmittance has a maximum, which in this 
case is located at b = 2.5 and amounts to 73 %. 

- The curve for the diffuse transmittance as a function of log b is highly 
symmetrical about the vertical line through the maximum. This suggests 
that for conservative scattering at very high optical thickness the diffuse 
transmittance is proportional to the inverse, b~l. This kind of behaviour 
can be confirmed theoretically for the four-stream model (i.e. N = 2), so 
it seems plausible that this is a general feature. 

Figures 6.2 and 6.3 are similar to Fig. 6.1 except for the solar zenith angle, 
which is 45 and 75 degrees, respectively. From these it is concluded that for 
larger solar zenith angles the direct transmittance decreases more rapidly, so 
that the diffuse reflectance and transmittance increase faster as a function of 
b for small b. The maximum diffuse transmittance is also reached at smaller 
b, and is lower (60 % for 6S = 75 degrees). The curve for the diffuse 
transmittance becomes less symmetric with respect to the maximum. 
Figure 6.4 shows the results obtained for Rayleigh scattering with 0S = 45 
degrees. Compared with Fig. 6.2 it is seen that the general features are the 
same, but the diffuse reflectance is much higher for Rayleigh scattering, 
while the diffuse transmittance is much lower. The maximum diffuse 
transmittance in Fig. 6.4 is only 35.5 % instead of 68.5 % in Fig. 6.2. 
These differences can be explained by the Rayleigh phase function which is 
equal for forward and backward scattering. In Fig. 6.4 indeed one sees about 
equal diffuse reflectances and transmittances for small b. 
Fig. 6.5 shows the effect of a small fraction of absorption (wA = 0.99) under 
conditions otherwise equal to those of Fig. 6.2. Here it appears that for b 
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Fig. 6.1 Radiation budget as a function of optical thickness for water Haze M 
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Fig. 6.2 Radiation budget as a function of optical thickness for water Haze M 
aerosol at 700 nm for w = / and 0« = 45° 
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less than 1 there is not much difference, except for a small layer absorbance, 
increasing to about 2 % at b = 1. However, at larger b the layer absorbance 
increases rapidly to almost 39 % and then saturates at b = 100. One may 
also observe that the diffuse reflectance saturates already at b = 30. Here 
the diffuse transmittance is still about 4 % and reduces to zero at b = 100. 
Above this optical thickness everything has become constant. 

The results presented so far demonstrate that the (N+2)-stream model can be 
applied to radiation budget calculations for a very wide range of optical 
thicknesses, spanning eleven orders of magnitude, and for various types of 
scattering phase functions, including highly anisotropic ones, such as those 
for aerosol scattering. 

6.5 Bidirectional reflectance and transmittance 

In this section the performance of the (N + 2)-stream model (for N = 72) is 
investigated by means of simulation of the bidirectional reflectance and 
transmittance for a wide range of optical thicknesses and for the phase 
functions of aerosol and Rayleigh scattering. The calculations have been 
limited to the principal plane (i.e. relative viewing azimuth either 0 or 180 
degrees) as this gives the greatest directional variations, due to the fact that 
in this case the complete range of possible scattering angles is encountered. 
The viewing zenith angle has been varied in steps of 2.5 degrees, which is 
small enough to resolve the angular variation of the aerosol scattering phase 
function in the so-called glory region (close to exact backward scattering) 
and the aureole region (close to exact forward scattering). The optical 
thickness has been varied exponentially from b = 2 - 6 to 212, with a step 
factor of four. The results have been plotted on logarithmic scales for the 
bidirectional reflectance and transmittance. The quantities shown are rso = 
(N/2)pso and tso = (N/2)TSO , where pso and TSO are the bidirectional reflec­
tance and transmittance in terms of flux-equivalent radiance as defined in 
chapter 5. Superscripts s and d are used to indicate contributions due to 
single scattering and multiple scattering, respectively. 
Fig. 6.6 shows the single scattering contribution to the bidirectional reflec­
tance for water Haze M aerosol at 700 nm, a single scattering albedo of one, 
and a solar zenith angle of 45 degrees. This illustration is included only to 
show the difference with the multiple scattering contribution, which is 
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presented in Fig. 6.7. It cannot be used to demonstrate the performance of 
the (N+2)-stream model, since the single scattering contribution can easily 
be calculated in any model by means of a stand-alone and exact formula. 
Nevertheless, Fig. 6.6 serves also to illustrate the most prominent features of 
single scattering for aerosols as a function of the viewing angle and the 
optical thickness. A striking feature in Fig. 6.6 is the ripple in the neigh­
bourhood of the anti-solar direction (0O = 45° ;yp = 0°). This oscillatory 
behaviour is a property of the phase function of non-absorbing spherical 
water droplets, especially when these have sufficient size in comparison to 
the wavelength of the radiation. The Haze M particle size distribution 
(Deirmendjian, 1969) has relatively many of these particles. 
The other feature of aerosol scattering is the strong forward scattering 
relative to backscattering. In Fig. 6.6 this is manifested by the strong 
increase of the bidirectional reflectance with increasing viewing angle for \f/ 
= 180°. Close to 0o = 90° this effect gives already bidirectional reflectan­
ces of more than 10 % for optically thin layers. 

As a function of the optical thickness b the single scattering contribution to 
the bidirectional reflectance increases almost linearly for small b, given the 
approximately fourfold increase of it when b is increased from 2 - 6 to 2 - 4 . 
However, saturation of this contribution occurs already for moderate values 
of b, especially for large viewing zenith angles. But even at zero viewing 
zenith angle saturation takes place just above b = 1, given the fact the 
curves for b = 1 and b = 212 (4096) differ only about 10 % at this viewing 
angle. 
For the same conditions as in Fig. 6.6, Fig. 6.7 gives the multiple scattering 
contribution, except that a few more optical thicknesses have been included 
and that for b = 0.25 also the results iox N = 2 (four-stream model) are 
shown. The most striking feature of Fig. 6.7 is the much larger dynamic 
range of this contribution when compared to the single scattering 
contribution for the same range of optical thicknesses. For the latter this was 
about a factor of twenty, for the former it is a factor of almost 100,000. At 
small b the directional pattern is roughly similar to that of the single scat­
tering contribution, except that the ripples in the glory region have been 
washed out. As predicted in chapter 5, for small b this contribution increases 
quadratically as a function of the optical thickness, and this is confirmed in 
Fig. 6.7, given the approximately 16-fold increase when b increases from 
2~6 to 2 -4 . Due to this effect, already at b = 0.25 both contributions are of 
the same order of magnitude. For this optical thickness, which is also quite 
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representative for atmospheric conditions under which optical remote sensing 
can successfully be executed, the results obtained for the four-stream model 
are also given. It appears that the correct order of magnitude is obtained, but 
the directional pattern differs considerably from the (N+2)-stream result. 
Especially in the forward scattering region (^ = 180°) the differences 
between the two results are substantial, with maximum relative deviations of 
about a factor of three at large zenith viewing angles. It should be noted here 
that the directional pattern resulting from the four-stream model is azimuth-
independent, and since for the (N+2)-stream model the greatest directional 
variations are located in the principal plane, this is probably a worst case. 
From Fig. 6.7 it appears also that the multiple scattering contribution still 
grows considerably above b = \ , and saturation is reached at a much higher 
optical thickness than was found for the single scattering contribution. At 
saturation (for b = 4096) values of about 100 % are found, with a decrease 
for large viewing zenith angles ("limb darkening"). 

In Fig. 6.8 the sum of the single and multiple scattering contributions is 
presented, thus giving the total bidirectional reflectance. From this it is seen 
that for small b the result is mainly determined by the single scattering 
contribution, whereas above b = 0.25 the multiple scattering contribution 
dominates. The ripple in the glory region, which is a single scattering effect, 
seems to become gradually smaller with increasing optical thickness, but this 
is due to the logarithmic scale, which expresses relative differences. In 
absolute sense the ripple becomes even stronger, since in Fig. 6.6 it is 
virtually constant on a logarithmic scale while its level increases, which 
means that it is increasing with b in absolute sense. Again for b = 0.25 also 
the result for the four-stream model is shown. The relative difference with 
the (N+2)-stream result is about 20 % in the region around zero viewing 
zenith angle, and becomes about 50 % for large viewing angles in the 
forward scattering part of the principal plane. From this it may be concluded 
that for accurate calculations of the atmospheric influence on optical remote 
sensing imagery a four-stream model is inadequate. However, this does not 
make the four-stream model completely useless, since there will not be many 
cases in which the accuracy of the model input parameters is so high that use 
of a more accurate model would be justified. 
For the bidirectional transmittance a similar analysis is presented in Figures 
6.9 to 6.12. Fig. 6.9 shows the single scattering contribution to the bidirec­
tional transmittance for the same conditions as in Fig. 6.6. The most striking 
feature here is the high forward scattering peak at 0O = 135° and ^ = 180°, 
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causing a very large dynamic range spanning a factor of about 500. For 
small b and not too large 60 the directional pattern increases linearly with b, 
like was found in Fig. 6.6. However, for most viewing angles the single 
scattering contribution to the bidirectional transmittance becomes maximum 
at b = 1 and then decreases rapidly. At b = 4 it has reached a level of the 
same'order as for b = 2~6 and at b = 16 this contribution was already too 
small to be drawn in this Figure. Fig. 6.10 shows the multiple scattering 
contribution. Like was found for the bidirectional reflectance, also in this 
case the directional pattern for small b has many of the features of the 
associate single scattering contribution. The forward scattering peak in the 
aureole region has been washed out considerably, but its influence is still 
visible. The increase as a function of b for small b is again quadratic. It 
slows down first at viewing angles close to the horizon (0o = 90°) and later 
also at more steep viewing angles and a maximum is reached at b = 1 to 4, 
depending on the viewing direction. At b = 4 still a faint forward scattering 
peak is visible, but at b = 16 it has disappeared. Contrary to the single 
scattering contribution, the multiple scattering contribution at b = 16 is still 
relatively high, namely about 20 %, with a maximum of 35 % at the zenith 
(0O = 180°). For b = 0.25 also the four-stream result is shown and in this 
case the differences with the (N+2)-stream result are dramatic, with devi­
ations of a factor of about 4 at many viewing angles. Only in the zenith 
direction the deviation is relatively small, because both curves intersect close 
to this point. 

The sum of both contributions to the bidirectional transmittance is shown in 
Figures 6.11 and 6.12. Figure 6.11 shows the results for small to medium 
optical thickness, which are still dominated by the single scattering 
contribution, especially in the aureole region. The increasing bidirectional 
transmittance towards viewing angles close to 90° and below b = 1 is 
responsible for the brightness of the sky just above the horizon which often 
can be observed also in reality under clear conditions. For more hazy 
atmospheres (b = 1) this brightening of the region above the horizon is no 
longer present because other parts of the sky have become about equally 
bright. In this case the forward scattering peak is still strong and has 
broadened somewhat. For b = 0.25 again the four-stream result is also 
shown. The relative deviation with the (N+2)-stream result is very small in 
the aureole region, due to the fact that single scattering dominates here. 
However, in the region where the bidirectional transmittance is small the 
relative difference becomes more than a factor of three. 
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Fig. 6.12 shows the bidirectional transmittance for medium to large optical 
thickness. At b = 4 a broadened forward scattering peak is still present, but 
at b = 16 it has disappeared and a dome-shaped directional pattern remains, 
with a flat maximum at the zenith direction and a decreasing bidirectional 
transmittance towards the horizon. This pattern does not change any more 
with increasing optical thickness. Only the level decreases inversely propor­
tional to b , as manifested by the parallel displacement of the whole pattern 
by a factor of about 0.25 for each fourfold increase of the optical thickness. 
This is consistent with the behaviour of the hemispherical diffuse transmit­
tance for high optical thickness, as noted in the previous section. The direc­
tional pattern found for high optical thickness is azimuth-independent and 
closely resembles the one for the brightness of a so-called Standard Overcast 
Sky, which (for our definition of the viewing zenith angle) is given by the 
simple expression 1 — 2cos0o . Den Duik (1989) applied this sky radiance 
distribution as input for his canopy reflectance models. It appears to 
originate from an empirical relation found by Moon & Spencer (1942) and 
has been verified by Grace (1971). For comparison, in Fig. 6.12 this 
brightness pattern is indicated by the triangles. There is a remarkable 
resemblance between the model simulation and the empirical relationship for 
the radiance pattern of an overcast sky, in spite of the fact that cloud 
particles have a phase function which is different from that of aerosols, 
which suggests that perhaps this pattern is independent of the phase function 
and will always result for very high optical thickness and conservative 
scattering. 

Figures 6.13 to 6.15 present the single, multiple and total contributions to 
the bidirectional reflectance for the Rayleigh scattering phase function, 
respectively, for the same range of optical thicknesses and a solar zenith 
angle of 45°. The directional patterns in this case are much smoother than 
for the aerosol, but otherwise similar features are found. In general, higher 
bidirectional reflectances are found for Rayleigh scattering, due to the 
relatively stronger backscattering in the associate phase function. 
Bidirectional transmittances for Rayleigh scattering are shown in Figures 
6.16 (small to medium optical thickness) and 6.17 (medium to high optical 
thickness). Again similar features are found as for aerosol scattering in 
Figures 6.11 and 6.12, but at high optical thicknesses Rayleigh scattering 
(compare Figs. 6.17 and 6.12) produces about a fourfold weaker bidirec­
tional transmittance at the same optical thickness, which can be attributed to 
the strong forward scattering of aerosols. Like in Fig. 6.12, the sky radiance 
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pattern for the Standard Overcast Sky has been plotted in Fig. 6.17 too. 
Here it appears that this pattern is virtually equal to the model result, so it 
seems that this directional pattern indeed will result independently of the 
phase function. In Fig. 6.12 the (small) deviation from the Standard Overcast 
Sky pattern does not necessarily indicate a deficiency of the model, as 
asymptotic theory (Nakajima & King, 1992) only states that for optically 
thick layers the bidirectional transmittance is proportional to the product 
K(/J,S)K(H0), where K(ji) is the so-called escape function. For the Standard 
Overcast Sky model this function happens to be given by K(jx) — 1+2 fi , 
but this does not follow explicitly from the asymptotic theory, so there is 
room for deviation from this simple model. 
Figures 6.18 to 6.21 demonstrate the reciprocity relations of the bidirectional 
reflectance and transmittance for b — 2 - 4 and b = 1. For water Haze M the 
directional patterns are plotted for solar zenith angles 0S of 15°, 45° and 
75°. In these Figures points for the combination of angles (0S,0O,^) have 
been connected by means of dashed lines with points for the combination of 
angles (0o ,6S ,\p). In order to fulfil the reciprocity relations, these lines should 
be strictly horizontal. In the Figures it appears they are, and also in the 
numerical results no differences at all have been found between 
corresponding pairs of simulation results. In view of chapter 5, where 
symmetric expressions for the bidirectional reflectance and transmittance 
were derived which automatically fulfil the reciprocity relations, it may not 
be surprising that the programmed calculations indeed give the expected 
results, so in this case the reciprocity relations have only been used as a 
means to check the correctness of programming. 
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6.6 Discussion 

The results presented in this chapter are not the first in which the perfor­
mance of an (N+2)-stream radiative transfer model is explored and com­
pared with a four-stream model. In Verhoef (1988) already an attempt in this 
direction was made, but at that time no reliable simulations could be carried 
out because of numerical problems, which in particular came to expression 
as irregularities in directional profiles of the bidirectional transmittance. 
Since that time a lot of effort has been spent in locating the origins of these 
problems and the result is the entirely revised theory presented in chapter 5 
and Appendix A. The old theory was a direct generalization of the four-
stream theory presented in Verhoef (1985a), which resulted in a very 
compact formulation. The formulation of the new theory is less compact, but 
all potential numerical problems related with the possible equality of eigen­
values have been avoided. Yet, both theories are mathematically equivalent, 
which illustrates that the translation of a mathematical formulation into 
numerically safe computer code can be quite critical. 
In the results of the previous sections no indication of any of those numerical 
problems has been found, in spite of the wide range of input conditions 
applied. The only indication of (another type of) numerical inaccuracy is the 
fact that for the aerosol phase function and conservative scattering the 
smallest computed eigenvalue was not zero but 0.000018. However, the 
numerically induced layer absorption caused by this is very small, even for 
optically very thick layers, so correction of this error, for instance by using 
double precision arithmetic, is considered not necessary. 
Compared to the four-stream model, the (N+2)-stream model allows a much 
more accurate calculation of the directional profile of the multiple scattering 
contribution to the bidirectional reflectance and transmittance of a layer. In 
the previous sections it has been shown that already at an optical thickness of 
0.25 this contribution is of the same order of magnitude as the single 
scattering contribution, which implies that for the atmospheric conditions 
under which optical remote sensing is usually applied the four-stream model 
is inadequate. However, it is still more accurate than a single scattering 
approximation, which ignores multiple scattering completely, and for cases 
in which no high accuracy is required, or directional variations are of less 
concern, and for simulations at moderate zenith angles (maximum off-nadir 
angle 30°) the four-stream model might still be useful. 
For the modelling of atmospheric radiative transfer the Discrete Ordinates 
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Method (DOM), which is based on the Gaussian quadrature method of 
angular integration, is well-established and probably more accurate (at 
comparable angular detail) than the (N+2)-stream method, which is based on 
a simple integration over discrete angular segments. However, in most 
DOM-based models it is assumed that the medium is isotropic (i.e. its phase 
function and interception function are independent of the incidence direc­
tion), which means that they cannot be applied to vegetation canopies or 
other non-isotropic media. The (N+2)-stream model presented in chapter 5 
and Appendix A is only restricted to azimuthally isotropic media, which is a 
much broader category, as vegetation canopies with random leaf azimuth 
orientation also belong to it. Application of the (N+2)-stream model to 
vegetation canopies is straightforward and can be based on the interception 
function and the volume scattering function as calculated in the SAIL model 
(cf. chapter 7). This would make it possible to obtain a better estimation of 
the multiple scattering contribution in vegetation canopies than obtained at 
present with the four-stream SAIL model. In most regions of the spectrum 
the absorption of radiation by leaves is strong, so that the benefits of an 
(N+2)-stream version of SAIL would mainly be limited to the near infrared 
part of the spectrum, where absorption is weak, and multiple scattering plays 
a significant role. However, since the (N+2)-stream model not only gives 
more accurate bidirectional reflectances but also a more refined description 
of the diffuse reflectance by means of vectors and matrices instead of scalar 
values, the light interaction between a vegetation canopy and the atmosphere 
can also be described more accurately. This is especially interesting with 
respect to the treatment of the aureole region around the sun: in the current 
four-stream interaction models the sky radiance is treated as a uniformly 
diffuse source of radiation input to a vegetation canopy, while a great part of 
the sky radiation comes from the aureole region and should be treated more 
like a directional source of radiation. In terms of an (N+2)-stream interac­
tion model the aureole region would be expressed by a few bright segments 
in the neighbourhood of the sun and the directional effects of this on the 
reflectance of the vegetation would automatically be incorporated. 
The description of the SAIL model presented in the next chapter can be used 
as a basis for development of an (N+2)-stream version. However, in chapter 
8, which discusses the hot spot effect, it appears that the finite leaf size has 
an enormous impact on the single scattering contribution to the bidirectional 
reflectance, so it was considered more appropriate to include this effect in 
SAIL first. 
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7 LIGHT SCATTERING BY LEAF LAYERS: THE SAIL MODEL 

7.1 Introduction 

A physical description of the interaction of light with a vegetation canopy 
and the soil background can give insight in the relation between biophysical 
vegetation parameters and the bidirectional reflectance, which is an important 
quantity in the description of optical remote sensing systems. Essentially, 
these systems measure differences of the bidirectional reflectance of objects 
on the ground, and canopy reflectance modelling can help explain the 
measured differences from a physical point of view, thus supporting the 
interpretation of images. 

From the review of canopy reflectance models in chapter 4 it may have 
become clear that the model developed by G.H. Suits (1972) has been very 
important for many investigations of canopy reflectance, both theoretically 
and by measurement in the field (Bunnik, 1978). Suits's model is the first 
instance of a four-stream radiative transfer model, an extension of the 
widely-known Kubelka-Munk theory (two-stream theory) with 1) specular 
incident flux from the sun and 2) radiance in the direction of view. These 
extensions are necessary for the calculation of the bidirectional reflectance. 

In the Suits model the following assumptions are made: 

- a canopy layer is horizontal, homogeneous and infinitely extended in the 
horizontal plane, i.e. the model is one-dimensional 

- leaves are infinitesimal in size and can be replaced by their horizontal and 
vertical projections, of which the latter are random in azimuth 

- leaves are bi-Lambertian (in reflectance and transmittance) 
- the reflectance of the soil is Lambertian 

The input parameters of Suits's model are: 

H = horizontally projected leaf area index 
V = vertically projected leaf area index 
p = single leaf reflectance 
T = single leaf transmittance 
rs = soil reflectance 
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Os = solar zenith angle 
60 = view zenith angle 
\j/ = relative azimuth angle 

An advantage of the Suits model is that the extinction and scattering coef­
ficients of the radiative transfer equations are explicitly expressed in the 
above parameters (except rs). This can be summarized by (cf. Bunnik, 1978) 

* =f(H,V,es) 
K =f(H,V,60) 
a =f(H,V,p,T) 
a =f(H,V,p,T) 
s =f(H,v,p,T,es) 
s' =f(H,v,p,T,es) 
v =f(H,v,P,T,e0) 
v' =f(H,v,p,T,e0) 
w =f(H,v,p,T,es,e0,t) 

The above extinction and scattering coefficients are introduced in chapter 4 
(section 4.1.2). The non-Lambertian reflectance of a canopy is totally 
attributed to the vertical leaf projections, as a canopy consisting of solely 
horizontal leaves gives a Lambertian reflectance. In Suits's model the 
coefficients K, v, v ' and w, which express the dependence of the bidirec­
tional reflectance on the viewing direction, depend on the factor Vtan0o . 
This factor generates V-shaped profiles of the bidirectional reflectance when 
plotted as a function of the viewing angle in the principal plane, which seems 
rather unrealistic. As this kind of behaviour is directly related with the 
vertical leaf projections, it was concluded that the rather drastic 
simplification of canopy morphology to just horizontal and vertical projec­
tions was the cause of this behaviour. In Verhoef (1984) it is demonstrated 
that much improvement can be made if this simplification is dropped, thus 
leading to the model SAIL (from Scattering by Arbitrarily Inclined Leaves). 
In Figures 7.1 and 7.2 several bidirectional canopy reflectance profiles in the 
green part of the spectrum at 550 nm are shown for the Suits and the SAIL 
model, respectively. These clearly illustrate the difference in behaviour of 
both models. The SAIL model considers leaves of arbitrary inclination under 
the assumption that the leaf azimuth distribution is still uniform. In the SAIL 
model the extinction and scattering coefficients are expressed in the leaf 

120 



'so 
(%) 

y = 0 y =180° 

Fig. 7.1 Vegetation canopy bidirectional reflectance profiles in the green for the 
Suits model 
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inclination angle 0, , and a leaf inclination distribution function (LIDF) is 
applied in order to form the weighted sum of these coefficients. Instead of 
the parameters H and V of Suits's model, the LIDF plus the total leaf area 
index (LAI) are used in the SAIL model. Within SAIL, the behaviour of 
Suits's model can still be imitated by specifying an LIDF consisting 
exclusively of fractions of horizontal and vertical leaf area, plus the total 
LAI. Therefore, it can be stated that the SAIL model includes the Suits 
model as a special case. 
This chapter discusses the extinction and scattering coefficients of the SAIL 
model. The terminology has been adapted to that used elsewhere in this 
manuscript as far as possible. Examples of LIDFs are also discussed, and a 
method to describe these by means of only two parameters is proposed. 
Results of simulations with the SAIL model are presented in order to 
demonstrate the general behaviour of the model as a function of the viewing 
angle under various conditions. 
At several institutes in the world the SAIL model has been tested against 
experimental data of crop reflectance in the field and remotely sensed data 
from aircraft and satellites. A detailed discussion of the results of these 
experiments falls outside the scope of this thesis, but the general conclusion 
may be that the model performs reasonably well for vegetation canopies 
which do not deviate too much from the assumptions on which the model is 
based (Goel, 1988). For instance, leaf gloss, row structure, dumpiness, and 
the finite leaf size are all factors not included in SAIL and one cannot expect 
to find good modelling results for crops which show any of these properties 
to a significant extent. 

7.2 Extinction and scattering coefficients 

The extinction and scattering coefficients of the SAIL model are the coef­
ficients of the system of differential equations 

d 
Ldx 

\Es] 
E-

E + 

En 

k 

-s' 

s 

w 

a 

a 

V 

-a 

-a 

v' •K 

E-

E* 
(7.1) 
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where Es = direct solar flux density on a horizontal plane 
E ~ = diffuse downward irradiance 
E + = diffuse upward irradiance 
E0 = irL0 , where L0 is the radiance in the direction of view 
L = total leaf area index of the layer 
x = relative optical height within the layer. 

The extinction coefficients are k (for direct solar flux Es ), K (for flux-
equivalent radiance E0) and K (for the diffuse fluxes E~ and E+). The scat­
tering coefficients can be expressed by y (E^, Eout ), where Ein denotes the 
type of incident flux and Eout the type of scattered flux, giving 

a 
a' 
s 
s' 
V 

v ' 
w 

= y(E-,E+) = 
= y(E-,E~) = 
= y(Es,E

+) 
= y(E„E-) 
= y(E~,E0) 
= y(E+,E0) 
= 7(ES,E0) 

-y(E+,E~) 
-y(E+,E+) 

Note that K and a' do not appear as coefficients in Eq. (7.1). However, in 
Eq. (7.1) the diffuse attenuation coefficient a combines diffuse extinction and 
forward scattering via the equation a = K — a' , expressing that the net 
attenuation is the extinction caused by interception of diffuse flux minus the 
forward scattering of this flux. 

The coefficients of the SAIL model depend on the morphological and optical 
properties of a leaf canopy layer, and also on the observational conditions. 
Thus, the parameters can be grouped as follows: 

Morphological 

L = leaf area index or LAI 
LIDF = leaf area inclination density function 
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Optical 

p = single leaf reflectance 
T = single leaf transmittance 

Observational 

Bs = solar zenith angle 
0o = viewing zenith angle 
\p = relative azimuth angle (viewing azimuth relative to solar azimuth) 

Spherical coordinates are used to indicate directions of leaf normals, the sun 
and viewing by means of the unit vectors I , s and o , respectively. The 
local normal vector is n . These vectors are illustrated in Fig. 7.3. 

Fig. 7.3 Orientations of unit vectors I , s and o relative to leaf area element dA and 
the normal vector n 

Vector t is the normal to the upper side of the leaf, so that it always points 
to the upper hemisphere. Vector s points to the sun and vector o points to 
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the observer. The vector normal to the layer in upward direction is called n . 
The angle \[/ is given by \p = | <p0 — tps \ . 

In the SAIL model it is assumed that the distribution of leaf azimuth is 
uniform. In that case only azimuthal differences are relevant, and without 
loss of generality one may set <ps equal to zero. 
For the determination of the coefficients it is first assumed that all leaves 
have identical orientation. In that case the transfer of radiation in a leaf layer 
is described by means of the projections of leaves and layer into the direc­
tions of the sun and observation, defined by the vector inner products 

cos8s = t -s ; cos0j = n-s ; 

cosô„ = l'O ; cos0o = n-o 

The above projections become negative if the lower side of the leaves or the 
layer is illuminated or observed. In that case one has to take the absolute 
value of the projection if it is used in radiometric calculations. 
When all the leaves have the same orientation, the SAIL coefficients can be 
based on the following three equations: 

I. d*(. = AcosdsdEs° = Es°dA\cosÔs\ 

II. ic£ 
'pEs°cosÔs (8s<ir/2) 

-TES°COSÔS (ôs>ir/2) 

III. d/ = A \cos6 IdL = £àA\cosô I 
O 1 0 * 0 I O I 

The first equation describes the flux intercepted by a leaf layer when a 
source of specular incident radiation generates an irradiance E° on a plane 
perpendicular to the incidence direction. The layer area considered is A and 
the leaf area fraction within an infinitesimal layer is cL4 . The absolute value 
of the projection of leaf area dL4 in direction s is taken in order to determine 
the intercepted flux (the right term), which is equivalent to the decrease of 
the irradiance dEf multiplied by the projected layer area (middle term). 
The second equation is used to determine the radiance £ of the upper side of 
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the leaves induced by the irradiance E° . For the lower side of the leaves 
one obtains the same equation, but with p and T interchanged. 
The third equation describes how the radiance of the leaves contributes to the 
increase of the radiance dL0 of the layer as a whole by stating that both are 
the cause of the same increase of the intensity (flux per unit solid angle) d/„ 
in the direction of observation. Note that for cos 0o also the absolute value is 
taken in order to ensure that positive contributions are obtained also in case 
this term becomes negative (which occurs for upward observations from 
inside or below the canopy layer, in which case B0 > x/2). 
The leaf area index L of a canopy layer is the total one-sided leaf area per 
unit layer area. The relative optical height x within the layer ranges from — 1 
at the bottom to zero at the top, so the fraction of leaf area present in a 
vertical interval dx of the layer with area A equals &4 = LAdx , so that 
dA/A = Ldx . Substitution of this in equations I and III, and expressing the 
results in the fluxes Es = E°cos ds and E0 = TTL0 gives 

I cos 6 1 
dE = E S-Ldx , and 

' cos6s 

I cosôJ 
d£ = ir£-, °lLdx . 

\cos6o\ 

By means of the factors fs = cos ôs I cos 6S and f0 = cos 801 \ cos 60 \ one can 
write 

dEs = \fs\ EslAx and ÙE0 = \f0\ 7r£Ldx . 

Comparing the former equation with Eq. (7.1) learns that the extinction coef­
ficient k for leaves of identical orientation equals \fs\ . For flux in the 
observer's direction the extinction coefficient K = \f0\ . 

The bidirectional scattering coefficient y is found from the latter equation by 
substitution of 7r£ for upper and lower sides of leaves, which leads to the 
following table: 
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y for: 

fo>0 

fo<0 

fs>0 

fsPfo 

-fs Tfo 

fs<0 

~fsTfo 

fsPfo 

From this it is seen that for a fixed leaf orientation the sign of the product 
fj0 determines whether the interaction of incident specular flux with the 
leaves and the generation of radiance in the observer's direction is described 
by reflection or transmission. 
From the above expressions, which apply only to specular fluxes, one can 
derive extinction and scattering coefficients for the case that the incident flux 
or the scattered flux, or both, are hemispherically diffuse (semi-isotropic), 
while the leaf orientation is still fixed. For this, use is made of the factors 
ƒ] = Vi(l+cos0,) and f2 = Vi(l — cos0, ) , which indicate the portions of 
diffuse hemispherical flux incident on or scattered from both sides of the leaf 
(see Appendix C). Summarized, this gives 

Extinction coefficients: 

kfßtVl) = \fs\ 
K(0,,<p,) = \f0\ 
K<ßt,<Pt) =fl+fl= 1 

Scattering coefficients: 

w(6t,<pt) =fspf0 

s(ßt,<Pt) =fs(pfl + rf2) 
s'(et,<p() =fs(Tfl + pf2) 
VtttVt) =VlP+flT)f„ 
V'(0 ,,<?,) = V\T+f2P)f0 

o(6,,Vt) = fi (Pfi + rf2)+ f2 (T ƒ, + pf2 ) 
o '(fi, ,<p, ) = ƒ, (T/, + pf2 ) +f2 (pf, + rf2 ) 

or 
or 
or 
or 
or 

-fs Tfo 
-fArfi + pfi) 
-f,(pfi + rf2) 
-<flT+flP)fo 
-(fxP+fiT)f0 

The expressions on the right with the negative sign correspond to the cases 
for which fsf0 ,fs , and/0 , respectively, is negative and are associated with: 
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1) illumination and observation of different sides of the leaf, 
2) illumination of the lower side of the leaf, 
3) observation of the lower side of the leaf. 

For the extinction and scattering coefficients given above, the following 
relations, which demonstrate the conservation of radiant energy, apply: 

s + s' = (p + r)k ; 
v + v ' = (P + T)K ; 
a + a' = ( P + T)/C . 

These equations express that of the intercepted flux a fraction p + T is 
scattered over all directions. Since they apply for leaves of any orientation, 
they are also valid for any distribution of leaf orientations. 

Fairly simple expressions for^j and f0 are given by 

f s = [Cs + Sscos<pt]/cosds , and 

f o = [C o +S ocos(^-^)] / |cos0 o | , 

with Cs = cos0, cosöj ; Ss = sin0, sinds ; 

C = cosö.cosö,, ; S„ = sinö.sinö,, . 
o l o ' o l o 

Considered as functions of the leaf azimuth angle <pt , the factors fs and f0 

can be seen to change sign at à certain leaf azimuth if 15̂  /C, | > 1 and 
\S0/C0\>1 , respectively. At this critical leaf azimuth illumination or 
observation of one side of the leaf changes to the other. The half leaf 
azimuth ranges for which the upper side of the leaf is illuminated and ob­
served are called ßs and ß0 . If there is no sign change, one may set 
ßs = ir , and ß0 = TT for 60<ir/2 and ß0 = 0 for 60>ir/2. 

The extinction and scattering coefficients for a distribution of leaf orien­
tations are found by integrating those for fixed orientation given above over 
all possible orientations, with the leaf orientation density function g(Ot,<pt) 
as the weighting function. 
In the SAIL model the integration over leaf azimuth <pt is carried out 
analytically under the assumption of a uniform leaf azimuth distribution. The 

128 



integration over leaf inclination 0, is done numerically by summing the 
results obtained for uniform azimuth over a set of discrete leaf inclination 
angles, with a given leaf inclination distribution function (LIDF), which 
contains the frequencies of the discrete leaf inclination angles, as the 
weighting function. 
The set of discrete leaf inclination angles consists of the series 5,15,...,75 
and 81,83,...,89 degrees, representative for the intervals 0 - 10,...,70 - 80, 
and 80 - 82,...,88 - 90 degrees. The finer division of the interval 80 - 90 
degrees is applied because for observation zenith angles close to zero, which 
is a situation found in many satellite remote sensing systems, some of the 
SAIL-coefficients are very sensitive to the LIDF in that range. 
The analytical integrations carried out in order to find the azimuthal averages 
are simple for most of the coefficients, except for w. See Appendix C for 
detailed derivations. The results are summarized below. The extinction 
coefficients are given by 

*(*,) = -[(ßs-*/2)Cs + Sssmßs]/cos6s , 
•K 

K(6() = l [ ( / 3 o - 7 r / 2 )C o + 5osin/3J/cos0o , and 
IT 

K(dt) = l , 

with for CS>SS : ßs = TT , and for CS<SS : ßs = arccos(-Cs/Ss) ; 

for C0>S0 : ß0 = TT , and for C0<S0 : ß0 = a rccos(-C0 /50) . 

The first six scattering coefficients are given by 

CT(0,) = 16[p + T+(p-T)cos26t] , 

o'(6t) = VHp + T-(p-T)COS20 f] , 

s(0 f) = > M ( P + T ) * ( 0 , ) + ( P - T ) C O S 2 0 , ] , 

s'(0,) = y 2 [ ( p + r ) * ( 0 , ) - ( p -T ) co s 2 0 , ] , 

V(0,) = Vi[(p+T)£(0 f )+(p-T)cOS 20,] , 

V'(0,) = ' / 2 [ ( P + T ) A : ( 0 , ) - ( P - 7 ) C O S 2 0 , ] . 
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The analytical integration over leaf azimuth for derivation of the bidirectional 
scattering coefficient w(d,) is rather difficult and is treated in Appendix C. 
The result is given by 

where Fx{6t) = 

and F2(0,) = 

( T - j S ^ f l , ) * ? ^ , ) 

|cosôJcosôo| 

- / ^ ( f l , ) * ^ , ) 

|cosöJcosöo| 

Here the functions Tx (6t ) and T2 (6, ) are given by 

r,(0,) = 2CsC0 + SsS0cos* , and 

T2(6() = sinß2[2 DSD0 + SsS0cosßlCosß3] , 

where for ßs < TT : Ds = Ss , 

forßs = ir :DS = CS , 

forO<ß0<Tr:Do = S0 , 

for 0 = 0 or ß =TT : D = -C/cosß . 
^o ^o o o ^o 

The auxiliary azimuth angles ßt, ß2 and ß3 are found from a decision table 
as follows: 

Case 

^ < A , 

A, <yp <A2 

A2<* 

ßi 

* 

A. 

A, 

ßi 

A, 

tf 

A2 

ft 

A2 

A2 

tf 
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Finally, the angles A, and A2 depend only on ßs and ß„ by the simple 
expressions 

A, = |0,-j8,| and A2 = w-\ßs + ßo-ir\ 

With respect to the original article on the SAIL model (Verhoef, 1984) the 
following modifications have been introduced: 

- The leaf area index L has been removed from the coefficients, because 
this is a factor common to all coefficients and because this better complies 
with the new notation of the differential equation (7.1). 

- The coefficients s ', s , and u have been renamed to s , s ' and v ', 
respectively. In this new notation all primed coefficients refer to forward 
scattering, whereas the unprimed refer to backscattering. Also, the 
association of s and s ' with the sun and of v and v ' with the viewing 
direction is better expressed now. 

- The bidirectional scattering coefficient w has been completely refor­
mulated in order to incorporate also the case 60 > T/2 (observation from 
below) and to better emphasize the fact that its angular dependence is fully 
described by the functions Fx and F2 , while the spectral dependence is 
given by p and r as weighting factors for these functions. 

The bidirectional scattering coefficient is one of the most important coef­
ficients of the SAIL model, as it largely determines the so-called single 
scattering contribution to the canopy bidirectional reflectance. Especially in 
the visual spectral region this contribution is responsible for more than 90 
percent of the total. Therefore, the behaviour of w (ßt) will now be analyzed 
for a number of special cases. 

I. Horizontal leaves (0, = 0) 

In this case T, (6t) = 2 cos 6S cos 60 , ßs = ir , ß0 = ic for 60 < icll and ß0 

= 0 for 60 >7r/2 . For the auxiliary azimuth angles one finds: 
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Case 

eo<ir/2 

0o>ir/2 

A, 

0 

•K 

A2 

0 

TT 

ßl 

0 

yp 

ßl 

0 

TT 

& 

* 

TT 

In both cases sin/32 = 0 , and therefore T2{Bt) = 0 also. The expressions 
for F, and F2 then give 

Fx = 2ir , F2 = 0 for 0O < TT/2 , and 
F, = 0 , F2 = 2TT for 0O > TT/2 . 

This means that one obtains w = p for 0O < x/2 and w = T for B0 > ir/2 , 
as could be expected. 

II. Vertical leaves (0, = ir/2) 

In this case r, (0,) = sind, sin 0O cos 0 , & = TT/2 and j30 = ir/2 , which 
gives A; = 0 , A2 = ir , so that ßx = 0 , ß2 = \}/ and ß3 = ir , which 
leads to T2 (0,) = sin ̂  ( 2 sin 6S sin 0O — sin 0, sin 0O ) = sin 0, sin 0O sin ̂  , 

so that Fj = [(7r-^)cos^+ sin^] | tan0atan0o | , and 

F2 = [ - ^ cos^ + sin^ ] | tan0s tan0o | 

Substitution in the formula for w (0,) then gives 

w = —{p [(7r-^)cosi^ + sin^] + r [ - ^ c o s ^ + sin^]} | tan0 tan0o | 
2TT 

This expression is entirely consistent with the corresponding one published 
in Verhoef (1984). 

HI. The hot spot (0O = 6S , \p = 0) 

In this case the direction of view coincides exactly with the direction of 
the sunrays, so that ß0 = ßs and A! = 0 . Since also ^ = 0 , it follows 
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that ßi = ß2 = O , and therefore T2 (0,) = 0 . For Tx (6,) one finds 

T, (0,) = 2cos20,cos20, + sin20,sin20,, so that 

F, = ir(2cos20, + sin20,tan20,) and F2 = 0 . 

For w(dt) this gives 

w(0,) = p(cos20, + ttsintyftairtj . 

It is interesting to note that this expression becomes insensitive to the leaf 
inclination angle 0, if tan20, = 2 , or ds — arctan(v/2) = 54.7 degrees. 
For a detailed discussion on more of these "special" angles, associated 
with the extinction coefficient k , the bidirectional scattering coefficient 
w , and the hot spot reflectance, all for the Suits model, the reader is 
referred to Bunnik (1978). For the SAIL model the sensitivity of the hot 
spot reflectance to the leaf inclination does not become zero but rather 
reaches a minimum in the range of 6S between 50 and 60 degrees. 

In addition to the properties discussed above, some more general characteris­
tics of the bidirectional scattering coefficient will be discussed now. 

It obeys the reciprocity relation, which means that w(0,) remains invariant 
when the directions of the sun and of observation are interchanged. The 
proof is trivial, since from the equations forming w(6,) it can be concluded 
that both Tx (fit) and T2 (6t) are completely symmetric with respect to the 
quantities related with the two directions, so this also holds for Fx (6t) and 
F2 (0,) , and therefore also for w (0,) . Mathematically, this property can be 
expressed by w(ds,60,\l/) = w(d0,6s,\l/) . 

Another property of w (0,) is based on the functions Fx (0, ) and F2 (0, ) . 
These functions interchange when the direction of observation is completely 
reversed (o becomes — o) . One may express this by 

F, (0O ,\P) = F2 Or-0O , T - * ) , and 
F2(d0,^) = Fl(T-e0,-K-i) . 
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The effect on w (0,) is that by this operation the roles of p and r interchange, 
or 

w(p,T,eo,\J/) = W(T,P, IT-eo,ir-\l/) . 

The proof of this property is based on the change of sign of Tx (dt) and the 
replacement of the term ir—ß2 by ß2 . The term T2(6t) remains invariant 
under this operation. 

Next follows a discussion of the two basic quantities describing the transfer 
of radiation in a leaf canopy, namely the interception coefficient and the 
volume scattering coefficient. These quantities are important because they do 
not become infinite for horizontal directions of incidence or observation, and 
are better suited for incorporation in an (N+2)-stream model, as discussed in 
chapter 5. 
In chapter 2 it was shown that k = ßlfis , where k is the extinction coef­
ficient (for specular flux), ß is the interception coefficient and fis = cos 6S . 
From this it follows that ß = k cos ds and for a leaf inclination angle 0, one 
finds 

0(0,) = -[{ß,-*/2)C, + S,&inßt] 
TT 

A special case is formed by the so-called spherical leaf angle distribution. In 
that case the interception coefficient is the average absolute projection in the 
direction of the sun, which is equal to 0.5 , independent of the solar in­
cidence angle. However, for any other leaf angle distribution the interception 
coefficient is a function of the incidence angle. 
Examples of the interception coefficient ß (0, ) as a function of the solar 
zenith angle 6S are shown in Fig. 7.4. In this case the curve for horizontal 
leaves (0, = 0) is simply cos 0S and that for vertical leaves (0, = ir/2) equals 
(2/7r)sin0i . They intersect at 6S = arctan(2/7r) = 57.5 degrees, another 
"magic" angle (Bunnik, 1978) in relation with the Suits model, since at this 
angle the extinction coefficient k is independent of the proportions of 
horizontal and vertical leaf area. The incorporated curves for 0, = 30° and 
0, = 60° show that according to the SAIL model the sensitivity to the leaf 
inclination cannot become zero any more, but still a minimum is reached 
between 50° and 60° solar zenith angle. 
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Fig. 7.4 The interception coefficient as a function of 0S for four values of the 
leaf inclination angle 9, 

According to chapter 2, the relation between the bidirectional scattering 
coefficient (or area scattering coefficient) y and the volume scattering 
function y ' is given by y ' = y fis fi„ I-K . 
In the SAIL model w(0,) is the bidirectional scattering coefficient, so that 
the volume scattering function for the SAIL model is the quantity y'(6t), 
defined by y ' (0, ) = w (0, ) | cos0j cos0o | 'I-K , and is given by 

T ' ( 0 , ) = -^{^p7 ' 1 (0 , )+ (p+T)[- Js 2 r 1 (0 , )+ r 2 (0 , ) ]} 

For the same leaf inclination angles as in Fig. 7.4 the volume scattering 
function y'(Bt) is shown in Fig. 7.5 as a function of the observation angle 
0O in the principal plane for a solar zenith angle of 35°. The ratio pi(p +T) 
equals 0.7 , which is representative for the visible region of the spectrum. In 
this case the scattering in backward directions is stronger than in forward 
directions. In order to bring out this difference more clearly, a complete 
"circular" scan is shown in Fig. 7.5. 
Like was the case also for the interception coefficient ß (0, ) , the volume 
scattering functions for horizontal and vertical leaves are the absolute values 
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Fig. 7.5 Examples of the volume scattering function on arbitrary scale as a 
function of 0o for Os = 35° in the principal plane 

of simple cosine and sine functions, of which the relative amplitudes are 
mainly determined by the ratio p/(p +T) and by the solar zenith angle. The 
curves for 0, = 30° and 0, = 60°- are smooth over the complete scan, i.e. 
the first derivative is continuous for all 0O , and cannot be reproduced as 
linear combinations of the curves for horizontal and vertical leaves, which in 
fact is done in Suits's model. The curves for horizontal and vertical leaves 
are very special, since they are the only ones having discontinuous first 
derivatives. In a real leaf canopy there is always a distribution of leaf 
inclinations, and horizontal and vertical leaves will occur with equally low 
frequency as any other exact inclination angle, namely zero. Therefore, for 
real canopies the volume scattering function and the interception coefficient 
will always be smooth functions of the angles 6S and 0O . 
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7.3 Leaf inclination distribution functions 

For the study of photosynthesis in leaf canopies, De Wit (1965) introduced a 
classification of leaf inclination distributions in four major types, namely 

planophile : horizontal leaves are most frequent 
erectophile : vertical leaves are most frequent 
plagiophile : oblique leaves are most frequent 
extremophile : oblique leaves are least frequent 

Other well-known distributions are the uniform distribution (all inclinations 
are equally frequent) and the spherical distribution (identical to the 
inclination distribution of the surface elements of a sphere). 

In this section the leaf inclination density function is denoted as ƒ (0, ) and the 
cumulative leaf inclination distribution as F (6, ) , such that 
dF(0,)/d0, =f(6t). 
For the unique identification of distribution functions it is useful to charac­
terize them by means of analytical expressions. In this way the uniform 
distribution is specified by f(6t) = 2/ir and F{6t) = (2/ir)d( . For the 
spherical distribution ƒ (0,) = sin0, and F(0, ) = 1—cosö, . 

In Verhoef & Bunnik (1975) and Bunnik (1978) analytical prototypes for the 
distributions introduced by De Wit were constructed by means of 
trigonometric functions as follows: 

f(6t) = ! [ l+cos (20 , ) ] (planophile) , 
7T 

f (6,) = - [ l - c o s ( 2 0 , ) ] (erectophile) , 

f(0t) = ! [ l - c o s ( 4 0 , ) ] (plagiophile) , 
7T 

f(d() = - [ l+cos (40 , ) ] (extremophile) . 
TT 

Some authors prefer to use beta-functions (Goel & Strebel, 1984) to charac­
terize leaf inclination distributions. An advantage of this approach is that the 
distribution can be specified by means of two statistical measures, namely 
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the mean leaf inclination and the standard deviation. However, bimodal 
distributions such as the extremophile distribution are poorly represented by 
these functions. 
For the SAIL model (Verhoef & Bunnik, 1981) a number of leaf inclination 
distribution functions were generated by means of a "graphical" method. 
This method takes as a basis the cumulative distribution for the uniform case 
(Fig. 7.6). 

x= j F ( 9 i ) + 6 i 

y = f F(91)-9l 

Fig. 7.6 Illustration of graphical method and co-ordinate transformation 

In this diagram the diagonal represents the uniform distribution, and this 
diagonal is now employed as the X-ordinate for the trigonometric functions 
asinx and '/26sin2x: . The y-ordinate represents the deviation from the 
uniform distribution. As an example, Fig. 7.6 shows how the function 
v = sinx can be used as a prototype for the planophile distribution. Other 
distributions can be obtained by taking other combinations of a and b . The 
only restriction is that these parameters must be chosen such that 
| a | + | b | < 1 , since otherwise the requirement that F (6, ) must be a 
monotonously increasing function would be violated. 
Parameter a controls the average leaf inclination, whereas parameter b 
influences the shape of the distribution (bimodality), but has no effect on the 
average leaf inclination. 

For a given value of 6, , the corresponding F (0, ) can be found by means of 
a fast iteration. The pseudo code for this procedure is as follows: 

138 



x = 26, 
Repeat 

y = asinx+ Vi6sin2x 
Ax = lA(y-x + 20t) 
x = x + Ax 

Until |Ax|<f 
F(et) = 2(y + dl)/ir 

Here t is a threshold which should be set at a small value, e.g. 10" 

The average leaf inclination angle W{ is found as 
*/2 i / 2 
r t CLPIU,) r 1 r 

0; = J/(fi,)0,d0, = J_Li :0,d0, = J0,dF(0,) = _L | (x- j )d(x+y) 
n n ' n n 

Substitution of v and setting d(x+y) = ( l+- i - ) (k gives the solution 
dx 

W. = —- — a radians . 
' 4 ir 

In degrees this gives ¥t = 45° - —— a 
ir 

For a = 1 one obtains 0̂  = 8.52° and for a = - 1 Ft = 81.48°. This 
range is much larger than the one found for the planophile and erectophile 
distributions in Bunnik (1978), which have Ft = 26.8° and Wt = 63.2°, 
respectively. 

In Fig. 7.7 it is demonstrated that by choosing proper combinations of a and 
b many different cumulative distributions can be generated, and that De 
Wit's types are very well represented by the distributions numbered 1, 9, 4 
and 6. These are also the most extreme ones. More intermediate cases are 
given by the distributions numbered 2, 3, 7 and 8. Number 5 represents the 
uniform distribution. 
Unfortunately, the spherical distribution cannot be represented in this 
manner. However, a reasonably good approximation can be achieved by the 
combination of parameters a = —0.35 and b = —0.15 . In Fig. 7.7 on the 
right this point in the parameter space is marked by a cross. 
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F (est) 

Fig. 7.7 Cumulative leaf inclination distribution functions generated by graphical 
method. Distributions in (a,b) parameter space on the right 

The SAIL model uses discretized versions of distributions 1 to 9 and the 
spherical distribution (numbered 10). Discretization is carried out by cal­
culation of F(ßt) at the boundaries of the intervals and assigning the dif­
ferences to the central leaf inclination of each interval. Table 7.1 gives the 
discrete leaf inclination distribution functions (LIDFs) so obtained. 

The effects of leaf inclination distributions on the interception coefficient ß 
and the volume scattering function y ' are demonstrated in Figures 7.8 and 
7.9, respectively. Direct comparison with Figures 7.5 and 7.6 of the 
previous section, which showed these quantities for particular leaf inclination 
angles, is possible since the other parameters are identical in corresponding 
cases. 
Because the leaf inclination distributions contain no exactly horizontal or 
vertical leaves (the closest are 5° and 89° inclination), the curves have 
become smoother. The curves for LIDF no. 1 (planophile) and no. 9 (erect-
ophile) still resemble those for 6( = 0° and 0, = 90°, respectively. 
LIDFs 4 and 6 both have an average leaf inclination of 45°, but the former 
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Fig. 7.8 The interception coefficient ß as a function of 6S for UDF numbers 1, 
4, 6, 9 and 10 

is plagiophile and the latter is extremophile. It is interesting to note that in 
Figures 7.8 and 7.9 this difference in distribution type is clearly expressed: 
LIDF 6 behaves like a weighted average of LIDFs 1 and 9, whereas LIDF 4 
(most leaves 45° inclination) differs from that by its own characteristic 
patterns of radiation interception and scattering. 
For LIDF no. 10 (spherical) the interception coefficient is constant and equal 
to 0.5, which is confirmed in Fig. 7.8. In the numerical results for LIDF no. 
10 the interception coefficient varied between 0.499 and 0.502 , which 
indicates a good approximation of the theoretical value. This means that the 
discretization applied introduces only minor distortions. 
The curve for the spherical distribution no. 10 in Fig. 7.9 shows that, 
contrary to the interception coefficient, its volume scattering function is not 
constant. However, for this example of a so-called isotropic medium the 
angular behaviour of the volume scattering function is relatively simple, as it 
depends only on the scattering angle bso , which can be found from 
cos ôso = s o . The mathematical expression for this dependence is given by 
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Fig. 7.9 Volume scattering functions as a function of d„ for 6S = 35° in the 
principal plane and UDF numbers 1, 4, 6, 9 and 10 

7'(spherical) = - _ - [ 7rpcosSro + ( p+T) (-5i0cosôjo +sinôî0) ] . 
3ir 

This fairly simple expression can be applied in fast canopy reflectance 
models when it is known that the LIDF is approximately spherical. 
In section 7.2 it was shown that in the so-called hot spot the bidirectional 
scattering coefficient w becomes independent of the leaf inclination angle if 
0O = Bs = 54.7°. From Fig. 7.9 it appears that small sensitivity to the LIDF 
can also be reached at other constellations , for instance at 0o = 70° with 
6S = 35° and \j/ = 0°. Since for the hot spot case the function Tx (0,) was 
found responsible for the zero sensitivity, one might suspect that the same 
function would be responsible for the minimum sensitivity to the LIDF 
outside the hot spot. In that case the function Tx(ßt) is given by 

r, ( 61 ) = 2 cos2 0, cosds cos0o + sin2 0, sinö, sin0o cos^ 
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This function becomes independent of 0, if tan0Jtan0ocos \p = 2 . 
For \]/ = 0° and ds = 35° this gives 0O = 70.7°, which is indeed the point in 
Fig. 7.9 where the sensitivity to the LIDF approximately reaches a 
minimum. However, the minimum sensitivity found in Fig. 7.9 at 0o = 81° ; 
\p = 180° cannot be explained by this. Here the fact that distributions no. 1 
(planophile) and no. 9 (erectophile) intersect, probably forms a more sig­
nificant indication. 
Anyway, the observation zenith angles found are too large to be of practical 
interest, and the extinction coefficient at these angles is still considerably 
sensitive to the LIDF, so that the resulting canopy reflectance would be also. 
Therefore, for observation of leaf canopies under minimum sensitivity to the 
LIDF, the best condition is the hot spot case with 60 = ds = 54.7°, since in 
this case the bidirectional scattering coefficient is completely insensitive to 
the LIDF, while the extinction coefficient shows only little sensitivity. 

Table 7.1 Discretized leaf inclination distribution functions. 

Angle 
(deg) 

5 

15 

25 

35 

45 

55 

65 

75 

81 

83 

85 

87 

89 

1 

72.7 

12.7 

6.6 

3.8 

2.2 

1.2 

0.6 

0.2 

0.0 

0.0 

0.0 

0.0 

0.0 

Area fraction 

2 

11.8 

17.6 

34.2 

22.1 

8.4 

3.7 

1.6 

0.5 

0.1 

0.0 

0.0 

0.0 

0.0 

3 

52.4 

8.6 

4.7 

3.4 

3.2 

3.9 

5.5 

8.0 

1.9 

2.0 

2.1 

2.1 

2.2 

4 

0.1 

0.9 

3.0 

9.6 

72.7 

9.6 

3.0 

0.9 

0.1 

0.1 

0.0 

0.0 

0.0 

in % for distribution no. 

5 

l i . i 

l l . l 

l l . l 

l l . l 

11.2 

11.1 

11.1 

11.1 

2.2 

2.2 

2.3 

2.2 

2.2 

6 

42.6 

5.2 

1.7 

0.4 

0.0 

0.4 

1.7 

5.2 

2.0 

2.7 

3.8 

6.1 

28.2 

7 

0.1 

0.5 

1.6 

3.7 

8.4 

22.1 

34.2 

17.6 

2.6 

2.4 

2.3 

2.3 

2.2 

8 

10.4 

8.0 

5.5 

3.9 

3.2 

3.4 

4.7 

8.6 

2.8 

3.6 

4.9 

7.6 

33.4 

9 

0.0 

0.2 

0.6 

1.2 

2.2 

3.8 

6.6 

12.7 

4.1 

5.2 

7.0 

10.6 

45.8 

10 

1.5 

4.5 

7.4 

10.0 

12.3 

14.3 

15.8 

16.8 

3.4 

3.5 

3.5 

3.5 

3.5 

143 



7.4 Angular profiles of bidirectional canopy reflectance 

The material of section 7.2 can be (and has been) used for the construction 
of a very simple vegetation canopy reflectance model, namely one consisting 
of a single layer of leaves, with given LAI and LIDF, and resting on a 
Lambertian reflecting soil. The optical properties required are the spectral 
reflectance and transmittance of the leaves, p and T , and the spectral 
reflectance of the soil, rs , at all wavelengths of interest. Further, all assump­
tions on which the calculation of the SAIL coefficients was based are 
supposed to be fulfilled (section 7.2). In this case the directional reflectance 
properties of the canopy layer can be calculated by means of four-stream 
radiative transfer theory, as presented for instance in Verhoef (1985a). This 
theory gives the solutions of the system of differential equations (7.1) in the 
form of four reflectance factors and five transmittance factors, which 
describe the interaction of incident radiation with the canopy layer as a 
whole. 
The directional reflectance at the top of the canopy is given by 

ro = ( rsoEsun + rdoEsky ) ' <<Esun +Esky) -

where Esun = direct solar irradiance 
Esky = diffuse sky irradiance 
rso = bidirectional reflectance 
rdo = directional reflectance for diffuse incidence 

According to four-stream theory (Verhoef, 1985a) , rso and r^ are given by 

r„ = P„+iT" + T«)r'iT- + T*) ,and 

rdo = Pdo + 

Tddrs(Too + Tdo) 

l-rsPdd 

Here, the double-subscripted p and T quantities are reflectances and transmit-
tances of the isolated canopy layer, and are directly expressed in the SAIL 
coefficients. The above equations are the result of applying the adding 
method to the combination canopy-soil and they demonstrate how this 
technique can be used to obtain more insight in the contributions of soil and 
canopy to the reflectance of the ensemble. 
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Angular profiles of the bidirectional reflectance rso in the principal plane 
have been computed for a number of representative leaf canopies in order to 
illustrate the most important effects at two wavelengths, namely at 670 nm 
(red) and 850 nm (near infrared). The optical properties of leaves and soil 
were taken from Bunnik (1978) and are given by 

X (nm) 

670 

850 

P(%) 

7.5 

52.0 

T ( % ) 

0.7 

44.0 

r, (%) 

17.5 

28.6 

These data refer to green wheat leaves and a dry sandy loam soil. Both 
wavelengths have a good leaf-soil contrast, since in the red the leaves are 
much darker than the soil, whereas in the near infrared the leaves are much 
brighter. These wavelengths also represent the ones with maximum and 
minimum absorption in the leaves (91.8 % in the red and only 4.0 % in the 
near infrared). 
Canopy morphologies have been generated from all combinations of LAI = 
0.25; 1.0; 4.0 and LIDF = 2; 4; 7 (see section 7.3). LIDF 4 is the pla-
giophile distribution, for which most leaf area (72.7 %) has an inclination of 
45°. Instead of LIDFs 1 and 9, which are very extreme examples of the 
planophile and the erectophile type, LIDFs 2 and 7 were chosen as more 
moderate representatives of these distribution types, having most leaf area 
inclined at 25° and 65°, respectively. See also Table 7.1 for more details. 

The angular profiles as a function of the observation zenith angle d0 are 
shown in Figures 7.10 to 7.12 for solar zenith angles 6S of 30° and 60°. For 
comparison, (flat) profiles for LAI = 0 (bare soil) have also been drawn. 
From the profiles simulated by means of the SAIL model one can observe 
the following features: 

- At nadir {B0 = 0°) all curves have a negative slope, and it becomes 
stronger with increasing LAI and LIDF number (more inclined leaves). In 
the neighbourhood of the nadir point the variation with 0o is almost linear 
over a range that becomes shorter with the LIDF number. This variation 
can only be attributed to the bidirectional scattering coefficient w , since 
this is the only model variable sensitive to the change of observation 
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Fig. 7.10 Angular profiles of the bidirectional reflectance for LIDF no. 2 

146 



20 
X = 670 nm LIDF = 4 

'so 
(%) 

15 

10 

es = 30° 

-

f 
•£Z. 

v = o 

LAI = 0 

0.25 

N 

\|/=180° 
I 

es = 60° 

v = o° 

LAI = 0 

—-__0;25 

~_ 1.0 

4.0 N 

\ j / = 1 8 0 ° - ^ 
I 

-

'-

20 

(%) 

10 

90 90 90° 

100 
X = 850 nm LIDF = 4 

(%) 

50 -

90 

9C = 30° 

LAI = 0 

\|»=0 y =180° 

LAI = 0 

\|/=0° 

90 

y =180° 
_ i i _ 

100 

(%) 

50 

90° 

Fig. 7.11 Angular profiles of the bidirectional reflectance for LIDF no. 4 

147 



\ = 670 nm UDF = 7 
20 

(%) 
15 

10 

es = 30° 

/ " " 

• / 

' / 

v = o 

LAI = 0 

0.25 

*---^ 

1.0 \ 

^X \ 
. 4.0 \ 
^ - ~ ^ ^ \ | / = 1 8 0 ° \ 

i 

es = 60° 
LAI = 0 

0.25 

/ ^ ^ 

\ """"̂ ""̂ «i? 

v = 0 ° ^ \ 4 ^ V =180° \ 

-

-

i i 1 i t 

20 

'so 
(%) 

15 

-10 

90 90 90° 

100 
X = 850 nm LIDF = 7 

100 

Fig. 7.12 Angular profiles of the bidirectional reflectance for UDF no. 7 

148 



azimuth taking place when one crosses the nadir point. 
- For large zenith angles 60 the curves for LAI = 0.25 and LAI = 1.0 bend 

towards the corresponding curves for LAI = 4.0 . This is explained by 
the increased vegetation cover observed at large viewing angles. 

- For low LAI the sensitivity to the LAI is relatively high in the red, at 
large 60 and low LIDF number. At high LAI the sensitivity to changes in 
the LAI is greatest in the near infrared and low LIDF number, but also in 
the red a considerable sensitivity is still found, especially for high LIDF 
number and not too far from nadir. 

- The non-Lambertian behaviour of the bidirectional reflectance is most 
pronounced for large solar zenith angles 0S and higher LIDF number. In 
particular for high LAI and more inclined leaves the influence of the solar 
zenith angle on the profiles is strong. 

The Suits and SAIL models are both based on the assumption that the size of 
the leaves is negligible, so that the canopy can be treated as a turbid 
medium. Although the SAIL model forms an improvement over the Suits 
model in that it gives more realistic directional reflectance profiles for leaf 
inclination distributions found in reality, the effect of a finite leaf size on the 
angular profiles is not included, so application of the SAIL model is 
restricted to vegetation canopies which indeed have very small leaves. A 
consequence of a finite leaf size is the so-called hot spot effect, i.e. the 
effect that the amount of shadow observed inside the canopy gradually tends 
to zero when one approaches the hot spot, the point where the viewing 
direction coincides with the (opposite) direction of the sunrays. 
By means of the SAIL model it is possible to calculate the bidirectional 
reflectance in the exact hot spot, and it is much higher than in the angular 
region close to it, so that in the angular profiles presented this would appear 
as an infinitely sharp peak, which of course is unrealistic. Therefore, the 
SAIL model has been modified to incorporate this effect in a more realistic 
manner. This forms the subject of the next chapter. 
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8 THE HOT SPOT EFFECT IN VEGETATION CANOPIES 

8.1 Introduction 

The so-called hot spot effect (sometimes called "Heiligenschein" or op­
position effect) has been described by various authors, e.g. Minnaert (1940), 
Suits (1972), Bunnik (1978), Kuusk (1985) and Gerstl (1988), in qualitative 
as well as quantitative terms. This effect occurs when light enters a 3-D 
object, is reflected somewhere inside, and subsequently escapes from the 
object in a direction opposite to the incidence direction. Depending on the 
internal structure of the object, this escape of the light in opposite direction 
is much more likely than the escape in other directions, because in the 
former case the same free path is used twice. The result will be an enhanced 
brightness of the object in that direction relative to other directions. 
Vegetation canopies, forests, rough soil surfaces and even cities are 
examples of objects showing a peak of the reflectance in the retrodirection 
when exposed to direct sunlight. In general, the occurrence of internal 
shadows is a good indicator of the possibility that a hot spot effect can be 
observed. 
Of the above mentioned authors, Kuusk gives a physically based description 
of the hot spot effect that is not limited to the exact hot spot itself. The 
theory outlined by Kuusk appeared to form a good basis for implementation 
of the hot spot effect in the SAIL model. The resulting model is called 
SAILH. 

8.2 Theory of Kuusk 

Since the hot spot effect as described above is the result of two direct 
transmissions and one reflection (scattering) event, this is a so-called single 
scattering phenomenon. In the SAIL model the single scattering contribution 
to the bidirectional reflectance can be found from the set of differential 
equations (7.1) of the previous chapter, with all coefficients except w , k and 
K set to zero. This gives 

dEs/àx = kE, , (8.1.a) 
dEJdx = wEs -KE0 , (8.1.b) 
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in which x is the metrical height (with x = 0 at the top) and the coefficients 
in this case include the leaf area density L' . 
These equations describe single scattering in any turbid medium in which the 
scattering elements are of negligible size. In that case the fluxes Es and E0 

are constant in the horizontal plane. However, when the size of the elements 
becomes larger, these fluxes will fluctuate in the horizontal plane. For the 
solar flux Es these fluctuations are simply formed by the presence or absence 
of sunlight. So, if Eqs. (8.1) are still valid in this case, then the fluxes can 
only refer to average values over an area much larger than the size of the 
scattering elements. 
In the solution of Eq. (8.1.a), which is given by Es(x) = Es(0)ekx , the term 
e ** can be interpreted as a probability Ps of the presence of sunlight in the 
canopy. This interpretation remains correct in the case of a finite leaf size, 
provided the spatial distribution of the leaves is uniform (at random). 
For the solution of Eq. (8.1.b) one can first differentiate E0&

Kx, which yields 

A dE 
—EtKx = KE eKx + eKx—^ . 
dx ° ° dx 

Substitution of Eq. (8.1.b) then gives 

— EeKx = wEeKx = wEt(0)eiK*ku . (8.2) 
dx 

Here the term e(K+k)x is interpreted as the joint probability of the presence of 
sunlight and free line of sight from outside the canopy. This probability is 
called Ps0 , and it is the product of Ps = e te and P0 = e ** , where the latter 
is the probability of free line of sight. 
The solution of Eq. (8.2) is given by 

Eo(x)eKx = [ wEs(0)eiK*k)xdx + rsEo(0)e -(K*k)h 

where rs is the reflectance of the soil and h is the canopy height. In terms of 
the probabilities introduced above, this solution is rewritten as 
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E0(x)Po(x) = j WEs(0)PJx)dx + rsEs(0)PJ-h) . 
-h 

For the single scattering contribution to the bidirectional reflectance, called 
rj , one finds 

o 
rsS

0 = w\PJx)dx + rsPJ-h) . (8.3) 
-h 

The hot spot effect is now easily explained by the fact that the probabilities 
Ps and P0 are no longer independent of one another under the hot spot con­
dition, so that Pso is much greater than the product PSP0 . In the exact hot 
spot, Pso = Ps = P0 , whereas only far outside the hot spot Pso = PSP0 . 
In both these extreme cases Eq. (8.3) can easily be solved analytically, cf. 
Suits (1972), Bunnik (1978). 
The theory of Kuusk (1985) also provides a solution for the intermediate 
case. According to this theory, the probabilities Ps and P0 are the result of a 
large number of events, s and o , which occur with probabilities ps and p0 , 
respectively. These events are the penetration of light through thin layers Ax 
in the direction from the sun and in the direction of observation. The 
probabilities of these elementary events are given by 

ps = 1 — kAx and pa = 1 — K Ax . 

Now consider a sunray which penetrates into the canopy down to a level x , 
is reflected by a leaf, and escapes through the canopy in the direction of 
viewing. Figure 8.1 illustrates this situation. 

Let the depth from the top of the canopy be z . Then the horizontal distance 
between the two rays at the top is given by 

d(0) = z\l tan2es + tan20o - 2tan0, tanöocos \p = zot . 

At level x = — z the rays intersect, so here the horizontal distance between 
them is zero. In general, 
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z tan e, 

x = 0 

Fig. 8.1 Path of a reflected sunray in a leaf canopy 

d(x) = (x+z)a . 

When the distance d(x) becomes small, the events s and o at level x will be 
correlated if the leaf size is finite. It seems reasonable to assume that this 
correlation varies exponentially as 

p = e-"w/ ' , 

where i is the so-called horizontal correlation length. This correlation length 
depends on the leaf size, but also on leaf shape and inclination. However, 
this relationship is very complex, so it is simply assumed that I is a given 
parameter. Computational techniques like ray-tracing might be used in order 
to investigate how t depends on the canopy architecture. Returning now to 
the elementary events s and o , it can be assumed that these events occur 
according to a Poisson-distribution. This can also be assumed for the com­
bined event (s and o) with the associate probability pso . Statistically, the 
correlation coefficient for the events s and o follows from 
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covar(s and o) 
P = , 

yjwai(s) var(o) 

where covar (s and o) = pso—psp0 , 
var (s) = ps(l-ps) , and 
var (o) = Po(\-Po) . so 

Pso~PsPo , or (8.4) 

For small Ax , such that &Ax <̂ 1 and T̂Ax «̂ 1 , this can be approximated 
by 

/7jo = l-(K+k)Ax+pJkAxKAx = 1 - (K + k-p sjlck )Ax . 

Substitution of p and d (x) gives 

/>„(*) = l-[K+k-/Kke-<**l)a,l]ùx . 

The total joint probability Pso(x) required by Eq. (8.3) is found from the 
product of all probabilities pso (x) over all levels from level —z to the top of 
the canopy. This product can be written as an integral if pso(x) is expressed 
as an exponential: 

pso(x) = exp[-{K + k-\fKke-(x+z)all}Ax] , and 
o 

PJz) =exp[ \-{K+k-sfKke-ix*z)an}àx) 
-z 

= exp[-(K+k)z+fKk-(l-eza")] , 
a 

where the joint probability is expressed in the depth z because the integration 
was over x from — z to 0 . It can also be expressed in x by 
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Pix) = exp[(K+k)x + )[Kk£(l-exa")] (8.5) 
a 

For small lia this expression approaches exp[(K+k)x] , which is the 
familiar expression for the joint probability far away from the hot spot or for 
very small leaves. For large I la one can write 

1 -ealt « l - ( l + ; c a / f ) = -x a II , so that one obtains 

Psg(x) « exp[(K+k)x-y[Kkx] . 

However, this can only occur if a is very small, which means that the 
directions of sun and observer are almost coincident, so that K and k are 
practically equal, and one obtains Pso(x) = exp(Kx) = e\p(kx) . 
It can thus be concluded that Eq. (8.5) gives correct approximations of the 
joint probability in both extreme cases. 
So far this discussion of Kuusk's theory. It should be mentioned that the 
terminology and notation have been adapted to the style used elsewhere in 
this manuscript. Also, Kuusk considers more possibilities for the form of the 
correlation function than just the exponential one. However, he concludes 
that this does not affect the results very much. 
A difficulty with Eq. (8.5) arises if one considers a small value of x , say 
x = — 8 . In that case the result is an expression identical to the one just 
found for the near hot spot, but now this result is obtained regardless of the 
ratio i la , so K and k are not necessarily equal (are almost equal). The 
result becomes 

P„(-Ô) = exp [-(AT**-,/**)«] • 

Now, suppose K is considerably greater than k . In that case K>(Kk)'A>k, 
so that k—(Kk)'h is negative, which leads to the conclusion that P50(-ô) is 
greater than P0(—8). However, this is statistically impossible, since the joint 
probability cannot be greater than any of the individual probabilities Ps and 
P0 . The maximum of Pso that can be attained is equal to the minimum of Ps 

and P0 . In his paper, Kuusk did not address this problem, and one might 
also argue that if ô is small, then Pso is close to one anyway, so that the 
effect on the final result would only be minor. Nevertheless, a slight 
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modification, namely the replacement of the square root term (Kk) 'A by the 
minimum of K and k , would be sufficient to cure the problem. This can 
also be justified on statistical grounds by reconsidering Eq. (8.4) in the case 
of maximum correlation when ps and p0 are different. 
Since the maximum of pso equals the minimum of ps and p0 , the maximum 
correlation is given by 

min(/>s ,Po) -psp0 

max 

i//y».(i-p,) U-/>„) 

For small Ax this can be approximated by 

pmax = mm{s[KÎk,sfkTK] . 

The dependence of the correlation coefficient on the horizontal distance d (x) 
should now be expressed by 

p = p e-"w/< . 

Substitution of this in the equation for pso (x) gives 

pso(x) = l-[K+k-mm(K,k)e^z)alt]Ax . 

For Eq. (8.5) this indeed leads to the replacement of (Kk) '/z by min(K,k) . 

The terms (Kk ) 'A and min (K,k ) are both examples of estimates of a more 
general function A , which expresses the average maximum overlap between 
the leaf projections on a horizontal plane for the directions of the sun and of 
viewing. By maximum overlap is meant the overlap of the projections when 
there is no shift due to parallax, i.e. the leaves are projected on the horizon­
tal plane through the centre of the leaves. For horizontal leaves this gives 
A = K = k , so both estimates produce the same correct answer. However, 
for inclined leaves the maximum overlap will be less than that. 
For instance, inclined circular leaves produce projections in the form of 
ellipses, and when the directions of the sun and of viewing are different, the 
overlap of the ellipses is less than either of the elliptical projections as­
sociated with the sun and viewing, simply because the ellipses do not 
completely match. Therefore it can be concluded that even the function 
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min (K,k) in general will overestimate the overlap. The consequence is that 
the hot spot effect outside the actual hot spot is also overestimated, in 
particular for Kuusk's overlap function. However, numerical experiments 
(cf. section 8.5) have shown that more accurate calculation of the overlap 
function A based on circular leaves makes the entire model one hundred 
times slower, so for simulations of a somewhat less precision Kuusk's 
overlap function might still be preferred. 

8.3 Incorporation into the SAIL model 

As mentioned in the previous chapter (section 7.4), the SAIL model uses 
dimensionless coefficients of extinction and scattering, with an associated 
relative optical height as the vertical co-ordinate. In this way the canopy 
height h becomes a redundant parameter. In the previous section, however, a 
metrical height was used for the description of the hot spot effect, so there 
the coefficients w , k and K have a dimension of m"1 . Introduction of the 
relative optical height in the most important equations of section 8.2 
proceeds as follows: 

Eq. (8.5) is written as a function of xlh by 

P {xlh) = exp[(K+k)hx/h+jKhkh — (l-e1'~r)] . 
ha 

Similarly, Eq. (8.3) is rewritten as 
o 

r« = *>h | PJx/h)d(x/h) + rf P„( - l ) . 
- i 

By means of the transformations x/h-*x , wh^>w , kh->k and Kh-*K , 
both equations are rewritten as 

e 
ha 

P(x) = exp [ (K+k)x + JKJCJL ( 1 -e "*" ) ] , and (8-6) 
ha 
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ri»wP.(x)di + r P ( - l ) , (8-7) 

where w , k , K and x are now dimensionless. 

A new dimensionless parameter obtained by this transformation is the ratio 
£ Ih , which is called the hot spot size parameter. This is the only additional 
parameter necessary to describe the hot spot effect for a single layer canopy. 
As the integral of Pm(x) over the canopy layer has no analytical solution, it 
is determined by means of a numerical algorithm. For this purpose, the 
range of x from — 1 to 0 is divided in 20 unequal intervals Ax in such a way 
that equal steps in the function e*7, where y = ha li , are obtained. Subse­
quently, Pso(x) is assumed to vary purely exponentially in each interval, so 
that the analytical integral over each interval can easily be determined. The 
total integral is approximated by a summation as 

20 Ae* 

where y. = (K+k)xi + \[Kk 1-e 
xti 

In the terminology of four-stream theory, the single scattering contribution to 
the bidirectional reflectance can be written as 

rso Pso + r
Ssoo rs 

0 

where p'„ = w J Pso(x)dx , and TSSOO = PJ-l) 

Here TSSOO is the joint two-way direct transmittance (sun-soil-observer) 
through the entire canopy layer. Sometimes this quantity is called the 
bidirectional gap probability. 
Apart from the single scattering contribution there is still also a contribution 
due to multiple scattering from the canopy. This contribution is called pso

d 

and it is computed as before, but with exclusion of w from the equations. 
The sum of both contributions gives the bidirectional reflectance from the 
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canopy as 
s d 

Pso = Pso + Pso • 

For the bidirectional reflectance of a single layer canopy on a soil back­
ground with reflectance rs one finds 

r = p + 
so ^so 

T + ssoo 
(Ts<, + TssrsPjToo + (Tss + Ts<l)Tdo 

l~rsPdd 

(8.8) 

From a software implementation point of view, the incorporation of the hot 
spot effect according to Kuusk means only one extra input parameter, 
namely I Ih , and one extra output parameter, namely the joint two-way 
transmittance TSSOO . 
Eq. (8.8) can be applied for calculation of the bidirectional reflectance of the 
combination vegetation-soil. This equation is still rather simple because the 
adding algorithm could be applied. However, this is only the case for a 
single canopy layer. If there are more layers in which the hot spot effect is 
modelled, then the interaction becomes more complex, and a simple adding 
algorithm can no longer be used. In that case one has to apply the boundary 
equation method for the coupling of the layers. 

8.4 Crop growth considerations 

From the previous sections one might conclude that incorporation of the hot 
spot effect is primarily intended as a correction of the canopy reflectance 
with regard to bidirectional effects. However, the introduction of the new hot 
spot size parameter i Ih also forces one to consider the development of this 
parameter during the growth of a crop. Can it be considered constant for 
certain crop types or does it change during the growing season? 
In the first place, crop growth can be characterized by an increasing leaf 
area index L. More leaf area means more interception of visible radiation 
which is used for photosynthesis. For making more leaf area a plant can 
follow two basically different strategies: 1) increasing the number of leaves 
per unit ground area by making new leaves or 2) letting the existing leaves 
grow in size. The first strategy is roughly followed by for instance wheat, 
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corn and potatoes. The second strategy is followed by for instance sugar 
beet. However, in reality most crop types will probably follow a mixture of 
both strategies, and it is not unlikely that the partitioning over both can 
change with the growth phase. 
Strategy one is usually accompanied by an increasing height of the crop, 
because new leaves shoot - at regular intervals - from the stem which grows 
in vertical direction, such as in wheat. For such a type of crop it may be 
assumed that the canopy height grows proportionally to the leaf area index. 
If one assumes that the linear leaf size is more or less constant, then one 
obtains the relationship 11 h <x \IL . 
For strategy two it may be assumed that the leaves grow in area, but have a 
constant shape. In this case the height of the canopy is mainly determined by 
the linear size of the leaves (such as for sugar beet crops), which means that 
the ratio I Ih is constant. In the next section some results of simulations of 
the hot spot effect for both growth strategies are presented. 

8.5 Examples of simulations 

For the visible part of the spectrum, a solar zenith angle of 45° and obser­
vation in the principal plane Fig. 8.2 shows the bidirectional reflectance 
profiles for a series of leaf area indices for growth strategy one. The leaf 
angle distribution is spherical and the size parameter i Ih = 0.1 IL . The hot 
spot effect is clearly visible by the sharp peaks in the bidirectional reflec­
tance profiles. In this case the hot spot size parameter is large for small L , 
which leads to a broad peak. For higher L the peak becomes sharper because 
of the decreasing size parameter. In this part of the spectrum the reflectance 
is very sensitive to the leaf area index L when it is small. However, 
saturation occurs above L = 4, as expressed in Fig. 8.2 by the small 
difference with the curve for L = 8. The greatest difference between both 
curves is located at the hot spot, which is caused by the fact that here the 
combined (two-way) extinction coefficient reaches a minimum. 
For otherwise the same conditions as in Fig. 8.2, Fig. 8.3 shows the bidirec­
tional profiles for a fixed hot spot size parameter equal to 0.1. In this case 
the hot spot peak is sharper than in Fig. 8.2 for L < 1 and less sharp for L 
> 1. As a function of the leaf area index a remarkable behaviour is 
displayed. At most viewing angles a minimum reflectance is reached at L = 
4, and then it starts to increase. Saturation does not occur, except in the 
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Fig. 8.2 Hot spot effects in the visible for growth strategy 1 

exact hot spot, where the behaviour is the same as in Fig. 8.2. Even the step 
from L — 16 to L — 32 gives a significant increase of the reflectance outside 
the actual hot spot. 
A physical explanation for this model-predicted phenomenon can be given by 
considering a leaf layer of constant thickness and leaf size. When in that case 
the leaf area index is increased, the leaf area density also increases. One can 
imagine that for a high leaf area density there will be a limit to the depth to 
which light can penetrate into the canopy. Parts of the canopy located below 
this level will not contribute to the reflectance and it would make no dif­
ference if this part of the canopy would be removed. However, in that case 
the penetration depth should be taken as the measure of canopy height in the 
definition of the hot spot size parameter, not the original canopy thickness. 
Since for high leaf area densities the penetration depth is only a fraction of 
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Fig. 8.3 Same as Fig 8.2 but growth strategy 2 

the total canopy thickness, the hot spot size parameter becomes much greater 
than the one based on the canopy height, which effectively leads to an 
associate broadening of the hot spot peak. As a matter of fact, this is exactly 
what is observed in Fig. 8.3: a broadening of the hot spot zone for high leaf 
area indices, leading to increasing reflectances outside the actual hot spot, 
but not in the hot spot itself. 
It is also interesting to investigate the above behaviour for the near infrared 
part of the spectrum, since this region is mostly used (in combination with 
the red) for estimation of the leaf area index. Fig. 8.4 shows the results for 
the near infrared under conditions otherwise equal to those of Fig. 8.3. In 
this case the hot spot effect is less pronounced because in this wavelength 
region multiple scattering also plays a significant role in the reflectance. 
Here the reflectance is a monotonously increasing function of the leaf area 
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Fig. 8.4 Hot spot effects in the near infrared for growth strategy 2 

index and again no saturation occurs because of the above mentioned 
phenomenon. In the SAIL model the leaf size is infinitesimally small and in 
that model saturation does occur at a leaf area index of about 8, thus leading 
to statements on the limited possibilities for estimating the leaf area index 
from remotely sensed data. However, Fig. 8.4 indicates that for crops 
following growth strategy two the reflectance remains sensitive to the leaf 
area index even when it has reached levels greatly exceeding the plausible 
biological range. 

In section 8.2 a theoretical limitation of Kuusk's overlap function was 
mentioned, namely that it would cause some overestimation of the hot spot 
effect. In Figures 8.5 and 8.6 it is demonstrated how serious this is in the 
red part of the spectrum for four different canopy architectures. For some 
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Fig. 8.5 Effects of precise calculation of the overlap function for a size parameter of 
0.1 and LAI = 2 

more realism, in this case the directional reflectance factor r0 is shown in the 
principal plane for Esky = 0.3 (30 % of incident radiation is diffuse) and a 
solar zenith angle of 45°. In Fig. 8.5 the leaf area index is 2 and the hot 
spot size parameter is 0.1. Two leaf angle distributions are shown, namely 
plagiophile (LIDF no. 4 of chapter 7) and erectophile (LIDF no. 9). The 
solid lines give the results for the SAILH model with Kuusk's overlap 
function and the dashed lines those obtained for the experimental model 
SAILHP ("high precision"), specially developed for this occasion. In the 
latter model the leaf projection overlap function is calculated numerically 
under the assumption of inclined circular leaves, at the price of a hundred­
fold increased execution time. The results indicate that Kuusk's overlap 
function indeed overestimates the hot spot effect, but the differences are not 
large. The greatest differences occur for the erectophile leaf angle 
distribution and in that case are about 0.2 % (absolute reflectance difference) 
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Fig. 8.6 Same as Fig 8.5 but for size parameter of 0.5 and LAI - 8 

at maximum. For vertical viewing the difference is 0.1 % for both leaf angle 
distributions. 
For a more extreme case, namely a leaf area index of 8 and a size parameter 
of 0.5, but otherwise equal conditions, the results are presented in Fig. 8.6. 
Here the maximum absolute difference is almost 1 % and relative differences 
of 10 to 20 % are found. However, it remains questionable whether this 
combination of canopy parameters is biologically plausible, as this case 
corresponds to a very high leaf area density. 
From the above results it can be concluded that under usual circumstances 
the use of Kuusk's overlap function might still be preferred, since the errors 
are not great in comparison to other possible sources of error, and the 
alternative is a model which runs one hundred times slower. 
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9 FOUR-STREAM ATMOSPHERIC CORRECTION MODEL 

9.1 Introduction 

In this chapter the effect of the atmosphere on optical remotely sensed 
images is described by means of four-stream radiative transfer theory. 
Although in chapter 6 it was shown that an (N+2)-stream version is more 
accurate, the uncertainty about the true values of many of the input 
parameters of an atmospheric model usually is so great that application of a 
more accurate model would hardly be justified. 
For the atmosphere, approximate extinction and scattering coefficients are 
derived based on aerosol scattering, Rayleigh scattering and absorption by 
water vapour and ozone gas. These are subsequently applied in order to 
obtain the reflection and transmission properties of the atmospheric layer. By 
means of the adding method the bidirectional reflectance of the combination 
atmosphere - earth's surface can be found. This quantity is also called 
planetary reflectance and the signal detected by earth observation satellites in 
the "optical" window (0.4 - 2.5 fim) is directly proportional to it. 
Atmospheric correction is the derivation of the reflectance of the earth's 
surface from the planetary reflectance. This can be useful for radiation 
budget studies, for a better spectral characterization of objects on the ground 
and for the monitoring of object parameters independently of changing 
atmospheric conditions. The conditions under which atmospheric correction 
can be carried out successfully are limited, however. The main requirements 
are that the atmosphere is laterally homogeneous, its constituents are known, 
and that the earth's reflectance can be approximated as being Lambertian. 
Since in most cases the concentrations of some atmospheric constituents, 
such as water vapour and aerosol, are not known, one usually applies 
techniques to estimate these quantities from the imagery or from meteorolo­
gical observations. The less variable effects, such as Rayleigh scattering, are 
described in the literature and can easily be included in atmospheric models. 

9.2 Description of the atmospheric effect 

The effect of the atmosphere on satellite observations of the earth is il­
lustrated in Fig. 9.1. Here one can identify three contributions to the 
radiance detected by the satellite: 1) a contribution from the target il-

166 



• ' to satellite 
sunlight 

top of atmosphere 

atmosphere 

earth's surface 
target background 

Fig. 9.1 Atmospheric effect on satellite observations of the earth 

luminated by direct sunlight and diffuse skylight and 2) a contribution caused 
by scattered sunlight and 3) a contribution from objects outside the field of 
view. The latter two contributions together form the so-called path radiance, 
in which 2) is the atmospheric part and 3) the "background" part. The 
background contribution is said to be caused by the "adjacency"-effect, 
expressing that objects in the neighbourhood of the target also contribute to 
the detected radiance. An equation for the radiance detected at the satellite is 
given by 

7rL, = TTL„ + £•, r, T (9.1) 

where Ls = radiance at satellite 
Lp = path radiance 

Etot = total irradiance on the target 
rt = target reflectance (assumed Lambertian) 
T = target-satellite transmittance 

In terms of four-stream theory the atmospheric effect is illustrated in Fig. 
9.2, which is an example of a so-called flux interaction diagram. 
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Fig. 9.2 Four-stream flux interaction diagram for the atmospheric effect 

In this diagram each incident flux is represented by a square and each exitent 
flux by a circle. Each arrow indicates the direction of flow and the associa­
ted quantity is a reflectance, factor (p or r) or a transmittance factor (r) . 
The subscripts for the atmospheric quantities refer to the types of incident 
and exitent flux, i.e. s for direct solar flux, d for diffuse flux and o for flux 
in the observer's direction. For the earth's surface the subscripts t and b 
refer to target and background, respectively. At the interface atmosphere -
earth's surface the downward fluxes at the bottom of the atmosphere are 
exitent from the atmosphere and incident to the earth's surface at the same 
time, and a similar situation holds for the upward fluxes. In Fig. 9.2 dashed 
lines are used to express these identities. Next to the dashed lines the 
different contributions at ground level are mentioned. The transfer equations 
associated with Fig. 9.2 are the following: 
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E-(b) 
£+(b) 
£„(b) 
E0(t) 

= T„Et(fy 
= rsdEs(t) + PddE

+fr) 
= r„[E,Q>) + E-Q>)] 
= r,[E,Q>) + £ - ( b ) ] 
= pso E, (t) + T* E » + r00 £„ (b) 

(9.2.a) 
(9.2.b) 
(9.2.C) 
(9.2.d) 
(9.2.e) 

where (b) and (t) indicate the bottom and the top of the atmosphere. From 
equations (9.2.b) and (9.2.c) one finds the diffuse fluxes at the surface as 

E "(b) = Es(t) (Tsd + TSS rbPdd) I (1 - rb Pdd) , and 
E +(b) = E,(t) (r„ + rsd) rbl{\- rb Pdd) . 

The total flux incident on the surface Elot = Es (b) + E~(b) = Esun + Esky is 
given by 

E,o, = Es(t) (TSS + Tsd) I (1 - rb Pdd) , 

and for E0 (t), which is the radiance in the observer's direction multiplied by 
•K, one finds 

Eo(t) = -KLS = Et(H) 
T + T j ss sa i 

1 -r„PjJ \ 
rbTdo+r,Too 

b^dd 

(9.3) 

From comparison with Eq. (9.1) it follows that the path radiance can be 
found from 

TtEn = E(t) p,„ + E,„, r. T. , and that T = r . 
p sv ' r so tot b do ' oo 

Es(t) equals ^"cosö, , where E° is the extraterrestrial solar (spectral) ir-
radiance on a plane perpendicular to the sunrays, and 6S is the solar zenith 
angle. Apart form the influence of the distance sun-earth during the year, E° 
can be assumed constant. The ratio irLs I Es (t) is the planetary reflectance rp . 
The above description of the atmospheric effect is restricted to the case of a 
laterally homogeneous atmosphere over a surface for which both the target 
observed and the background act like Lambertian reflectors. As in general 
the background is not a homogeneous surface with a constant reflectance, rb 
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should be considered an average reflectance over some neighbourhood 
around the target. 

9.3 Extinction and scattering coefficients of the atmosphere 

Because of the spherical shape of the particles, and if not, their random 
orientation, the atmosphere is an isotropic medium, which means that the 
interception coefficient ß is independent of the direction of the incident 
radiation. In this case the extinction coefficients for the fluxes Es , Eg and the 
couple (E - , E*) are given by 

k = ß/fis ; K = ß/fi0 ; K = 20 , 

where ns = \ cos 6S | and no = | cos 60 \ 

The scattering of incident light in the atmosphere is primarily described by 
the scattering phase function p (8) for the angular distribution, and by the 
single scattering albedo a> for the relative amount of scattering. In the 
atmosphere nearly all the intercepted light is scattered, so co is usually close 
to one. 
For the angular distribution one makes the distinction between Rayleigh-
scattering by air molecules and Mie-scattering by aerosol particles with a 
size comparable to the wavelength of the radiation. For Rayleigh-scattering 
the phase function can be approximated as 

pR(ô) = 2 ( l + c o s 2 ô ) , 

where ô is the scattering angle, i.e. the angle between the incident and the 
exitent ray. 
Mie-scattering depends on the particle size distribution, the wavelength and 
the complex index of refraction of the material (cf. Deirmendjian, 1969 and 
De Haan, 1987). Extensions of Mie-theory to non-spherical particles are 
discussed in De Haan (1987) and Stammes (1989). In general, the phase 
function of aerosols is highly peaked in the forward direction (the aureole 
region) and more or less oscillatory around the backward direction (the glory 
region), especially if the material is non-absorbing. Fig. 9.3 shows the 
Rayleigh phase function together with an example of Mie-scattering at a few 
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wavelengths (water Haze M (maritime type) from Deirmendjian, 1969). 
From this it will be clear that the aerosol phase function pA (8) cannot be 
expressed by a simple function like the one for Rayleigh scattering. 

The bidirectional scattering coefficient w is given by 

w 
upP^ ' t which holds for a single type of scattering. 

4/^M0 

For a mixture of Rayleigh-scattering and aerosol-scattering it is formed by a 
linear combination as 

w = 
<*RPRPR&)+WAPAPAG) 

4 ^ M 0 

where wR is the single scattering albedo for the Rayleigh case and can be 
taken equal to one. The subscripts R and A refer to Rayleigh and aerosol. 
Four-stream radiative transfer in the atmosphere (or any other scattering 
medium) is described by the matrix differential equation 

d_ 
Tz 

E-

E* 

-k 

s' 

s 

•w 

- (« - a') a 

-a (K - a') 

-v - v ' K 

Es 

E-

E' 

En 

(9.4) 

in which z is the metrical depth, w is as given above and the extinction coef­
ficients k, K, and K for a mixture of Rayleigh and aerosol scattering are 
given by 

k = (ßK * ßA)l(is , K = (ßR + ßA)/ti0 , K=2(ßR+ßA) . 

The remaining scattering coefficients are all found by integration of w over 
the upper and lower hemisphere, i.e. 

ITS' = f vv/iodßo , ITS = f WjXt 

-It +2* 

„dn„ 
o o 
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7TV' = f WflsdÜs , 7TV = f W/ i 

-2 ir *2i 
s<Ms 

ra' = ïs'nsdQs= f v>odfl0 , Tra = f SfisdQs = [ v/*odQo 

+2 TT + 2 T +2 ir +2 ir 

where (—2ir,+2ir) indicates integration over the (lower, upper) hemisphere. 

For Rayleigh scattering the integration of the phase function over one 
hemisphere gives always as a result 2ir, half of the spherical integral. For 
the aerosol phase function this is not the case. Integration over the backward 
hemisphere (i.e. the upper hemisphere if fis = 1 or 6S — 0) gives the so-
called backscattering efficiency r\A as 

2» 1 

VA = 4TT" I } p ( ^ = 1 ' ^ ' ^ ) d / i « d ^ 
0 0 

For most aerosol types t\A is of the order of 0.05, so 95 percent is scattered 
into the forward hemisphere. 
Approximated values of the above scattering coefficients can now be found 
by assuming that always a fraction T\A of the incident flux is scattered into the 
hemisphere of incidence and a fraction 1— t\A into the opposite hemisphere. 
This gives 

PK+UAU-IAÏPA 'V-o . v = \VR+WAVA$A 'Po > 

o' =ßR + 2a>A(l-VA)ßA , a = ßR + 2 uA T}A ßA 

in which œR was assumed to be equal to one. 

The combination (/c - a ' ) in Eq. (9.4) is called the attenuation coefficient 
a, and is given by 
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a = ßK+2[l-wA(l-r,A)]ßA • 

For the solution of Eq. (9.4) it is first assumed that the result will not 
depend much on the profiles of ßR and ßA as a function of the height h in the 
atmosphere. This is equivalent to assuming that the atmosphere forms a 
homogeneous mixture of Rayleigh and aerosol scattering, with associate 
optical thicknesses bR and bA , respectively. These are defined by 

bD = R = [ßR(h)dh and bA = [ßA(h)dh 

Assigning an arbitrary height H to the homogeneous atmospheric layer now 
gives the equivalent average interception coefficients ßR' and ßA' as 

ßR' = bRIH and ßA' = bAIH . 

These can be used instead of ßR and ßA for the definition of the extinction 
and scattering coefficients. However, as the actual height is irrelevant for the 
solution of Eq. (9.4), one can just as well take H — 1, so that ßR' = bR and 
ßA' = bA. When Eq. (9.4) is written as 

— E=M'E , 
dZ 

where M' is the matrix of coefficients with use of ßR' and ßA' , 

the concept of relative optical height is introduced as follows: 

Writing dE = M'Edz = (\IH)M Edz = ME^ = MEdx , 
H 

where M is the matrix of coefficients for H = 1, leads to the replacement of 
the z co-ordinate by the relative optical height x = zlH . The range of x is 
also arbitrary, but it appears convenient if one takes x = 0 for the top and 
x = — 1 for the bottom of the layer. This means that 
x ~ (z-H)IH. One can now write 
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d 
dx 

Es 

E-

E* 

E0 

k 
-s' 

s 

w 

a 

a 

V 

-a 

-a 

v' -K 

E-

E* 
(9.5) 

where x runs from — 1 to 0 , and 

k = (bR+bA)/vLs ; K = (bR+bA)/p0 

w = [bRpK(ô)+œAbApA(ô)]/(4p,ii0) 

s' =[V2bR + œA(l-r,A)bA]/ns 

V =[VLbR + aA{l-i,A)bA]/ßo 

a = bK+2[l-aA(l-riA)]bA 

s = [V2bR + œAr,AbR]/fis 

v = [KbR + aAriAbR]/ii0 

a = bR + 2 aA nA bA . 

To the coefficients k, K and a can be added contributions due to gaseous 
absorption (for instance by water vapour) in the atmosphere. If the optical 
thickness associated with this absorption is called bG, then these extra 
contributions are equal to bG/fis , bG/n0 and 2bc , respectively. 

The solution of Eq. (9.5) can be expressed in matrix-vector form as 

Es(-D " 

E-(-l) 

£+(0) 
Eo(0) 

Tss 

Tsd 

Psd 

Pso 

Tdd 

Pdd 

Pdo 

Pdd 

•dd 

'do 

Es(0) 

E-(0) 

£+(-D 
*.(-D 

(9.6) 

in which the nine reflectance and transmittance factors are functions of the 
extinction and scattering coefficients as defined above. In Verhoef (1985a) it 
was shown that these functions are rather simple, for instance 

175 



Tss = e~* . Too = e"* 

em - e"m 

Pdd - 1 m 

where m = \/a2 -ff2 

- i 

r„1em-rxe'm 

and roo= (a -m)lo 

Here, p^ and T^ are equal to corresponding expressions of the Kubelka-
Munk two-stream theory. 
A special case, but not uncommon for atmospheric scattering, is the one 
encountered if wA — 1 and bG = 0 (no absorption at all). In this case a = a, 
so m = 0, and pdd and T^ become indeterminate if calculated according to 
the given expressions. This singularity can be removed if the limits for 
m -» 0 are taken, which gives 

PM = r a n d 

m~0 ° + 1 m~0 a + l 

The sum of both equals one, which is consistent with the absence of any 
absorption in the atmosphere. 

9.4 Model implementation aspects 

Of the nine reflectance and transmittance factors of Eq. (9.6), only six are 
needed for the determination of the atmospheric effect, namely the reflectan­
ce factors pso and p^ , and the transmittance factors TSS , rsd , T^ and r^ , as 
can be seen in Fig. 9.2. These parameters describe the effects of Rayleigh 
scattering, scattering by aerosols and, possibly, absorption by gases like 
water vapour. However, absorption by ozone gas takes place mainly at 
altitudes of 20 to 25 km, well above the layer where the above mentioned 
processes are concentrated. Therefore, it is better to incorporate ozone 
absorption into the model by adding a separate layer at the top of the 
tropospheric layer. In this "ozone layer" only absorption is supposed to take 
place, no scattering. The transmittance factors associated with absorption by 
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ozone can be symbolized as Ts03 and To03 and are equal to 

T - p-bos1** an(\ T = p-botiv-o 
lsOh - e a n Q lo03 e 

where b03 is the optical thickness due to ozone absorption. The reflectance 
and transmittance factors of the complete atmosphere should now be 
modified as 

o * = T o T • T * = T T • T * = T T 
Vso x sOi^so1 o03 ' 'ss MsOi'ss ' ' sd *sOi'sd 

Tdo 7do*oOi ' Too Too*o01 

As pdd in the description of the atmospheric effect only plays the role of a 
spherical albedo at the bottom of the atmosphere, it does not need to be 
modified. 
Values of bQ3 at several wavelengths can be found in the literature. Apart 
from the well-known strong absorption of ultraviolet light by ozone, in the 
visible some additional absorption takes place, with a maximum at about 600 
nm, where b03 is of the order of 0.04 (cf. Elterman, 1970). 

The optical thickness associated with Rayleigh scattering, bR, depends 
strongly on the wavelength. According to Elterman (1970) it can be ap­
proximated by 

bR = 0.0987 
550 

-4.06 

, where X is the wavelength in nm. 

This means that halving the wavelength gives a more than 16-fold increase of 
the Rayleigh scattering optical thickness. The relationship given above holds 
for standard air pressure and temperature at sea level, but corrections for 
actual conditions can be carried out easily. 

For aerosol scattering the dependence of bA on wavelength is much weaker. 
If expressed as bA = ß\", where ß and a are constants, the value of a, 
called the Angström coefficient, is usually between —0.6 and —1.3 . 
However, this only applies to particle size distributions of a special type, 
namely the Junge-distribution, which is of the power law type. For the 
modified gamma distributions introduced by Deirmendjian (1969), the 
dependence on wavelength is different, although still smooth. Plotted on a 
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log-log scale, Deirmendjian's curves are convex, with a negative slope which 
becomes more negative with increasing wavelength. This means that in this 
case a is not a constant, but itself a function of the wavelength. For the 
atmospheric correction model developed at NLR by the author, one of 
Deirmendjian's tabulated aerosol phase functions, namely the one for water 
Haze M (maritime type), was selected as a prototype for the representation 
of aerosol scattering behaviour in general. This function is tabulated at 34 
values of the scattering angle 8 and at a number of wavelengths in the range 
from 450 to 2250 nm. For the computation of pA (8 ) at arbitrary 8 and X, a 
cubic spline interpolation is carried out with respect to 8, and linear interpo­
lation with respect to X. The single scattering albedo uA for this type of 
aerosol is practically equal to one, but in the computer program smaller 
values of u>A are allowed if so desired. 

Water vapour in the atmosphere has absorption bands mainly in the infrared 
part of the spectrum, for instance at 930, 1150, 1400 and 1900 nm. Most 
optical remote sensing instruments avoid these bands, but the Landsat MSS 
scanner and the NOAA-AVHRR (advanced very high resolution radiometer) 
both have a spectral band that includes the absorption peak at 930 nm. The 
optical thickness associated with this is of the order of 0.1 (Saunders, 1988), 
but, like temperature and humidity, its variability is high, both spatially and 
temporarily. For instruments like the Landsat Thematic Mapper and the 
SPOT HRV the influence of water vapour absorption can probably be 
ignored in most cases. 

Summarized, the greatest uncertainties in the atmospheric model are as­
sociated with the aerosol properties bA, wA and pA (8 ), as these are highly 
variable or difficult to measure. Of these, bA is the most important quantity 
because of its large influence on the extinction and scattering coefficients. 
The other two quantities are less variable than bA, since wA will mostly be 
rather close to one and pA (8 ) is roughly similar for different types of 
aerosol, especially in the range of 8 involved in remote sensing missions 
(8 > 7r/2). Therefore it appears not unreasonable to adopt representative 
examples of œA and pA (8 ), so that the only unknown left would be bA. 
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9.5 Estimation of aerosol optical thickness 

Several techniques can be applied to estimate the aerosol optical thickness bA. 
The first, and the least reliable one, makes use of the parameter 
meteorological visual range, or visibility, which is defined as the horizontal 
distance at sea level over which the contrast at a wavelength of 550 nm is 
reduced to 2 percent of the one at zero distance. As this contrast reduction 
equals the direct horizontal transmittance Thor, given by 

1 hor e md , where 0(0) is the interception coefficient at 550 nm in 
km-1 at sea level and d is the distance in km, one may put for Thor 

= 0.02: 
0.02 = e_3(0)V , where V is the visibility in km, or 
0(0) = (In50)/V. 

As ß (0) is the sum of the contributions due to Rayleigh scattering and 
aerosol scattering, one may write 

ßR(0)+ßA(0) = ( In50)/V , or ßA (0) = (In 50) / V-ßR(0) . 

From the literature, ßR(0) at 550 nm is known to be equal to 0.0116, leading 
to V = 337 km if ßA (0) = 0. Such a high visibility is never found in reality 
at sea level. For cloudless atmospheres, a more realistic range for V is from 
5 to 40 km. In that case ßA (0) ranges from 0.086 at V = 40 km to 0.771 at 
V = 5 km. 
A different measure of the state of the atmosphere is the turbidity factor T, 
which is defined as T = {bR + bA) lbR , so it refers to the entire atmosphere, 
not to the situation at sea level, where V is based on. 
Use of the visibility for estimation of bA can only be carried out if it is 
known how ßA depends on the height in the atmosphere if ßA (0) is given. A 
simple model of this profile was discussed in Sturm (1981) and consists of 
the following equations: 

ßA(h) = 

ßA(0)e'hlH' 

ftl» 

a (i8-A)/ff2 

PAS.5 C 

if h < 5.5 km 

if 5.5 km < h < 18 km 

if h > 18 km 
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Together with that for Rayleigh scattering, this profile is illustrated in Fig. 
9.4. For Rayleigh scattering ßR(h) = ßR (0) e"",H0, where H0 = 8.5155 km. 

10° 

ß 
(km"1) 

10-1 _ 
V=5 km 

10-2' 

IQ"3 

10-4 

• Rayleigh 

• aerosol 

10 15 25 30 
h (km) 

Fig. 9.4 Height profiles of the interception coefficients for aerosol and Rayleigh 
scattering, according to Sturm (1981) 

Here H0, / /, and H2 are so-called scale heights. Of these, H0 and H2 are 
considered constant, but Hx is related to ßA (0) by the requirement that ßA (h) 
is continuous at h = 5.5 km, giving 
ßA(0)e-"im = ßA5.5,OT 
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H, = 5.5/ln[/31(0)//3155] . 

In Sturm's profile H2 = 3.748 km and ßA55 at X = 550 nm equals 
0.0030765 km-1. In that case the aerosol optical thickness of the layer above 
h = 5.5 km equals ßAy5 (18 - 5.5 + H2) = 0.05. For the layer below h = 
5.5 km one obtains an optical thickness of [ßA(0) — ßA55]Hu so that the 
total optical thickness at X = 550 nm is given by 

bA = lßA(0)-ßA53] 7/1+0.05 . 

For visibilities V of 5 km and 40 km this gives bA = 0.815 and bA = 0.187, 
respectively. Corresponding values of the turbidity factor T are 9.26 and 
2.89. 
From the example above it appears that bA at X = 550 nm can be estimated 
if the visibility V is given and if one can be confident that the actual profile 
of ßA more or less matches the modelled profile as a function of the height. 
As shown by the example, the influence of the layer above h = 5.5 km is 
only small, so the greatest errors are expected to be associated with differen­
ces between actual and modelled profile in the lowest 5.5 km of the atmo­
sphere. There is one particular situation in which the actual profile can be 
very different from the modelled one, namely in the case of an inversion 
layer in the atmosphere. In that case the normal decrease of the air 
temperature with height is interrupted by a layer in which it is constant or 
increases. In such a situation a haze layer can develop at some height, while 
the atmosphere at the surface may still be relatively clear. It is obvious that 
in this case the visibility at ground level can only be a very poor indicator of 
the total aerosol optical thickness. 
Other drawbacks of this technique are that visibility often is not measured 
but only visually estimated by a human observer, and that extrapolation of bA 

to wavelengths other than X = 550 nm is questionable. 

The second technique uses model inversion, i.e. the estimation of model 
parameters from measurements, in order to estimate &A. Some possibilities 
for this can be illustrated by means of Fig. 9.5, which shows the behaviour 
of some model output quantities as a function of bA in the range from 0.0 to 
1.0. All quantities shown are relative to the extraterrestrial solar irradiance, 
E°, and the influence of the aerosol single scattering albedo uA on the results 
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is demonstrated by showing results for œA = 1.0 and uA = 0.9. As appears 
from Fig. 9.5, measurement of Esun gives the best estimate of bA, since it is 
independent of wA. However, the value of E° in the spectral band over which 
Esm is measured must be known and Esun must be measured with a well-
calibrated instrument, which sometimes can be problematic, as the usual 
absolute calibration accuracy is only of the order of ten percent. Measure­
ment of both Esun and Esky , for instance by use of a Guzzi spectroradiometer 
(Veugen & Van Stokkom, 1985), can give good estimates of both bA and wA, 
provided the calibration is accurate. This instrument has a rotating band 
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Fig. 9.5 Solar, sky and total irradiance at ground level (relative to E°) as a function 
of bA and tuAatÄ = 550 nm 

which periodically blocks the sunlight from entering the detector, so a 
continuous measurement of Em and Esky during the day is possible. If the 
calibration is questionable, then one can still get fairly accurate results for bA 

by taking the ratio Esky/Etot , since in that case the calibration error is 
cancelled, and the influence of œA on this ratio is much smaller than on Esky 

and Em separately. 
Under favourable circumstances the ratio Esky/Etot can be measured from an 
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image, for instance when a small cumulus cloud throws its shadow on a 
large homogeneous piece of land. The digital numbers of this object in the 
shadow and in the sunlit part can then be used for an estimate of the ratio 

Another quantity that can be measured from an image is the atmospheric 
planetary reflectance rp(0), which is the planetary reflectance for zero 
ground reflectance. Under the condition that an object and its surroundings 
have a reflectance close to zero (for instance coniferous forest in the visible 
blue and red, or clear water in the near infrared), it may be assumed that the 
digital number DN for such a dark object can solely be attributed to atmosp­
heric reflectance, so that after calibration of DN in units of reflectance an 
estimate of rp (0) is found. Provided the atmosphere over the scene is homo­
geneous, the lowest DN values of the scene can be associated with these dark 
objects, and the method based on this idea is therefore called the "darkest 
pixel" method. 
The potentials of both quantities Esky IEm and rp (0) for estimation of bA are 
illustrated in Figures 9.6 and 9.7, respectively. Here, these quantities are 
shown as a function of bA at 550 nm, under the assumption that a = —1.0. 
Results are plotted for two wavelengths, namely X = 450 nm (blue) and X = 
700 nm (red), and two values of œA , namely 0.9 and 1.0. 
From Fig. 9.6 one may conclude that measurement of the ratio EskyIEtot can 
give a good estimate of the aerosol optical thickness bA and that the influence 
of u>A on this estimate is only moderate. Measurement of this quantity at two 
or more wavelengths can be used to estimate the Ângstrom-coefficient a as 
well. 
As appears from Fig. 9.7, the relation between the atmospheric planetary 
reflectance ^(0) and bA can also be used to estimate bA, but the influence of 
u>A on this relationship is considerable, especially at X = 450 nm. Therefore 
it can be concluded that the "darkest pixel method" cannot give good estima­
tes of bA, unless one has reason to believe that œA is very close to one, for 
instance when the aerosol is known to be of oceanic origin. Continental and 
urban aerosols usually contain more absorbing materials like soot and dust, 
and in that case œA can be much smaller. The strong wavelength-dependence 
of 7-̂ (0) suggests that the Angstrom-coefficient can still be estimated fairly 
well from measurements of rp (0) at two or more wavelengths. 
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Fig. 9.6 The ratio Esky / E,0, at A = 450 nm and 700 nm as a function of bA at A = 
550 nm for a = - 1 and w , = 0.9 to 1.0 

rp(0) 

(%) 

Id 

16 

14 

12 

10 

8 

6 

4 

2 

-

-

-

rb = 0 
0S =45° 
0 o =0° 

"H20 = 0 

b03 = 0 

a =-1.0 

-

I 

X = 450 r\m^S^ 

X - 700 n i n ^ 

i 

<»A*™^ 

^ ~ * 1 0 A = 0.9 

<*A = ™^<-

—"• <aA = 0.9 

-

-

-

-̂ **"^ 

-

~ 

0.5 bA (550) 1.0 

Fig. 9.7 The atmospheric planetary reflectance rp(0) under the same conditions as in 
Fig. 9.6 

184 



9.6 Atmospheric correction of Landsat Thematic Mapper images 

On the basis of the material discussed in the previous sections a procedure 
for the correction of atmospheric effects and calibration in units of ground 
reflectance has been developed for Landsat Thematic Mapper images. The 
Thematic Mapper instrument is an opto-mechanical multispectral scanner 
with 30 m ground resolution and has six spectral bands in the optical region 
and one in the thermal infrared (with 120 m ground resolution). The six 
optical spectral bands are called TM1 to TM5 plus TM7 (TM6 is the thermal 
infrared band) and are centred at wavelengths of 485, 560, 660, 830, 1650 
and 2215 nm (visible, near and middle infrared), respectively. 
Digital images acquired by the Landsat Thematic Mapper can be ordered 
from receiving stations in the USA, Europe and other locations. 

Apart from the digital images, each data set contains also an extensive 
amount of auxiliary information, such as the scene location, time of ac­
quisition, solar elevation angle and calibration constants. By means of the 
calibration data for each spectral band it is possible to calculate the detected 
radiances Ls from the digital number DN of an image pixel as 

Ls = A0+A1 *DN , (9.7) 

where A0 = offset , 

Ay = gain factor 

The radiance detected at the satellite Ls can be related to the planetary 
reflectance rp by 

TTLS = rpE;cosds/d
2 , (9-8) 

where E° is the extraterrestrial solar irradiance in the associate spectral band 
at a sun-earth distance of 1 Astronomical Unit (AU), and d is the actual 
distance in AU. The distance d is season-dependent, with a minimum on 3 
January of 0.983 and a maximum on 2 July of 1.017, so that d2 varies by 
about 7 percent at maximum. The average of d over a year is, by definition, 
equal to one. 
The planetary reflectance of an image pixel with digital number DN in a 
spectral band can be calculated by combining both equations, which gives 
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ir(An+A. *DN)d2 

r = - J -2 ! i _ . (9.9) 
Es cos 6S 

It is important to note that E° should be given in units which are compatible 
with those of A0 and A, . In this respect, the distributor of Landsat data in 
the USA, Eosat, specifies A0 and A} in mW/(cm2 sr /xm), which means that 
the calibration constants are spectral radiances. In this case the compatible 
unit for E° is mW/(cm2 /tm). On the other hand, the European distributor 
Eurimage applies units of W/(m2sr), which refers to so-called in-band 
radiance, the integral of the spectral radiance over the width of the spectral 
band. In that case the compatible unit for E° is W/m2. 
Besides the above complications, the user of Landsat TM data is also 
confronted with the fact that values of E° for the TM bands are not given by 
the distributors, but have to be found in the specialist literature (cf. Mark-
ham & Barker, 1987). A good review of the difficulties associated with the 
calibration of Landsat TM data is given in Epema (1990). As a final remark 
it can be stated that much of the confusion could be avoided if the 
distributors would supply the users with alternative calibration constants B0 

and Bx defined as B0 = irA0/E° and Bx = TA1 IE" . In that case, 

rp = (ß0+ß, *DN)d2/cosds , (9.10) 

and there can be no misunderstanding about the units of B0 and By , as they 
are dimensionless. In addition, the user would not have to consult other sour­
ces of information, as was the case with E° . 

According to Eq. (9.3) of section 9.2 , the planetary reflectance rp is given 
by 

r^Pso + ̂ Ç^-^T^r,^) , (9.11) 

where the atmospheric parameters pso, pdd , TSS , Tsd , r^ and T00 can be 
obtained from model calculations, rb is the background reflectance and r, is 
the target reflectance. Since the background reflectance rb is not known a 
priori, in a first approximation it may be assumed that rb equals r, . Of 
course this can only be correct if the target is large enough. In that case, 
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rp = Pso + -7—. ' W h e r e ri = T " + T*d a I l d T2= Too + Tdo • 

Solution of rt from this equation gives 

r = rp "Pso (9.12) 

So, for this simple atmospheric correction method it is only necessary to 
calculate rp from DN using the calibration data, and to know the atmospheric 
parameters pso , pdd and the product Tx T2 for each spectral band. As explai­
ned in the previous chapter, the most unknown quantity for the determination 
of the atmospheric parameters is the aerosol optical thickness bA . However, 
it was shown that bA can be estimated from measured data of the ratio 
EskyIEm or from values of the darkest pixel planetary reflectance rp(0) 
extracted from the image. In both cases model inversion is applied to 
estimate bA . This is done by means of iteration, i.e. the input value bA is 
varied until the calculated output quantity matches the measured value. If this 
technique is applied for two or more wavelengths, then the wavelength-
dependence of bA can be determined by means of the assumed relationship 
bA (X) = ß\a, or log bA (X) = log ß + a log X. Linear regression of log bA (X) 
against log X thus provides least squares estimates of the parameters ß and a. 
Subsequently, ß and a can be applied in order to estimate bA (X) in all the 
Thematic Mapper bands in the optical region, after which also pso , pdd and 
Tx T2 can be calculated by means of the atmospheric model in all spectral 
bands. 

With respect to the darkest pixel method it should be mentioned that the 
linear regression log bA - log X leads to a straight line (best fit) around which 
the model-inverted values bA are scattered if more than two wavelengths 
were used, so that some points will lie above the regression line and some 
will lie under it. For the wavelengths at which bA is under the regression 
line, application of the best fit value bA in the calculation of the atmospheric 
parameters pso , pdd and TXT2 will result in an over-estimation of the at­
mospheric effect. Especially, pso will be greater than the darkest pixel 
planetary reflectance rp (0) in that case, so that for the darkest pixels negative 
values of the target reflectance r, would be computed. In order to avoid this, 
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the regression line is lowered parallel to itself until it goes through the point 
having the largest difference between log bA and log bA . In this way the 
Angström coefficient a remains the same, but ß is lowered to a new value 
ß '. Next, the relationship bA (X) = ß 'X" is used for the estimation of pso , pdd 

and Tx T2 in all reflective TM-bands by means of the model. 

The actual correction of an image by means of equations (9.9) and (9.12) is 
carried out by means of a look-up table (LUT) for each spectral band. As 
Landsat TM images are 8 bit per band, each input pixel DN is in the range 
0-255, so each LUT has 256 entries. If the corrected image is also encoded 
in 8 bits per band, and the corrected digital number is called DN', then the 
correction is carried out by applying the operation DN' = L\JT(DN) to each 
pixel in the image for each spectral band. As DN' represents a reflectance 
value in the range 0.0 - 1.0 , it is necessary to specify a scale factor s which 
relates reflectance to digital number. This scale factor should be smaller than 
256 in order to prevent overflow. 
The entire procedure for atmospheric correction of a Landsat TM image is 
summarized below for the darkest pixel method: 

1. Enter date -* d2 

Enter 6S 

Enter TM-calibration data file name 
2. For two or more TM bands: 

Enter darkest pixel DN 
DN -* rp (calibration) 
Iterate bA until pso (model) = rp 

3. Linear regression log bA vs. log X -* logö^ = logjS + a log X 
Lower regression line -» log bA = log ß ' + a log X 

4. For all TM bands: 
^ = j8'X« 
model -* pso , Pdd , r, T2 

5. Enter scale factor s 
6. For all TM bands: 

For DN = 0,1,...,255: 
DN -> rp (calibration) 
rp -* rt (atmospheric correction) 
LUT(£W) = s * r, 
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For all pixels: 
DN' = L\JT(DN) 

7. End 

For the method based on measurements of Esky IEtot the procedure is similar, 
except that step 2 consists of: 
2. For two or more wavelengths: 

Enter measured Esky IEtot 

Iterate b\ until Esky IEtot (model) = Esky IEtot (measured) 

Also, the lowering of the regression line in step 3 is omitted in this case. 

For both methods of correction the computation time is negligible, mainly 
because the model is simple, the iteration converges rapidly and the look-up 
table operation used in the correction can be carried out very efficiently. 

9.7 Validation results 

Although in practice a true validation of an atmospheric model is a very 
difficult task because of the great number of parameters that would have to 
be measured, and no specific attempts have been initiated in this direction, 
the model and the correction methods based on it have been used in several 
projects, in all cases with the aim to improve the spectral characterization of 
objects on the ground and to facilitate multitemporal comparison. 
In one project, described by Epema (1992), also in situ ground measure­
ments of the reflectance were available, so that the performance of the 
correction method could be tested. In this case the method based on the ratio 
Esky IEtot was used in Tunisia, where this ratio was measured by shadowing a 
reference panel. The main conclusions were that for a Landsat TM image of 
April 1988 the correspondence between ground reflectances derived from the 
image and measured values was good (maximum relative error 10 percent), 
but for an image of December 1987 larger errors were observed. However, 
these could be attributed to water vapour absorption in TM bands 4, 5 and 7. 
After incorporating this water vapour absorption into the model the results 
improved significantly. 
In another project (Verhoef, 1990) the darkest pixel method has been tested 
for images of the Flevoland area in The Netherlands, acquired in the summer 
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of 1986. Some results of this exercise are discussed below. 
Tables 9.1 and 9.2 summarize the numerical results of the model inversion 
and the computed correction constants for Landsat TM images of 16 June 
and 3 August 1986, respectively. In both cases, four TM bands were used 
for the estimation of bA from darkest pixel digital numbers. Of these, TM1 
(blue) and TM4 (near infrared) are the most reliable ones, since the darkest 
pixels in these bands most likely refer to objects having a reflectance very 
close to zero, such as coniferous forest in TM1 and clear water in TM4, 
which both are present in the images. In TM2 (green) and TM3 (red) the 
darkest objects probably still have a reflectance of the order of one percent, 
and this might lead to overestimation of bA in these bands, as this small 
reflectance would wrongly be attributed to the atmospheric effect. 
Therefore, the procedure was modified by allowing the specification of a 
small reflectance for the darkest object. In the tables these are indicated by r, 
for the different spectral bands. The results of the linear regression log bA 

vs. log X are given by the parameters a and ß, the squared correlation 
coefficient R2 and the root mean square error (RMSE) of bA. For both dates 
a very good fit was found, as expressed by the high values of R2 and the 
small values of the RMSE. Also, the Angstrom coefficient a is in the 
expected range of —0.6 to —1.3. 

Comparing the results for both dates, there appears to be a large difference 
in the atmospheric turbidity, as evidenced by the difference in the aerosol 
optical thickness bA , but this does not lead to very great differences in the 
correction constants pso , Tx T2 and pM . The reason for this is probably the 
fact that at shorter wavelengths Rayleigh scattering, which is virtually 
constant, tends to dominate the atmospheric effect, and that at the longer 
wavelengths the atmospheric effect is small anyway, except for possible 
effects due to water vapour absorption, as found by Epema. 
From the two atmospherically corrected and calibrated images, TM-derived 
spectral reflectance 'signatures' have been extracted for a number of diffe­
rent objects in order to evaluate the performance of the correction. The 
results are presented in Figures 9.8 and 9.9. In both Figures the solid lines 
refer to the 16 June image and the dashed lines to the 3 August image. In 
Fig. 9.8 also results of field spectrometer measurements for grass and sugar 
beet, as obtained during the NIWARS programme in 1973 (Bunnik, 1978), 
have been included for comparison. The TM-derived grass spectrum of 16 
June appears to be very similar to the measured NIWARS spectrum of 1 
August 1973. This difference in date is of no significance, however, as grass 
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Fig. 9.9 TM-derived spectral reflectance for coniferous forest and other "stable" 
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can be in any stage of development during the summer. For sugar beet one 
can safely assume that the growth stage on 3 August 1986 is similar to the 
one on 28 August 1973 so that the TM-derived spectrum of 3 August should 
be comparable with the NIWARS measurement. Especially for TM5 and 
TM7 correspondence is very good, so there is no evidence of water vapour 
absorption in these bands, like was found by Epema, as otherwise the 
reflectances in TM5 and TM7 would be significantly smaller than the 
measured values, and this is not the case. There is, however, a remarkable 
difference in TM2: the measured spectrum shows a pronounced peak in the 
reflectance in the green, whereas this peak in the TM-derived spectrum is 
much weaker. Two possible causes of this are 1) the band width of 85 ran 
associated with TM2, which could be too wide to resolve the green peak 
clearly, and 2) the adjacency effect, which tends to wash out spectral dif­
ferences between a target and its surroundings. More evidence for the latter 
is found in Fig. 9.9, which shows TM-derived spectra of coniferous forest 
and other 'stable' objects like sand, an urban area and a small lake contai­
ning clear water. This evidence appears in the form of a peak in the reflec­
tance in TM4 for the small lake and the fact that the spectra of sand and 
clear water are wider apart on 3 August than on 16 June, which can be 
explained by a stronger adjacency effect on 16 June due to more haze in the 
atmosphere. Nevertheless, the performance of the atmospheric correction in 
terms of spectral characterization can be considered good, as the changes 
found for the stable objects between the two dates are relatively small. 
Without atmospheric correction the difference between the two dates is 
greatest for dark objects, especially in the blue band (TM1), as can be seen 
by comparison of the darkest pixel values in both Tables. For an urban area 
and coniferous forest the mean differences in £W-values between the two 
dates are listed below. This also gives substantial differences. 

Object 

Urban 

Forest 

Date 

16-06 

03-08 

16-06 

03-08 

TM1 

101.2 

83.3 

82.7 

62.0 

TM2 

43.2 

35.9 

31.8 

23.0 

TM3 

43.8 

37.4 

24.7 

17.6 

TM4 

65.7 

57.4 

69.8 

59.8 

TM5 

72.1 

63.6 

30.7 

26.2 

TM7 

36.5 

31.7 

9.5 

8.2 
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Table 9.1 Darkest pixel correction results for 16-06-1986 

Sun-earth distance in AU : 1.01593661 
Solar zenith angle (deg) : 33.7 

TM 

1 
2 
3 
4 

X 
(nm) 

485 
560 
660 
830 

Darkest 
pixel 

78 
28 
22 
11 

rP 

.115 

.083 

.060 

.033 

r, 

.000 

.010 

.008 

.000 

bR 

.165 

.092 

.047 

.019 

bos 

.008 

.030 

.010 

.000 

K 

.745 

.681 

.619 

.518 

bA 

.743 

.675 

.604 

.518 

a = 
ß 
R2 

RMSE = 

- . 0 / 
.458 
.995 
.007 

Correction constants: 

TM 

1 
2 
3 
4 
5 
7 

Pso 

.1150 

.0750 

.0524 

.0333 

.0115 

.0085 

TXT, 

.7188 

.7567 

.8479 

.9136 

.9646 

.9718 

Pdd 

.2025 

.1451 

.1017 

.0670 

.0287 

.0232 
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Table 9.2 Darkest pixel correction results for 03-08-1986 

Sun-earth distance in AU : 1.01470556 
Solar zenith angle (deg) : 39.6 

TM 

1 
2 
3 
4 

X 
(nm) 

485 
560 
660 
830 

Darkest 
pixel 

59 
20 
15 
7 

rP 

.093 

.063 

.043 

.020 

r, 

.000 

.007 

.007 

.000 

bR 

.165 

.092 

.047 

.019 

t>03 

.008 

.030 

.010 

.000 

K 

.457 

.406 

.348 

.218 

bA 

.457 

.401 

.345 

.208 

a — 

ß 
R2 

RMSE = 

- .911 
.236 
.999 
.003 

Correction constants: 

TM 

1 
2 
3 
4 
5 
7 

Pso 

.0933 

.0566 

.0363 

.0202 

.0051 

.0033 

m 
.7519 
.7872 
.8797 
.9432 
.9831 
.9879 

PM 

.1800 

.1231 

.0782 

.0452 

.0140 

.0101 
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9.8 Conclusions 

A four-stream atmospheric radiative transfer model has been described which 
has been applied to the correction of Landsat Thematic Mapper images for 
atmospheric effects and the calibration in surface reflectance units. 
The proposed method makes use of literature data and the darkest pixels in a 
scene in order to derive the aerosol optical thickness as the prime unknown 
quantity. This has the advantage that it is easy to implement the algorithm on 
an operational bases, since the necessary input is extracted from the image 
and further consists of usually available data like the calendar date and the 
solar elevation at the time of overpass. A disadvantage is that violation of the 
assumptions made leads to errors. 
It has been demonstrated that application of this simple method of at­
mospheric correction gives satisfactory results in most cases. Samples of the 
surface reflectance extracted from the corrected images appear to correspond 
rather well with the results of reflectance measurements in the field. 
However, there are indications that in the infrared the absorption by water 
vapour in the atmosphere is sometimes underestimated. Moreover, for 
accurate results it might be worth considering a more advanced modelling of 
the adjacency-effect. 
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10 A COUPLED SOIL-VEGETATION-ATMOSPHERE MODEL 

10.1 Introduction 

The observation of vegetation canopies by means of optical remote sensing 
equipment on board airborne or spaceborne platforms can be simulated by a 
combined model which has been constructed from elements discussed in 
previous chapters. Using such a combined model has the advantage that the 
effects of a large number of parameters on the radiance measured at the 
sensor can be studied, and this may help explain many of the effects ob­
served in images of vegetated areas. The combined model is entirely based 
on four-stream radiative transfer theory, and although this may not be 
sufficiently accurate for the atmospheric effects, the degree of realism in the 
model is still considered high enough for the atmospheric conditions under 
which optical remote sensing can successfully be applied anyway. Effects 
included in the model are, for instance, the bidirectional nature of surface 
reflectance (for vegetation), the adjacency effect and the bidirectional scat­
tering behaviour of aerosols and air molecules. The flying altitude of the 
platform is accounted for by dividing the atmospheric in a layer below the 
aircraft and one above it. 

The physical quantity calculated by the model is the so-called normalized 
spectral radiance v , defined by v = irL0/Es° , where E° is the extrater­
restrial solar spectral irradiance on a plane perpendicular to the sunrays and 
L0 is the spectral radiance at the sensor in the viewing direction. 
Observation of a white Lambertian planet without an atmosphere at the 
location where the sun is at the zenith would result in a normalized spectral 
radiance of one. In this chapter the model, which is called OSCAR (from 
Optical Soil-Canopy-Atmosphere Radiation), is discussed in more detail and 
some of its possible applications are illustrated. 

10.2 Model design 

Basic building blocks of the combined model are the SAILH subroutine for 
calculation of the reflectances and transmittances of a single vegetation 
canopy layer, with incorporation of the hot spot effect, and a similar 
subroutine called SAM (Simple Atmosphere Model) for calculation of the 
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same quantities for an atmospheric layer. The earth's surface is supposed to 
exist of a uniform background and a small target. Both background and 
target are described by means of a soil reflectance, which is assumed to be 
Lambertian, and by vegetation canopy parameters. Soil and vegetation for 
background and target are allowed to be different from one another. The 
reflectances of the soil for target and background are called rst and rsb , 
respectively. 
The four-stream radiation interactions between and within the elements 
atmosphere, background and target are illustrated by means of the flux 
interaction diagram of Fig. 10.1. In this diagram each square represents an 
incident flux and each circle on exitent flux. The solid arrows indicate the 
direction of flow and the reflectances (r,p) or transmittances (T) are the 
multiplication factors to be applied. Interfaces between layers or those 
between layers and surfaces are connected by dashed arrows. For these the 
associated multiplication factor equals one. 
Fig. 10.1 can be used to calculate E0 = itL0 at the top of the atmospheric 
layer if the incident fluxes Es and E~ at this level are given. For this, the 
adding method is used, by starting at the soils, and calculating equivalent 
reflectances for the top each time a vegetation or atmospheric layer is added. 
However, when observation takes place inside the atmosphere, such as for 
remote sensing from airborne platforms, Fig. 10.1 only applies up to the 
atmospheric layer under the sensor. Therefore, it is necessary to split the 
atmosphere in a lower part under the sensor and an upper part which is 
above the sensor. For this, use is made of the height profiles also mentioned 
in-chapter 9, from Sturm (1981). From these profiles the'optical thickness 
for Rayleigh and aerosol scattering of both layers can be computed. As in 
the combined model also absorption by water vapour is included, for which 
only the total optical thickness is supposed to be given, it is necessary to 
assume an extinction profile for this component as well. Since water vapour, 
like aerosol, is concentrated at low altitudes, the aerosol scale height //, (for 
the layer below 5.5 km) is applied for water vapour too. 
Absorption by ozone is supposed to take place in a layer at 25 km altitude, 
separate from the other atmospheric layers. 
For the calculation of the normalized radiance at the level of the sensor, first 
the diagram of Fig. 10.1 is used, with atmospheric parameters of the lower 
atmosphere. This leads to four equivalent reflectances which apply to the 
combination background-target-lower atmosphere. These reflectances are: 
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rddb ~ 

rsdb = 

rdot ~ 

r = 
• tnt 

diffuse "background" reflectance for diffuse incidence, 
diffuse "background" reflectance for specular incidence, 
directional "target" reflectance for diffuse incidence, 
bidirectional "target" reflectance. 

Quotes are used in order to indicate that the reflectances have been modified 
by the lower atmosphere. In Fig. 10.2 these reflectances are placed in a flux 
interaction diagram showing the interactions with the upper atmospheric 
layers. 

Ec E- E+ En 

ozone layer 

upper atmosphere 

background and target 
combined with lower 
atmosphere 

Fig. 10.2 Flux interaction diagram with split atmosphere. Background and target have 
been combined with the lower part of the atmosphere 

From this diagram it becomes clear that the radiance at the top of the lower 
atmosphere can be found from 

" ' o = ^o ~ rsot^sun ' r'dot ^sky 

where all quantities refer to the level at the top of the lower atmosphere. 
Here Esm = E° cos 6S TW03 TSSU , where the subscripts 03 and u refer to the 
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ozone layer and the upper atmospheric layer, respectively. Esky is given by 

E. = E°COSOT„ 
Tsdu + Tssurs<U>P<Mu 

sky s s ssO, i 
1 'ddb^ddu 

For the normalized radiance v = irL0 IE° this gives 

v = COS0 T n 
s wO, 

sdu ssu sdb"ddu 

rddb Pddu 
ssu sot I _ dot 

l~rddhP. 

Except for the cosine-effect of the solar zenith angle, this expression contains 
only reflectances and transmittances. 
For satellite observations the sensor is above the ozone layer, and in that 
case also the transmittance through this layer in the direction of view must 
be taken into account. As in that case there is no upper atmospheric layer to 
consider, the expression for the normalized radiance becomes 

where 7^3 is the upward direct transmittance through the ozone layer, and 
rso! is the bidirectional reflectance of the target, with incorporation of the 
complete atmosphere. 
Model output results can easily be compared with calibrated radiance 
measurements of airborne or spaceborne sensors. For this, it is only necessa­
ry to convert the normalized radiances into actual radiances by 
L0 = vE°/ir , where E° in this case is the extraterrestrial spectral solar 
irradiance in W/(m2 jim) in the associated spectral band of the sensor. 

10.3 Model parameters 

The parameters of the OSCAR model can be divided into groups for the 
categories background, target, atmosphere and observational as follows: 

Background parameters: 

LIDF = leaf inclination distribution function 
LAI = leaf area index 
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pL = single leaf reflectance 
TL = single leaf transmittance 
p$ = soil reflectance 

Target parameters: 

LIDF = leaf inclination distribution function 
LAI = leaf area index 
HOT = hot spot size parameter 

pL = single leaf reflectance 
TL = single leaf transmittance 
ps = soil reflectance 

The hot spot size parameter is the horizontal correlation length (see chapter 
8) divided by the canopy height. For the background it does not need to be 
specified because the background reflectance parameters rsdb and rddb are not 
affected by it. 

Atmospheric parameters: 

V = sea level horizontal visibility 
X = wavelength of the radiation 
a = aerosol Angstrom coefficient 

w A = aerosol single scattering albedo 
^H2o = water vapour optical thickness 
bm = ozone optical thickness 

The wavelength X must be specified in this case because the optical thicknes­
ses of Rayleigh and aerosol scattering, the aerosol backscattering efficiency 
ijA and the aerosol scattering phase function /?A(ô ) are computed by means of 
interpolation based on the wavelength. 

Observational parameters: 

h = observation height of the sensor 
0S = solar zenith angle 
0o = viewing zenith angle 
\p = relative azimuth angle 
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The observation height might also be considered an atmospheric parameter, 
since the division of the optical thicknesses for Rayleigh scattering, aerosol 
scattering and water vapour absorption over the lower and upper atmospheric 
layers depends on it. 

Fixed parameters and relationships assumed in the model are the following: 

H0 = 8.5115 km (scale height for Rayleigh scattering) 
H2 = 3.748 km (scale height for aerosol scattering above 

h = 18 km) 
ßps (550) = 0.0030765 km - 1 (aerosol extinction coefficient at 550 nm for 

5.5 km>/ i>18 km) 
0RO(55O) = 0.0116 km -1 (Rayleigh extinction coefficient at 550 nm at sea 

level) 
/5AO(550) = ( ln50)/V-/3R O(550), 

#! = 5.5 / In [ jSA0 (550) Iß^ (550) ] , (scale height aerosol below h = 
5.5 km) 

0RO(X) =jSR0(550)(X/550)-4069 

0AO(X) = ft« (550) (X/550)« 
0ASM = J8A5(550) (X/ 550)« 
0R*0O =/3R0(X)exp(-/i/i/0) 

0M (X) = 0AO (X) exp (-ÄIHX ) (0 <h <5.5) 
/WX) =0A5(>O (5 .5<Ä<18) 
0AA(X) = /SAS(X)exp[(18-Ä)/»2] (Ä>18) 
)3H2o(0) = b^lH, 
ßmoQi) = ßH2o(0)exp(-h/H1) 

The above model of optical densities in the atmosphere is similar to the one 
described in chapter 9, except for the last two equations, which refer to 
water vapour. The constants and the fixed relationships make it possible to 
estimate the optical thicknesses for Rayleigh scattering, aerosol scattering 
and water vapour absorption for any layer in the atmosphere, when only the 
parameters V , X , a and bmo are given. 

For the leaf inclination distribution function use is made of the discrete 
frequency distributions of chapter 7, numbered 1 to 9, plus the discrete 
approximation of the spherical distribution, which is numbered 10. Each 
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distribution is characterized by leaf inclination frequencies at thirteen discrete 
angles (Verhoef, 1984). 
For the aerosol phase function, reference is made to a phase function file, 
which contains the phase function at 34 scattering angles for five 
wavelengths. 
As mentioned in chapter 9, cubic spline interpolation is applied to calculate 
the phase function at any scattering angle, and linear interpolation according 
to wavelength is used to estimate it for arbitrary wavelengths. 

10.4 Implementation aspects 

The model OSCAR has been coded as a FORTRAN subroutine with 21 input 
parameters and one output parameter (the normalized radiance). For the 
control of this large number of parameters a program was written in which 
the number of input parameters has been reduced to fifteen by introducing 
"types" for certain variables. In this way the leaf type, for instance, may 
indicate the spectral reflectance and transmittance data at all the wavelengths 
considered. The variables defined in this way are "soil", "leaf", "back­
ground" and "H20". Here "soil" refers to the soil spectral reflectance at all 
wavelengths of interest, "leaf" to single leaf spectral reflectance and trans­
mittance, "background" to soil type, leaf type, LAI and LIDF of the back­
ground, and "H20" to the water vapour optical thickness at all wavelengths. 
A variable called "band" contains the wavelengths to be considered. 
For the control -of the input parameters of the model a variable looping 
mechanism has been designed. This means that the looping order and the 
number of states each variable is in are specified by means of an input file, 
making program modifications each time a new set of simulations is done 
unnecessary. For instance, simulations for varying viewing angle at several 
values of the solar zenith angle, and simulations for varying target LAI at 
several wavelengths are carried out by means of the same program, just by 
specifying the proper input file. In principle, the program carries out a 
nested loop on the input parameters of fifteen levels deep with arbitrary 
looping order. At the deepest level the OSCAR model is called and the 
calculated normalized radiance is collected for output. 

204 



10.5 Some examples of simulation results 

In this section two aspects of the coupled model are investigated, namely the 
effect of the height of the platform of observation and the adjacency effect. 
Before presenting the results for realistic vegetation targets and backgrounds, 
first the functioning of the model for some extreme cases, namely black 
(zero reflectance) and white Lambertian (100 % reflectance) bare soils, is 
demonstrated for a varying observation height in the atmosphere. 
Fig. 10.3 shows the vertically upward normalized radiance v at 550 nm as a 
function of the height above sea level, h, for the four combinations of black 
and white targets and backgrounds, for a) V = 40 km and b) V = 5 km, as 
calculated by means of the OSCAR model. The solar zenith angle 0S is 45°. 
The aerosol single scattering albedo wA is one in this case. The meaning of 
the symbols in Fig. 10.3 is as follows: 

open triangles 
open circles 
solid triangles 
solid circles 

white target, white background 
white target, black background 
black target, white background 
black target, black background 

From this illustration it appears that even for a clear atmosphere (V = 40 
km) the adjacency effect, as expressed by the difference between the circles 
and the triangles, is already considerable. For a hazy atmosphere (Fig. 
10.3.b) the effect above some level (2 km) in the atmosphere is so strong 
that a black target with a white background gives a higher radiance than a 
white target with a black background. 
Fig. 10.4 is similar to Fig. 10.3, except for the aerosol single scattering 
albedo, which is 0.75 in this case. The effect of this is substantial, especially 
for V = 5 km. All radiance levels are lower due to the absorption of 
radiation by the atmospheric aerosol. While in Fig. 10.3 the combination 
white target - white background gives an almost constant upward radiance 
(independent of the observation height), in Fig. 10.4 the upward radiance 
decreases with height for this case. This can be explained by the fact that in 
this situation a white earth is observed through an increasingly thick layer of 
absorbing material, which leads to a decreasing apparent brightness of the 
earth's surface. As to the height dependence, in general it can be stated that 
this effect is concentrated in the lower 5 km of the atmosphere, with the 
strongest variation close to the surface. Airborne observations from 10 km 
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Fig. 10.3 Normalized vertical radiance at 550 nm as a function of the height for black 
and white target and background. wA = 1.0 ; a) V = 40 km, b) V = 5 km 
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Fig. 10.4 As Fig. 10.3, but wA = 0.75 
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altitude will already differ little from satellite observations. 
In the remainder of this section directional normalized spectral radiance 
profiles in the principal plane (\p = 0°, 180°) are shown which simulate the 
observation of vegetation canopies in the red at 670 nm and in the near 
infrared at 830 nm under different atmospheric conditions. Ground based 
measurements from 10 m height and satellite observations from 800 km 
altitude are simulated for hazy (V — 5 km) and clear (V = 40 km) atmos­
pheric conditions. The background consists either of bare soil or of dense 
vegetation with an LAI of 8 and a plagiophile leaf angle distribution (LIDF 
no. 4 of chapter 7). The constant parameters are given by: 

0, = 30° 
uA = 0.95 
HOT = 0.1 

Spectral parameters: 

Parameter 

Ps 

PL 

*L 

bmo 

^03 

X = 670 nm 

0.175 

0.075 

0.007 

0.00 

0.01 

X = 830 nm 

0.280 

0.520 

0.440 

0.05 

0.00 

The next Table shows the variable parameters pertaining to the associate 
Figure numbers. The entry "var" refers to a series of values of the parame­
ter. 
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Figure 
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Fig. 10.5 shows the directional profiles in the red at 670 nm as a function of 
the zenith observation angle in the principal plane for vegetation canopies 
with LIDF no. 4 and LAI values of zero, 0.25, 0.5, 1, 2 and 4. The back­
ground is bare soil and the visibility V = 5 km (hazy). The observation 
height is 10 m above the ground. At this height there is already a small 
atmospheric effect for large zenith viewing angles, as evidenced by the 
increase of the radiance for LAI = 0 (bare soil). As the soil is assumed to 
be Lambertian, this increase can only be attributed to the atmospheric effect. 
The curves for other values of the LAI all clearly show the hot spot effect. 
Figure 10.6 is similar to Fig. 10.5, except for the visibility, which is 40 km 
for the former. Comparing both, one sees that for the clear atmosphere the 
hot spot effect is substantially stronger than for a hazy atmosphere. In this 
Figure also the curve for LAI = 8 has been included in order to show the 
effect of an increasing radiance when the LAI increases from 4 to 8. 
In Fig. 10.7 the conditions are the same as in Fig. 10.6, but the normalized 
radiance values are for the near infrared at 830 nm in this case. Unlike the 
situation in the red, in the near infrared a higher LAI always gives a higher 
radiance at all observation angles, and also the differentiation of LAI at high 
values of this parameter is much better. The above simulation results have 
much in common with those shown in chapter 8, which showed bidirectional 
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Fig. 10.5 Normalized radiance profiles for h 
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10 m at A = 670 nm and V = 5 km. 

reflectances instead of normalized radiances. Note however, that in chapter 8 
it was necessary to specify the ratio of diffuse to total irradiance for each 
wavelength, whereas with the OSCAR model the effect of the diffuse 
downward irradiance is automatically accounted for by means of the at­
mospheric part of the model. 
Figures 10.8 and 10.9 show profiles of the normalized radiance in the red 
for varying LIDF at LAIs of 0.5 and 4, respectively. At small LAI (Fig. 
10.8) discrimination of the LIDF is best at nadir viewing angle. Minimum 
sensitivity to the LIDF occurs at about 60° zenith angle, both in the forward 
scattering part and the backscattering part of the principal plane. Also in the 
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Fig. 10.6 Normalized radiance profiles for h = 70 m at A = 670 nm and V = 40 km. 
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hot spot a minimum sensitivity to the LIDF is found. 
For an LAI of 4 (Fig. 10.9) the situation is quite different, however. In this 
case the sensitivity to the LIDF is especially high in the forward scattering 
part of the principal plane (\p = 180°) , and relatively low in the backscat-
tering part, in particular at the hot spot point. Both examples demonstrate the 
complexity of the relationships between the morphological canopy parameters 
LAI and LIDF on one hand and the observed directional radiances in the red 
and the near infrared parts of the spectrum on the other. 
For X = 670 nm (red light), Figures 10.10 and 10.11 show directional 
normalized radiance patterns at satellite height under clear atmospheric 
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40 km. 

conditions. In Fig. 10.10 the background is bare soil. In this case the 
surroundings are much brighter than the observed target,.and this makes that 
the radiances increase considerably for large zenith observation angles, when 
the adjacency effect is stronger. This is especially the case for LAI = 4, 
since the contrast between target and background is maximum then. Both 
Figures demonstrate that the hot spot effect remains clearly visible through 
the atmosphere for small (0.25) as well as large LAI. At LAI = 0 (bare soil) 
there is no canopy hot spot effect, but the aerosol scattering in the glory 
region produces a ripple around the direction of exact backscattering. From 
this it becomes clear that both effects (aerosol glory and canopy hot spot) are 
mixed in the case of spaceborne observations. 
In Fig. 10.11 the only difference with Fig. 10.10 is the background, which 
is dense vegetation now. Comparing both, one sees that the background is 
able to modify the directional radiance patterns considerably, both in shape 
and level. In Fig. 10.11 the background is dark in the red part of the 
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spectrum, and therefore the strong increase of the radiance at larger zenith 
angles does not occur. Also the radiance levels in general are lower because 
the surroundings of the target contribute less in this case. 
Similarly to Figures 10.10 an 10.11, the effects in the near infrared are 
shown in Figures 10.12 (bare soil background) and 10.13 (dense vegetation 
background). Here the differences due to variation of the background seem 
to be less dramatic than in the red, but at large zenith angles the effect is 
again substantial. However, also for moderate zenith angles there is a signifi­
cant difference in level between both simulations. 
These results demonstrate that, even under clear atmospheric conditions, it 
will be difficult to reliably estimate the LAI from satellite radiance observa­
tions in the red and the near infrared without taking the surroundings of the 
target into account. 
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10.6 Fish-eye views 

By means of the OSCAR model a number of so-called fish-eye views of the 
directional patterns of normalized radiances have been produced in order to 
illustrate these for different solar zenith angles, spectral bands and obser­
vation heights. Fish-eye views are intended to show these variations as a 
function of all viewing directions in a hemisphere by means of circular discs 
in which the distance from the centre represents the zenith viewing angle and 
the radial to the centre the azimuth. For the cover of this thesis, a number of 
these discs have been generated and recorded on film as colour composites 
by means of the Optronics digital film recorder of NLR. All data were 
generated for a clear atmosphere with 40 km visibility. 
The front cover shows the radiance pattern at satellite height in the blue, 
green and red parts of the spectrum in order to obtain an approximate true 
colour rendition. The sun is supposed to be positioned on the left at an 
elevation of 45°. In that case the combination of the canopy hot spot effect 
and the atmospheric glory region appears on the right as a bright spot sur­
rounded by a slightly darker ring. The canopy LAI is one and the LIDF is 
spherical, for target as well as background. The colours observed are 
associated with variations of the amount of visual vegetation cover and the 
increasing atmospheric effects at larger viewing angles. The outer edge of 
the disc represents the horizon and the colour here is determined mainly by 
the absorption spectrum of the ozone layer, which is maximum in the green, 
so that the complementary colour (purple) is observed. 
The back cover shows the sky radiance patterns on the left, the upward 
radiances observed just above the ground in the middle, and the upward 
radiances above the atmosphere on the right. The sky radiances are shown 
for the visible wavelengths in order to illustrate the blue colour of the sky. 
The upward radiances are shown in false colour (green, red and near 
infrared radiances represented in blue, green and red, respectively) in order 
to illustrate the usual colour rendition of satellite images in these spectral 
bands for e.g. the SPOT HRV instrument. 

The solar zenith angle is 35° for the top row, 55° for the middle row and 
75° for the bottom row. These angles are representative for satellite observa­
tions over the Netherlands at 11 hours local solar time in the summer, in 
spring or autumn, and in winter, respectively. 
The sky radiance patterns are characterized by the very bright region around 
the sun caused by the aerosol forward scattering peak (aureole) and a 
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brightening towards the horizon. These regions are also least coloured. In 
the darker regions Rayleigh scattering dominates and the colour is blue due 
to the strong wavelength dependence of this type of scattering. For low solar 
elevation (lower left disc) the aureole becomes slightly yellow. 
The directional radiances just above the ground clearly demonstrate the 
increasing proportion of vegetation (red colours) observed for more oblique 
viewing angles. For low solar elevation the centre of the disc becomes very 
dark because much shadow is observed in that case. The hot spot effect is 
strongest for high solar elevation and is accompanied by a change of colour 
because this effect is stronger in the visible than in the near infrared and 
because much sunlit soil is observed. 
Above the atmosphere the colours observed on ground level have consider­
ably bleached by the atmospheric effect. Also the hot spot effect has been 
reduced but it remains visible and gets mixed up with the aerosol glory 
region. However, the most striking feature in these discs is the very bright 
region on the left, which is caused by the strong forward scattering of the 
aerosol particles. Especially at low solar elevation this effect is very strong 
and the images of the associated discs were allowed to go into saturation for 
these regions on the left, in order to prevent the other parts from becoming 
too dark. Note that in the centre bottom image (ground level and 75° solar 
zenith angle) a beginning of this effect is already visible. This is caused by 
the fact that the actual height taken as input for the model was 10 m. So 
already at 10 m height above the ground an atmospheric effect is present 
when viewing is nearly horizontal in the direction of the sun. 
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11 APPLICATIONS 

In this chapter it is shown how the application of radiative transfer modelling 
to remote sensing of vegetation can contribute to enhancement of the insight 
in certain problems and may lead to extraction of more useful information 
from remotely sensed images. One example of an application of radiative 
transfer modelling has been demonstrated already in chapter 9, namely 
correction of atmospheric effects. The applications discussed in this chapter 
are more related to the extraction of object information from optical remote 
sensing data. 
Models are an abstraction of reality and always a compromise between 
realism and simplicity. Nevertheless, the use of models is attractive because 
it can partially replace the expensive and sometimes laborious execution of 
experiments, provided the model does represent reality sufficiently well. In 
the application of models three categories can be distinguished, namely 
prediction, explication and inversion. 

Model predictions are carried out in order to explore sensitivities to input 
parameters, to find favourable conditions of measurement and to test certain 
data processing algorithms. 

In the explication category a model simulation result is compared with the 
result of an actual experiment and it is shown that the model explains to 
some extent what was observed in reality. In this way the use of the model 
supports the interpretation of the experimental results and on the other hand 
this may lead to necessary improvements of the model when experimental 
and simulated results disagree to an unacceptable extent. 

Model inversion is the estimation of model input parameters from ex­
perimental data by modifying the input of the model until its output suf­
ficiently matches the measurements. This technique can be applied for 
instance to derive important biophysical canopy parameters like LAI from 
remotely sensed reflectance data. 

In the following sections examples and possibilities of all three categories 
will be discussed. 
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11.1 NOAA satellite NDVI simulation 

The most widely used vegetation index is the so-called normalized difference 
vegetation index (NDVI), defined by NDVI = (I-R)/(I+R) , where / is the 
radiance or reflectance in the near infrared and R the reflectance or radiance 
in the red. This vegetation index is a measure of vegetation development 
because it has been observed that during growth the near infrared radiance 
from crops increases while the red radiance decreases. As a result, the 
difference increases while the sum of both is more or less constant. The 
advantage of dividing the difference by the sum is that this gives to some 
extent compensation of effects due to varying solar zenith angle, soil 
brightness differences and leaf slope variation, since these effects have about 
an equal influence on difference and sum and thus cancel out. Maps of the 
NDVI on continental and global scale are produced on an operational basis 
from NOAA-AVHRR satellite data and have found application in the study 
of global vegetation dynamics and in monitoring the food situation in Africa. 

The NDVI as determined from satellite radiance measurements is influenced 
by clouds, atmospheric haze and viewing angle effects. However, these 
effects all lead to an increase of mainly the red radiance, so that the 
influence on the NDVI is always in negative direction. The NOAA-AVHRR 
instrument enables daily observation of the same location on earth and the 
usual procedure for making NDVI maps is to apply the so-called maximum 
value compositing (MVC) technique, which consists of determining for each 
location the maximum NDVI over a period of one week, ten days, or a 
month. In this way most influences due to clouds, haze and oblique viewing 
are removed, since the maximum observed NDVI in a period is likely to 
represent the most favourable measurement condition. 
To what extent the NDVI is a measure of vegetation development can be 
investigated by using a stand-alone canopy reflectance model. How the (top 
of atmosphere) NDVI is influenced by atmospheric haze, solar elevation and 
the viewing angle can be investigated by means of a coupled vegetation-
atmosphere radiative transfer model. 
An example of the latter is presented in Fig. 11.1. This plot shows the 
simulated NDVI - time profile for the year 1991 as it would be obtained 
from the NOAA-11 AVHRR data for an agricultural area in the Flevoland 
province in the Netherlands (Van Dijk et al., 1994). In this case the crop 
growth model WDUET (Huygen, 1988) was used to generate daily values of 
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Fig. 11.1 NOAA simulated NDVI and LAI profiles for Flevoland area 

green and total LAI for the crops potato, sugar beet and winter wheat. For 
the canopy reflectance modelling by means of the SAILH model, optical 
properties of green and yellow leaves of these crops in AVHRR bands 1 and 
2, as well as the leaf angle distributions, were estimated from literature data. 
Actual NOAA orbital data were used to determine the daily viewing direc­
tion and solar zenith angle at the time of overpass. In the coupled SAILH -
atmosphere model two extreme visibilities (5 km and 40 km, hazy and clear) 
were taken to compute the associate planetary reflectances in both bands for 
the three crops considered and for bare soil. By means of Landsat images the 
land use in the area had been estimated to consist of 21 % potato, 15 % 
sugar beet, 32 % winter wheat and 32 % bare soil. Using these proportions, 
weighted average planetary reflectances were determined for each day in 
both bands (red and near infrared) and finally the NDVI was calculated. Fig. 
11.1 shows the simulated NDVI for clear and hazy atmospheric conditions 
and also the green and total LAI, which in this case are weighted averages 
over the land use classes. 
It is demonstrated in Fig. 11.1 that the simulated NOAA-NDVI profile 
roughly resembles the profile of LAI, especially green LAI. The ripples in 
the NDVI signal are caused by the day-to-day variation of the viewing angle 
and (to a less extent) the solar time of day, which have a cycle period of 
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about 9 days for the NOAA satellite orbit. Near vertical viewing gives the 
highest NDVI in this case, which leads to the conclusion that the increase of 
NDVI on the ground for oblique viewing (more vegetation is observed) is 
more than compensated by the decrease due to atmospheric influence when 
viewing obliquely through the atmosphere. 
From the months March to October the NDVI for a clear atmosphere is 
higher than for a hazy atmosphere, as expected, but from November to 
February the reverse is found in the simulated results. This phenomenon is 
known as the terminator-effect, i.e the effect that artificially high NDVI 
values are found in the vicinity of the terminator, the line on the globe which 
marks the transition between the solar day and night. The explanation is that 
at low solar elevation the red light from the sun is attenuated more strongly 
in the atmosphere than the near infrared radiation, so that the target is 
illuminated by predominantly near infrared radiation, thus causing high 
NDVI values. The same effect, but then for visible light, is responsible for 
the apparent reddish colour of the sun just before sunset. In Fig. 11.1 the 
effect is stronger at the end of the year than at the beginning. This is caused 
by a gradual shift of the actual times of satellite overpass towards sunset 
time. 
In the LAI profiles the rapid growth of winter wheat in April-May, potatoes 
in May-June and sugar beet in July are clearly recognized and this is also 
reflected in the NDVI profiles. The yellowing of these crops, expressed in 
the profile of green LAI, is accompanied by a declining NDVI, so one may 
conclude that the NDVI really is an indicative measure of green vegetation 
development. 
A comparison of the simulated NDVI profiles of Fig. 11.1 with the actual 
NOAA-11 NDVI profile of the same area after temporal smoothing (Van 
Dijk et al., 1994) is shown in Fig. 11.2. From this it is concluded that both 
agree in dynamic range and roughly in shape, but substantial differences of 
about 0.2 NDVI units also exist. The main reasons for these differences are 
probably inaccurate modelling of land use, crop emergence dates, leaf angle 
distribution, yellowing and harvesting activities on the one hand and too 
frequent (possibly sub-pixel) cloud cover over the Netherlands on the other. 
The absence of the terminator-effect in the actual NDVI profile in the winter 
period may be attributed to the fact that the atmosphere model is based on 
plane-parallel layers and a flat earth, which tends to exaggerate effects of a 
low solar elevation with respect to those for the actual spherical earth. 
The above application of radiative transfer modelling is of the explanatory 
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Fig. 11.2 Comparison of simulated and actual NDVI profiles 

category, as it illustrates the behaviour of the NDVI under various influences 
and a comparison with actual NDVI data is made. 

11.2 Red - near infrared feature space diagrams 

In order to illustrate the effects of LAI, leaf angle distribution and soil 
brightness on the NDVI and other vegetation indices, the SAILH model has 
been applied to generate bidirectional reflectances in the red and the near 
infrared. The results have been plotted in a so-called feature space diagram, 
showing combinations of red and near infrared reflectance as points in a 
plane, with red on the X-axis and near infrared on the y-axis. In such a 
diagram all points representing a certain NDVI lie on a straight line through 
the origin. 
In Fig. 11.3 all combinations of ten LAI values plus zero LAI, two bare 
soils of different brightness and two leaf angle distributions are shown 
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Fig. 11.3 Red - near infrared feature space diagram of canopy reflectance, with 
variations of LAI, LID F and soil brightness 

together with an NDVI scale indicated by a bundle of straight lines through 
the origin. The solar zenith angle is 45° and the hot spot size parameter is 
0.2 in this case. The viewing direction is vertical. The LAI runs from zero 
to 8 in such a way that approximately equal steps in the near infrared 
reflectance are obtained, which is achieved by equidistant sampling of the 
function exp(-0.2LAI). The quadrangular greyed shapes are areas of 
constant LAI. The leaf angle distributions are representative for sugar beet, 
namely plagiophile with 45° average leaf inclination (LIDF 4 of chapter 7) 
and plagio-erectophile with 65° average leaf inclination (LIDF 7). The soil 
brightness was varied by lowering the reflectances in both bands to 75 % of 
the bright soil values. The line through the bright and darker bare soil points 
also runs through the origin, which means that the NDVI is insensitive to 
soil brightness differences as long as there is no vegetation on it. From Fig. 
11.3 it can be concluded that for soils covered with vegetation darker soils 
produce a slightly higher NDVI, but at very high LAI the soil influence 
disappears. The leaf angle distribution also has an effect on the NDVI. For 
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low to moderate LAI the effect is such that less steep leaves produce a 
higher NDVI, which is caused by the greater leaf area projection in vertical 
direction, so that more vegetation is observed. For high LAI a leaf angle 
distribution with less steep leaves produces higher reflectances in both bands, 
but the relative effect of this on the red is greater, so that the NDVI 
decreases. There is only one LAI where (in this case) neither the leaf slope 
nor the soil brightness have a significant influence on the NDVI and this is 
at LAI « 3. The relationships between LAI and NDVI are such that an 
increase of LAI always gives a higher NDVI, so that the NDVI is a good 
indicative measure of the amount of (green) leaf area, but the relationships 
are highly non-linear. 
Based on similar simulations with the SAIL model, several other vegetation 
indices have been proposed, e.g. WDVI (weighted difference vegetation 
index) by Clevers (1989), S A VI (soil adjusted vegetation index) by Huete 
(1988), and TSAVI (transformed soil adjusted vegetation index) by Baret et 
al. (1989). Of these, SAVI and TSAVI are still normalized differences of 
near infrared and red reflectance, but with a shifted origin in order to better 
correct for soil variations at moderate LAI. The WDVI however measures 
the vertical distance from the soil line and in Fig. 11.3 this means that lines 
parallel to the soil line are lines of constant WDVL From the diagram it can 
be concluded that at moderate LAI the WDVI increases slightly with soil 
brightness and that the leaf slope has a considerable effect on the WDVI. 
However, Clevers (1986) found that for a constant leaf angle distribution the 
relationship between WDVI and LAI can be approximated by a simple 
exponential function - this is known as the CLAIR model (Clevers Leaf Area 
Index by Reflectance) -, which makes the WDVI suitable for direct es­
timation of the LAI. The LAI is an important biophysical parameter for the 
monitoring of crop growth, as it largely determines the rate of photosyn­
thesis. The exponential relationship between LAI and WDVI has generally 
been confirmed by large numbers of in situ measurements of the spectral 
directional reflectance and the LAI for the crops potato, sugar beet, barley, 
oats and wheat (Bouman et al., 1992), performed in the period 1980-1990. 
They found that the radiometric estimation of LAI has an accuracy com­
parable to that of the traditional (destructive and time-consuming) method (10 
to 15 percent relative error). 

The above application of canopy reflectance modelling belongs to the 
category prediction. From simulations with the SAIL model it was predicted 
that the WDVI (under certain conditions) would enable estimation of the 
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LAI, and this was largely confirmed by measurements in the field. 

11.3 Sugar beet yield forecasting experiment 

The BCRS-prqject "Remote sensing assisted sugar beet yield forecasting" 
(Verhoef et al., 1996) has been carried out by NLR in cooperation with 
Wageningen Agricultural University, the Institute for Rational Sugar produc­
tion 1RS and the Dutch sugar industry in order to investigate the possibilities 
of using optical satellite images in support of the conventional method of 
yield forecasting, which is based on field samples. In this project optical data 
from the satellites SPOT and Landsat (Thematic Mapper) of about 60 sugar 
beet fields in the province of Flevoland and the associate agronomical data 
(including final yields), provided by the sugar industry, were statistically 
analyzed. One of the Landsat images was recorded on 1 July 1994 under 
good atmospheric conditions and also still a considerable spectral variation 
amongst the sugar beet fields was present. It was expected that under these 
circumstances a reasonably good correlation between spectral data and final 
yield figures could be obtained, especially since according to crop growth 
modelling results, with the given range of sowing dates in 1994, the LAI on 
this day was estimated to vary from 1.0 to 2.5, so that the relation between 
WDVI and LAI could be approximated as being linear. However, no 
correlations of any significance were found, due to the following possible 
causes: 

- The relation between LAI on certain dates in the growing season and final 
yield might be less firm than predicted by crop growth modelling, in 
particular for sugar beet. 

- Final yield figures might be inaccurate. 
- LAI estimation from satellite data via the WDVI might be inaccurate. 

Evidence for the first cause is given by the fact that virtually no correlation 
has been found between the sowing date and the final yield, neither in 1993, 
nor in 1994. In a crop growth model the sowing date, or rather the emer­
gence date, is of crucial importance for the final yield. Also, about 50 
percent of the final yield variation could be explained by a cultivar effect, 
which indicates that this alone is much more important than the sowing date. 
However, also within individual (frequently used) cultivars no correlation 
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between final yield and WDVI was found. 
The second possible cause is unlikely, since in that case also the above 
mentioned cultivar effect would not have been found. However, there is an 
effect of the harvesting date on final yield, since on average harvesting in 
December gives higher yields than in September. This effect was estimated 
to be responsible for about 30 percent of the final yield variation. 
The last possible cause has been investigated by means of simulations with 
the OSCAR model of chapter 10. For the series of LAI values 1.0, 1.5, 2.0 
and 2.5 normalized vertically upward radiances in Thematic Mapper bands 3 
and 4 (red and near infrared) have been computed for varying soil 
brightness, leaf angle distribution, leaf colour, observation height, at­
mospheric visibility and terrain surrounding the target. Some of the results 
are presented in Figures 11.4 to 11.7 by means of red - near infrared feature 
space diagrams. Fig. 11.4 shows the effects of soil brightness, leaf slope and 
leaf colour on the relation between LAI and the location in the diagram for 
observations on ground level and under a clear atmosphere (visibility 40 
km). The overlapping four shaded polygons enclose the areas in the feature 
space corresponding to LAI and soil brightness variation only. The soil 
brightness varies by a factor of about two, which is representative for the 
region studied. The leaf slope variation was created by taking LIDFs 4 and 7 
of chapter 7 (45° and 65° average leaf slope, respectively), which is 
reasonably representative for sugar beet. Leaf colour was varied by taking 
green and yellow leaves, which is probably too extreme for sugar beet. From 
Fig. 11.4 one may conclude that already at ground level the relation between 
LAI and WDVI can seriously be influenced by other factors. However, when 
leaf slope and leaf colour variations are small, the WDVI is a good measure 
of LAI, since soil brightness variation is automatically corrected to a large 
extent. Taking the upper left polygon of Fig. 11.4 (green leaves and leaf 
slope 45°) the observation height was varied from ground level to satellite 
level, with two intermediate heights of 1 km and 5 km. The result is 
displayed in Fig. 11.5 for a background consisting of bright bare soil. The 
main effect is a movement of the polygon to the right in the feature space 
diagram, accompanied by some shrinkage. The movement is caused by 
scattering in the atmosphere, particularly in TM3 (red). The shrinkage is due 
to the limited transmission of contrasts (target reflectance differences) 
through the atmosphere. Fig. 11.6 shows the influence of the atmospheric 
visibility for observations at satellite height. Again the polygon moves to the 
right and shrinks (due to increased scattering and reduced transmission) when 
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Fig. 11.4 Influences of soil brightness, UDF and leaf colour on the relation between 
LAI and the red - near infrared normalized radiances on ground level 

the visibility decreases. However, the most annoying effect is shown in Fig. 
11.7. Here the background (surroundings of the target) is varied for the 
satellite altitude and a visibility of 10 km. Four combinations of background 
were taken: bright and dark soil, with and without vegetation on it. From 
this diagram it is concluded that the background has a considerable effect on 
the relation between LAI and WDVI, if no location-dependent atmospheric 
correction is applied which takes this effect into account. These simulation 
results are consistent with regional trends, observed in the spectral satellite 
data from the sugar beet fields, that could be associated with areas having 
brighter bare soils or different land use in the neighbourhood. In the project 
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(Verhoef et al., 1996) such trends were removed by means of low-pass 
spatial filtering, but this is still far from ideal, since real existing regional 
spectral differences in the sugar beet crop might have been removed too in 
this way. 
The above example is of the explanatory type and shows that radiative 
transfer modelling can give more insight in various remote sensing problems, 
and although no direct solutions of these problems are obtained, directions 
towards further progress can be deduced from the model simulation results. 
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11.4 Model inversion 

Numerical experiments on inversion of the SAIL model (Verhoef, 1984) 
have already been carried out (Goel & Thompson, 1984) before it was even 
published. These experiments were aimed at trying to deduce LAI, two leaf 
angle distribution parameters, leaf reflectance and transmittance, the fraction 
diffuse sky irradiance and the soil's reflectance from a large set of direc­
tional reflectance measurements in the near infrared, in other words from a 
monospectral but multi-angular data set. Several variations, mainly with 
respect to which parameters were allowed to vary and which were kept 
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constant, were also tried. An interesting conclusion was that the SAIL 
model, like the Suits model, is "totally invertible", meaning that when for a 
certain set of input parameters model-generated directional reflectance data 
are used as input for the inversion, the correct input parameters are 
retrieved. This means that each combination of input parameters leads to a 
unique angular pattern of directional reflectances. By adding different levels 
of noise to the directional reflectance data one is also able to investigate the 
influence of the radiometric resolution of the sensor on the results of the 
model inversion. 
In practice, however, multi-angular reflectance data are not often available, 
because (quasi-)simultaneous measurement of the radiance in different direc­
tions from the same target is almost impossible. Therefore, it seems more 
appropriate to consider methods of model inversion that are based on 
multispectral radiance or reflectance data in one or only a few directions, 
which is more representative for situations found in practice. 
A fundamental problem with model inversion based on multispectral data is 
that the number of unknowns is greater than the number of measurement 
data. For instance, for inversion of the SAILH model in a single spectral 
band the unknown parameters are: 

leaf reflectance 
leaf transmittance 
soil reflectance 
leaf area index 
leaf angle distribution 
hot spot size parameter 

The measurement data in this case is given by the bidirectional reflectance 
for known directions of solar incidence and observation. If the leaf angle 
distribution is described by means of two parameters, then the number of 
unknowns is seven, of which three are spectral and four are related to the 
canopy structure. For multispectral measurements of the bidirectional 
reflectance in N spectral bands one obtains 3N+4 unknowns versus N 
knowns, so there does not seem to be any point in applying model inversion 
based on multispectral data. However, if the optical properties of leaves and 
soil were known, then in principle it would be possible to deduce the four 
canopy structure parameters by means of model inversion from spectral 
reflectance measurement data in at least four spectral bands. 

232 



In many cases the optical properties of leaves and soil are not known, but 
this is not the same as complete ignorance, since there is much general 
knowledge on the spectral behaviour of leaves and soils, and this knowledge 
could be applied in the model inversion procedure. For instance, as shown 
by Jacquemoud & Baret (1990), entire reflectance and transmittance spectra 
of single leaves over the spectral range 0.4 - 2.5 /xm can be predicted from 
only three parameters, namely chlorophyll concentration, water content and a 
parameter describing the leaf mesophyll structure. Similarly, soil reflectance 
spectra can be described by means of only one or two parameters. Incor­
porating this knowledge into the model inversion procedure would involve 
the estimation of eight or nine parameters, but with the advent of imaging 
spectrometers, which measure the radiance in 200 or more spectral bands, 
this could be feasible. 
Another way of dealing with the problem of too many unknowns is that one 
simply makes guesses about the values of certain parameters, thereby 
accepting the possible errors of model inversion results caused by a mis­
match of guessed and actual values. In fact, the use of vegetation indices like 
NDVI and WDVI is also based on certain assumptions, for instance that 
leaves are green and soils differ only in brightness and are spectrally nearly 
"grey". The use of the CLAIR model (Clevers, 1989) for estimation of LAI 
from the WDVI actually is also based on the assumption that all parameters 
except LAI and soil brightness are constant, and since the soil brightness 
effect is to a large extent corrected in the WDVI, the LAI remains as the 
only parameter to be estimated by means of inversion of this simplified 
model. An advantage of a simple semi-empirical model like CLAIR is that 
its inversion is very easy. However, a disadvantage is that it has to be 
recalibrated for each new crop type and (possibly) for each different 
measurement condition. Furthermore, when changes in LAI are accompanied 
by systematic changes in other parameters like leaf slope and leaf colour, the 
near-exponential relationship between WDVI and LAI does no longer hold, 
so that application of the CLAIR model becomes questionable in that case. 
Operational application of model inversion is hampered by the fact that 
(classical) inversion of a model like SAILH requires many iterations. Even 
when a SAILH model calculation takes only less than a millisecond, several 
thousands of iterations might be required to reach a solution, so that ap­
plication of this technique to each pixel of a multispectral image is out of the 
question. The use of Artificial Neural Networks (ANN) might be a good 
alternative in this respect. These are able to perform a non-linear mul-
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tidimensional mapping of one space to another and this is exactly what is 
needed for model inversion from multispectral reflectance data. Neural 
networks are trained by learning from examples and when used for model 
inversion the most obvious training material consists of the results of many 
(forward) model calculations for a set of representative cases. In this way the 
knowledge of radiative transfer in leaf canopies is "recorded" in the ANN. 
Once sufficiently trained, the ANN would be able to process large amounts 
of multispectral data at high speed. 
A trivial example of a neural network is a single neuron with two input 
weights and a linear output. Such a "network" would already be able to 
realize the WDVI function if reflectances in the red and near infrared were 
used as input. In general, each neuron with its associated input weights 
represents a hyperplane in the multispectral data space, and the output of the 
neuron is related to the perpendicular distance from this hyperplane, which 
thus acts as a decision boundary. Adding more neurons with different input 
weights allows to achieve a better localization in the feature space, and 
therefore also a better estimation of canopy parameters. In this way, neural 
networks can be imagined to bridge the gap between the simple WDVI 
approach and classical multidimensional model inversion methods. 

11.5 Estimation of fraction APAR 

Photosynthesis is the process by which plants convert solar energy into 
chemical energy (C02 assimilation into carbohydrates). Visible radiation 
from the sun and the sky is absorbed by leaf chlorophyll and a fraction of 
the absorbed radiant energy is used for photosynthesis, one of the main 
drivers of plant growth, besides the availability of water and nutrients. 
Chlorophyll is responsible for the green colour of plants, which is caused by 
strong absorption of blue and red, and a somewhat less strong absorption of 
green light. APAR is the absorbed photosynthetically active radiation of a 
vegetation canopy and thus is a measure of the growth potential of a crop. 
The fraction APAR or FPAR is the fraction of the incident visible radiation 
that is absorbed inside the canopy. This quantity can easily be calculated by 
means of the SAIL model, since the hemispherical reflectances and transmit-
tances of the leaf canopy layer, which are required for this calculation, are 
already part of the output of the SAIL subroutine. 
In Clevers et al. (1994) the PROSPECT leaf model (Jacquemoud & Baret, 
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Fig. 11.8 Relationships between FPAR and vegetation indices as simulated by a 
combined PROSPECT-SAIL model (after Clevers et al., 1994) 

1990) was combined with the canopy model SAIL in order to simulate the 
relationships between FPAR and the vegetation indices NDVI and WDVI 
under various circumstances. The conclusion of this study was that FPAR 
can be estimated fairly well (accuracy of the order of 10 percent) from a 
linear relationship with either the NDVI or the WDVI. See Fig. 11.8. Here 
RSL is the soil's reflectance (assumed equal in both bands) and the variation 
in NDVI, WDVI and FPAR was generated by means of LAI variation for 
otherwise "standard" input conditions. For RSL = 0 the NDVI is high for 
any LAI because this is a relative index of near infrared reflectance, which 
for a black soil is mainly determined by leaf optical properties. 

11.6 Albedo estimation 

In studies of the earth's radiation budget and of possible climate changes 
related to the enforced greenhouse effect the surface albedo plays an import-
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ant role. The albedo a is defined as the ratio of reflected and incident 
shortwave (0.4 - 2.5 /um) radiation. Estimation of the albedo for vegetated 
surfaces from satellite observations is complicated by the fact that this 
requires integration of the directional reflectance over the exitent hemisphere 
and over the solar spectrum, whereas most optical remote sensing instru­
ments measure only the radiance in one direction and in a limited number of 
spectral bands. Imaging spectrometers will be able to cover the shortwave 
range of the spectrum with high spectral resolution, but the number of 
different viewing directions remains very small. It is therefore almost 
inevitable that for the estimation of the surface albedo from remote sensing 
observations models of the bidirectional spectral reflectance be applied. By 
means of these models one could find relations between sparsely sampled 
spectral directional reflectance observations and the associate albedo. As 
satellite instruments measure the planetary (top-of-atmosphere) spectral 
radiance, not the surface reflectance, it will be necessary to include in these 
models also the atmospheric effects. The model OSCAR, described in 
chapter 10, would be a good candidate for the study of the above mentioned 
problems, as it includes the bidirectional reflectance of vegetation surfaces as 
well as scattering and absorption of radiation in the atmosphere. Further­
more, this model is fast (more than one thousand full model calculations per 
second), which is certainly an advantage, given the large numbers of simula­
tions that would be required to perform the mentioned integrations over the 
upper hemisphere and the solar spectrum. Radiative transfer modelling can 
be applied here to explore different strategies for estimating the albedo, such 
as by direct extrapolation from observations under a limited number of 
viewing directions and spectral bands, or by using a model inversion step 
followed by forward modelling over the entire upper hemisphere. Also the 
dependencies of the surface albedo on the solar elevation angle and the 
atmospheric conditions can easily be investigated by means of an integrated 
model, whereas these would be very hard to obtain from field measurements 
or from remote sensing imagery, in particular because these factors cannot 
be controlled independently from one another. 
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12 CONCLUDING REMARKS 

Radiative transfer models are important tools for the interpretation of optical 
remote sensing data. By means of these models one is able to explain the 
relationships between physical object properties and observational conditions 
on one hand and quantitative radiometric values extracted from remotely 
sensed images on the other. 
The radiative transfer models discussed in this thesis consider the extinction, 
scattering and absorption of electromagnetic radiation in plane-parallel layers 
of infinite lateral extension (one-dimensional models). Radiative transfer in 
vegetation canopies and in the atmosphere can be modelled in this way, 
although one should always realize that this is an abstraction of reality, as in 
the real world both types of object have a definite 3D-structure. 
Models of the bidirectional reflectance of vegetation canopies and of 
radiative transfer in the atmosphere both include a surface reflectance 
component at the bottom of the layer: in the former case this is the soil 
background and in the latter it is the earth's surface reflectance. In both 
cases the effective reflectance at the top of the layer can be derived by 
means of the adding method of Van de Hulst (1980). This method of 
coupling is simple and effective, and allows a clear identification of the 
contributions from the background surface and the layer above it. Ap­
plication of this method requires the determination of all reflectance and 
transmittance quantities of the plane-parallel layer, but the advantage is that 
these quantities are exclusively related to the optical properties of the 
material of which it consists. The adding method can also be applied to an 
ensemble of many plane-parallel layers, bounded by a reflecting surface at 
the bottom. In this way it is possible to derive the planetary reflectance of 
the earth-atmosphere system by combining the soil with one or more 
vegetation layers and one or more atmospheric layers on top of it. Also the 
so-called adjacency effect can easily be expressed in the representation which 
is used in the adding method (cf. chapter 10). However, in order to enable 
application of the adding method to the vegetation-atmosphere system, the 
interaction of the radiant fluxes at the interface between both types of 
medium must be described by means of reflectance quantities which are 
compatible with both. This is considerably simplified if both media can be 
described by means of a similar radiative transfer model. 
Radiative transfer in the atmosphere is characterized by a highly anisotropic 
scattering phase function, due to the strong forward scattering of aerosols. 
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On the other hand, because of the random orientation of the particles, the 
interception of incident flux is independent of the incidence direction. Also, 
scattering depends only on the scattering angle (the angle between the 
directions of incidence and exitence). These are properties of a so-called 
isotropic medium, and they allow to describe radiative transfer more effec­
tively by means of spherical harmonic functions, which has led to special 
solution methods adapted to this case. 
Radiative transfer in leaf canopies is characterized by a less anisotropic 
scattering than is present in the atmosphere, but otherwise it is more com­
plex, because the interception of incident flux does depend on the incidence 
zenith angle and scattering is essentially bidirectional in nature. With respect 
to the scattering behaviour, the simplest one can think of for vegetation is 
the one obtained for a so-called azimuthally isotropic leaf canopy, which 
results if one assumes that the leaves have random leaf azimuth and are 
randomly positioned in the layer. There is only one type of leaf canopy that 
can be treated in the same way as the atmosphere, namely the canopy with a 
spherical leaf angle distribution, but this is too special to be of general 
interest. Therefore it can be concluded that in general vegetation canopies 
cannot be modelled by means of the theory specifically developed for 
atmospheres. 
Four-stream radiative transfer theory, which is based on the differential 
equations of the Suits and SAIL vegetation bidirectional reflectance models, 
can also be applied to the atmosphere, as the atmosphere is an isotropic 
medium, which means that it is just a special case of the broader class of 
azimuthally isotropic media. However, the strong anisotropy of aerosol 
scattering, in combination with the weak absorption, leads to a considerable 
numerical inaccuracy of a four-stream atmosphere model. The reason for this 
is that in a four-stream model the diffuse radiation is represented by means 
of only two hemispherically isotropic fluxes. This representation is too 
coarse for an accurate description of aerosol scattering. 
The generalization of four-stream theory to an (N+2)-stream model, which 
can successfully be applied to vegetation canopies as well as to atmospheres, 
has been formulated by defining N diffuse fluxes on the basis of an equal-
weight tessellation of the sphere of directions. Similarly to the matrix-vector 
generalization of two-stream Kubelka-Munk theory by Chen (1985), this too 
leads to a matrix-vector formulation of the differential equations. Similar 
systems of differential equations also occur in the theory of the discrete 
ordinates method (DOM). 
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What distinguishes the (N+2)-stream theory from other theories is the equal-
weight tessellation and the incorporation of both a specular flux from the sun 
and a radiance in the direction of the observer in the system of differential 
equations. The equal-weight tessellation leads to a uniform reflectance matrix 
in case the reflection of a surface is Lambertian. The incorporation of both 
directions (incidence and exitence) allows formulating the analytical solution 
by means of expressions in which symmetry with respect to these directions 
can be recognized immediately. This leads to formulas which inherently obey 
the reciprocity relations. 
In the analytical solution of the (N+2)-stream system of differential equa­
tions the linear transformations applied in order to reduce the computational 
complexity are similar to those usually applied in DOM-theory: decoupling 
of zenithal and azimuthal dependencies by means of a cosine transform in the 
azimuthal domain and eigenvector decomposition in the remaining zenith 
domain. The general solution consists of linear combinations of exponential 
functions. Substitution of the boundary conditions leads to expressions for 
the reflectance and transmittance of a layer. Special attention has been paid 
to possible numerical problems associated with the occurrence of equal 
eigenvalues. The analytical solution of the (N+2)-stream model now has 
been formulated in such a way that direct implementation on a computer is 
possible without introducing numerical instability. The result is a model that 
can be applied for a wide range of input conditions. 
Numerical tests with the (N+2)-stream model for aerosol and Rayleigh 
scattering show that the model can be applied for all optical thicknesses 
occurring in practice. Tests for extremely high optical thickness and zero 
absorption (conservative scattering) indicate no significant numerical defi­
ciencies and in all cases the reciprocity relations were verified. 
The modelled dome-shaped directional transmittance pattern occurring at 
very high optical thickness very well matches an existing empirical relation 
for the radiance distribution of a uniform overcast sky. This pattern may be 
applied also to the directional transmittance of single leaves, as the optical 
thickness of single leaves is also very high. 
By means of the (N+2)-stream model it could be established that a four-
stream approximation for an atmosphere containing common amounts of 
aerosol particles gives considerable inaccuracies in the directional patterns of 
atmospheric reflectance and transmittance. In general the results for the four-
stream model are less anisotropic than for the (N+2)-stream model. This is 
explained by the fact that the hemispherical isotropic fluxes of the four-
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stream model lead to a faster damping of directional variations in the 
multiple scattering term than is the case in the (N+2)-stream model. It is 
recommended that a similar comparison of performances be carried out for 
vegetation canopies in the near infrared, where multiple scattering also forms 
an important contribution. 
The SAIL vegetation canopy reflectance model has been redescribed with 
emphasis on the extinction and scattering coefficients and their dependence 
on the leaf angle distribution. A parameterization of the leaf angle 
distribution by means of two quantities related to the average leaf inclination 
and the bimodality of the distribution can mimic most common types 
(planophile, erectophile, plagiophile and extremophile) very well. The 
coefficients of extinction and bidirectional scattering of the SAIL model 
might directly be applied in an (N+2)-stream version of this model, leading 
to a higher accuracy in the multiple scattering contribution, which plays an 
important role in the near infrared. 
However, implementation of the hot spot effect is considered more import­
ant, as this effect has a substantial influence in all parts of the spectrum, and 
in a wide region around the actual hot spot. The hot spot effect has been 
incorporated into the SAIL model by means of the theory of Kuusk. The 
improved model is called SAILH. In the manner it was implemented, it only 
modifies the single scattering contribution to the bidirectional reflectance of a 
leaf canopy. This means that it might be incorporated in an (N+2)-stream 
version of SAIL with comparable ease. However, even such a model still has 
its limitations, since e.g. crop rows, dumpiness, leaf gloss and polarization 
are known to have considerable effect on the bidirectional reflectance under 
certain conditions. 
As a result of the hot spot effect, reflectance profiles as a function of time or 
LAI need reconsideration, as the growth strategy of the species has a strong 
influence on this profile. Especially crops with a constant leaf size to crop 
height ratio show a much more favourable LAI - reflectance relation than 
formerly obtained by not considering the hot spot effect. The near infrared 
reflectance for this type of growth strategy remains sensitive to the LAI 
when it has largely exceeded the biologically plausible maximum, thus 
indicating better prospects for LAI retrieval. The former limitation due to 
saturation of the reflectance at high LAI remains in existence only for crops 
which have a particular growth strategy, namely one for which the product 
of the LAI and the leaf-size-to-canopy-height ratio is constant. 
A theoretical limitation of Kuusk's analysis of the hot spot effect has been 
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investigated by means of a more accurate calculation of the bidirectional 
projection overlap function for circular leaves. The results show that the 
error due to Kuusk's approximation in most common cases is small, while 
using the more exact calculation involves a hundredfold reduction of compu­
tation speed. 
A four-stream atmosphere model has a limited numerical accuracy. How­
ever, it can still be used for the correction of optical remote sensing 
imagery, as the uncertainty about the input parameters usually will generate 
errors which are much greater than the numerical error of the model. When 
a four-stream atmosphere model is inverted for estimation of the aerosol 
optical thickness, all other parameters must be assumed constant. In that case 
the retrieved optical thickness values are probably inaccurate. However, our 
main concern is not the accuracy of the input parameters of the model, but 
rather the accurate estimation of the parameters describing the atmospheric 
effect on the images. As both the darkest pixel method and the cloud shadow 
method are applied by using multispectral image data and spectral relation­
ships, the estimation of the correction parameters is probably still accurate 
enough for application in situations where no atmospheric in situ data are 
available, in spite of the inaccuracy of model input parameters. A better 
modelling of the adjacency effect is recommended however, since this effect 
can be unexpectedly strong in certain situations. 
The OSCAR model, in which the SAILH model has been combined with a 
four-stream atmosphere model, also has a limited numerical accuracy, but 
again it can be stated that in many cases a high accuracy will not be 
required. For instance, when one is-interested in studying certain systematic 
effects, the computed radiances might be somewhat in error, but the pre­
dicted trends probably are still realistic. In spite of its limited accuracy, the 
OSCAR model is able to simulate many physical aspects of optical remote 
sensing, including the hot spot effect, path radiance, atmospheric 
transmittance and the adjacency effect. A model like OSCAR can be very 
useful for educational purposes and can assist in the preparation for future 
earth observation missions featured by advanced optical instruments, like 
MERIS, AATSR and PRISM. 
Applications of radiative transfer modelling in optical remote sensing fall in 
the categories prediction, explication and model inversion. Model predictions 
can be used to find relationships between object parameters and remote 
sensing observables or to find transformed variables which are maximally 
sensitive to a certain parameter and least sensitive to other parameters. 
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Explication by means of model simulations can be used to illustrate certain 
phenomena in actual remote sensing images. On the other hand, when some 
of the effects observed in the actual data cannot be explained by means of 
the model, this might be a reason for modifying the model. This feedback is 
important, although it should not be exaggerated, as it is equally important to 
keep a model as simple as is reasonably possible. In other words, the 
evidence that a model disagrees with reality must be very convincing before 
one should decide to modify the model. 
In the context of radiative transfer models, model inversion is used to 
estimate input parameters of the model by means of observed remotely 
sensed data. When an input parameter of the model is an important object 
property, this can be a very useful means to extract quantitative information 
from remote sensing data. However, the field of model inversion is plagued 
by great practical difficulties, mostly due to the high number of unknown 
parameters. In addition, practical application of model inversion to remote 
sensing imagery is hampered by the substantial computational effort 
involved. A single model inversion requires several iterations on the forward 
model, and doing this for every pixel in the image seems out of the question. 
In this respect, artificial neural networks, trained by means of the data from 
a comprehensive set of forward model calculations, might be a more prac­
tical solution, also because probabilistic approaches dealing with the 
unknown parameters might be realized by training the network with 
representative input data sets in which the probability of occurrence of 
certain parameters is taken into account. 
In the preparation for future earth observation missions, which will be 
featured by hyperspectral and multidirectional remote sensing data, much 
attention should be paid to how this wealth of information can effectively be 
used. Radiative transfer modelling may assist in this process, and since also 
co-registered data from the thermal infrared will be acquired by future 
sensors, extension of radiative transfer models towards this spectral region 
should be considered. 
As to further developments in the field of radiative transfer modelling for 
applications in optical remote sensing over land surfaces it can be stated that 
in general there is still a large gap between theory and the practical ap­
plication of these models. This is partly caused by the fact that most current 
models apply to laterally homogeneous atmospheres over uniform 
landscapes. Even a simple four-stream model like OSCAR shows (cf. chapter 
10) that for instance the adjacency effect has such a strong influence on 
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spectral radiances detected by remote sensing instruments, that spectral 
signatures from surface objects are always contaminated by radiation from 
objects in the surroundings. Realistic modelling of this effect actually is only 
possible if one takes full account of the spatial heterogeneity of the 
landscape, which implies that a much closer connection between radiative 
transfer models and remotely sensed images should be established. Also the 
atmosphere itself often contains locally varying amounts of haze and water 
vapour, and probably a 3D-modelling of the atmospheric layer, "draped" 
over the image representing the landscape, might be the best direction for 
making progress in the understanding and interpretation of optical remote 
sensing imagery. This form of 3D scene radiation modelling could be 
combined with model inversion techniques in order to extract biophysical 
land surface parameters from the image data. 
Another reason for this gap between theory and practice may be the fact that 
the relations between object parameters and remote sensing data are mul­
tidimensional and non-linear, which makes interpretation by humans 
complicated. Perhaps this is the main reason why e.g. vegetation indices, 
which reduce all spectral information to just one parameter, are still so 
popular. In this respect there is a task for modellers to apply more advanced 
presentation techniques in order to make the remote sensing user community 
aware of the information that is thrown away if one reduces everything to 
just one index. 
From a scientific point of view, in the field of radiative transfer modelling 
there are still a few possible subjects needing further investigation: 

- the effect of N on the numerical accuracy of the (N+2)-stream model 
- implementation of an (N+2)-stream vegetation canopy reflectance model, 

including the hot spot effect 
- the influence of non-Lambertian reflectance and transmittance of plant 

leaves and the soil, as well as the effects of heterogeneity due to dum­
piness and crop rows 

- polarization of atmospheric scattering and canopy reflectance 
- integrated (N+2)-stream modelling of atmospheric scattering and the 

earth's surface reflectance for heterogeneous landscapes 

Besides that these subjects are of scientific interest, they may contribute as 
well to a more effective use of advanced optical remote sensing instruments. 
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SUMMARY 

In the past few decades, optical remote sensing techniques have been used 
in order to acquire information on the properties of the earth's surface 
materials. In most of these remote sensing techniques the sun is used as the 
primary source of radiation and the radiation reflected by the surface (land 
or ocean) is detected by an electronic sensor placed on board an aircraft or a 
satellite. As the reflected radiation depends on the optical properties of the 
surface material, it is possible to acquire information about the spatial 
distribution of these surface properties by means of scanning. In this way 
digital images are produced which can be studied and interpreted by means 
of a computer. 
For a quantitative interpretation of remotely sensed images it is necessary to 
have knowledge of the relations between surface properties and the resulting 
reflectance and its dependence on the wavelength and the directions of view 
and of the sun at the time of image acquisition. Also, one has to take 
account of the influence of the atmosphere, as the radiation reflected by the 
surface is modified on its way to the sensor. Radiative transfer models of the 
atmosphere and of surface objects like vegetation canopies have been 
developed in order to gain more insight in these relations. 
In this thesis the theory of the transfer of electromagnetic radiation in media 
such as the atmosphere and vegetation canopies is discussed. On the basis of 
this theory one can construct radiative transfer models which describe how 
radiation interacts with the material inside the medium. In this way one can 
compute what part of the incident radiation is reflected at the top of a layer, 
what part is transmitted and how much of the incident radiation is absorbed. 
For the application to remote sensing problems the spectral directional 
surface reflectance is the quantity of interest, as this is the quantity (apart 
from the atmospheric influence) that is detected by optical remote sensing 
instruments. Therefore, much attention is paid in this thesis to this and 
various other types of reflectance quantities that can be defined. 
In chapter 1 a brief introduction is given on optical remote sensing tech­
niques. Optical remote sensing refers to the part of the electromagnetic 
spectrum where the sun is the primary source of radiation. In wavelengths, 
this is the region from about 400 nm to 2500 nm, thus including the visible, 
the near infrared and the shortwave infrared. In the optical region radiative 
transfer in remote sensing applications can be described by means of only 
two processes: absorption and scattering. The rationale of the use of 
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radiative transfer models for the quantitative interpretation of optical imagery 
is also briefly discussed here. 
Chapter 2 reviews the main radiometric quantities involved in radiative 
transfer models, such as radiant flux, intensity, irradiance, radiance, 
reflectance, transmittance and the coefficients of extinction and scattering. 
Also the radiative transfer equation is introduced here, with the associated 
quantities optical depth, scattering phase function and single scattering 
albedo. A distinction is made between so-called isotropic media, such as the 
atmosphere, and non-isotropic media such as vegetation canopies for which 
the radiative transfer equation is described in a different manner. 
In chapter 3 radiative transfer models are classified into a number of cat­
egories on the basis of a number of criteria, such as the type of medium, the 
scattering behaviour and the manner in which the radiative transfer equation 
is represented. In addition, the most common solution methods, like ray 
tracing, successive orders of scattering approximation (SOSA), add­
ing/doubling and analytical methods like the discrete ordinates method 
(DOM) are discussed. 
A number of existing vegetation canopy reflectance models are reviewed in 
chapter 4, as well as a few atmospheric models. Here the criteria of chapter 
3 are applied in order to classify these models into different categories. 
A large part of this thesis is devoted to the so-called (N+2)-stream model, 
namely chapter 5, which introduces the theory behind this model, and 
chapter 6, which presents a large number of numerical and graphical results 
obtained for atmospheric scattering under a wide variety of conditions. In 
addition, in Appendices A and B many of the detailed mathematical formula­
tions that form the basis of this model are presented. 
The (N+2)-stream model has been developed by the author as a generaliz­
ation and refinement of a previously existing four-stream model. The first 
example of a four-stream model is the vegetation canopy reflectance model 
of Suits (1972). The name four-stream model is derived from the fact that in 
such a model four radiant fluxes are considered, namely direct solar flux, 
direct flux (radiance) in the direction of the observer and two 
hemispherically diffuse fluxes (up- and downward). In the new model the 
direct fluxes are the same as in the four-stream model, but the two hemi­
spherical fluxes have been replaced by N diffuse fluxes, hence the name 
(N+2)-stream model. This finer division of the sphere allows a more 
accurate calculation of the so-called multiple scattering contribution, 
especially when the scattering in the medium is highly anisotropic, such as in 

252 



a hazy atmosphere. What distinguishes this model from other existing 
radiative transfer formulations is that a special tessellation of the sphere of 
directions is proposed, the so-called equal-weight tessellation. Using this 
representation one obtains a uniform diffuse reflectance matrix for a Lamber-
tian surface. Furthermore, in the analytical solution of the system of dif­
ferential equations special attention is paid to the numerical problems that 
may be the result of duplicate eigenvalues. These problems have been 
satisfactorily solved now by the introduction of a limited number of suitable 
basis functions, and the numerical results presented in chapter 6 demonstrate 
that a robust numerical implementation is possible which performs well 
under a very broad range of input conditions. The mathematical validity of 
the analytical solution has been verified by the derivation of expressions for 
a layer's reflectance and transmittance which inherently obey Helmholtz's 
reciprocity relations. Also the behaviour of these expressions for small and 
infinite values of the optical thickness has been investigated to further 
confirm the validity of the model. 

In chapter 7 a review of the SAIL vegetation canopy reflectance model is 
given. Like the model of Suits, the SAIL model is based on four-stream 
radiative transfer theory, but in SAIL the extinction and scattering coef­
ficients are calculated for arbitrarily inclined leaves, whereas in the Suits 
model these are approximated by means of their horizontal and vertical 
projections. In this chapter also a new parameterization of the leaf inclination 
distribution function (LIDF) is introduced, which allows to characterize most 
existing distribution types found in reality by means of only two parameters. 
For a number of these distribution types the extinction and scattering 
coefficients are presented, as well as the associated bidirectional reflectance 
profiles as a function of the viewing angle. In Appendix C the theoretical 
background of the SAIL model is discussed with detailed derivations of the 
extinction and scattering coefficients. 
Chapter 8 discusses the so-called hot spot effect and the extended model 
SAILH which includes this important phenomenon, based on the theory of 
A. Kuusk (1985). The hot spot effect is related to the finite size of the leaves 
in a canopy and it is explained by the fact that under viewing of the canopy 
along the direction opposite to the sunrays the fractions of observed 
shadowed leaf and soil area disappear. Under any other viewing direction 
always some shadowed leaf and soil area will be observed, so that at the hot 
spot a peak in the bidirectional reflectance occurs. By means of Kuusk's 
theory it is possible to predict how the reflectance decreases in directions 
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away from the hot spot, and how this behaviour is related to a parameter 
called hot spot size parameter, which is the ratio of horizontal correlation 
length and canopy height. The hot spot effect is illustrated by means of a 
number of examples showing bidirectional reflectance profiles in the prin­
cipal plane of the sun. A theoretical limitation of Kuusk's approach is also 
discussed, as well as an attempt to improve the calculation of the effect. 
However, it appears that Kuusk's approach is sufficiently accurate under 
most circumstances, and the more accurate calculation increases the com­
putation time considerably. The hot spot effect has interesting consequences 
for the reflectance (outside the hot spot) as a function of crop growth. It 
appears that crops following a different growth strategy (i.e. growing leaf 
area vs. making new leaves) also have different profiles of the reflectance as 
a function of the leaf area index (LAI). In particular for the first category 
(leaf growth) the prospects for LAI retrieval from remotely sensed data turn 
out to be much more favourable than was expected previously. 
The application of four-stream radiative transfer theory to the terrestrial 
atmosphere for the purpose of correction of optical remote sensing imagery 
for atmospheric effects is discussed in chapter 9. The most important effects 
in the atmosphere are Rayleigh scattering by air molecules, Mie scattering by 
aerosol particles and selective absorption of radiation by water vapour, ozone 
and other atmospheric gases. These effects have been included in a model 
which computes the reflectance and transmittance properties of the at­
mospheric layer. The effect of the atmosphere on remotely sensed images 
can easily be described by means of the four-stream terminology and the 
adding method for the coupling of atmospheric parameters with the reflec­
tance of the earth's surface. In this chapter a few methods to estimate 
atmospheric parameters from satellite images are discussed, and examples of 
this application to the atmospheric correction of Landsat Thematic Mapper 
images of the Netherlands are presented. 

In chapter 10 an integrated soil-canopy-atmosphere radiative transfer model 
called OSCAR is introduced. This model is also based on four-stream theory 
and combines the atmosphere model of chapter 9 with the SAILH vegetation 
reflectance model. By means of this model one can simulate the normalized 
spectral radiance signal in any viewing direction and at any level within or 
above the atmosphere, so that also airborne remote sensing missions can be 
simulated. In addition, the so-called adjacency effect, which is caused by 
scattering of radiation from objects outside the field-of-view of the sensor 
into the observation beam, has been included here by allowing different 
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characteristics for target and background. Examples of simulations of this 
adjacency effect, and of the observation of different types of vegetation 
under various circumstances, are presented. 
Chapter 11 gives a more general overview of applications of radiative 
transfer modelling to optical remote sensing problems. The main application 
fields fall in the categories prediction, explication and model inversion. 
Examples of modelling in these categories are discussed on the basis of data 
and simulation results in the red and near infrared parts of the spectrum. 
Also the application of vegetation indices is discussed, as well as applications 
in support of the mapping of the earth's albedo, which is important for 
climatological studies. 
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SAMENVATTING 

In de afgelopen decennia zijn optische remote sensing technieken toegepast 
om informatie te verzamelen over de eigenschappen van materialen aan het 
aardoppervlak. Bij de meeste van deze aardobservatietechnieken wordt 
gebruik gemaakt van de zon als primaire stralingsbron en de straling ge­
reflecteerd door het land- of zeeoppervlak wordt gedetecteerd door een 
elektronische sensor aan boord van een vliegtuig of satelliet. Door middel 
van een aftastmechanisme is het mogelijk informatie in te winnen over de 
ruimtelijke verdeling van oppervlakte-eigenschappen, daar de gereflecteerde 
straling afhangt van de optische eigenschappen van het materiaal aan het 
oppervlak. Op deze wijze worden digitale beelden vervaardigd die kunnen 
worden bestudeerd en geïnterpreteerd m.b.v. een computer. 
Voor een kwantitatieve interpretatie van remote sensing beelden is het 
noodzakelijk te beschikken over kennis van de relaties tussen oppervlakte­
eigenschappen en de resulterende reflectie en hoe deze afhangt van de 
golflengte, de kijkhoek en de zonnestand op het opnametijdstip. Ook dient 
men rekening te houden met de invloed van de atmosfeer, daar de straling 
die aan het oppervlak is gereflecteerd nog wordt verzwakt op zijn weg naar 
de sensor. Stralingsinteractiemodellen van de atmosfeer en van objecten aan 
het aardoppervlak zoals gewassen zijn ontwikkeld om meer inzicht te 
verwerven in deze relaties. 
In deze dissertatie wordt ingegaan op de theorie van het transport van 
elektromagnetische straling in media zoals de atmosfeer en bladerdekken. Op 
grond van deze theorie kan men modellen bouwen die beschrijven hoe de 
interactie van straling met het materiaal in het medium verloopt. Op deze 
wijze kan men berekenen welk deel van de invallende straling wordt gere­
flecteerd aan de bovenkant van de laag, welk deel wordt doorgelaten en 
hoeveel van de invallende straling er wordt geabsorbeerd. 
Voor de toepassing op remote sensing vraagstukken is de spectrale directio­
nele oppervlaktereflectie de voornaamste grootheid, daar het deze grootheid 
is die (afgezien van de atmosferische invloed) wordt gedetecteerd door 
remote sensing apparatuur. Daarom wordt in dit proefschrift veel aandacht 
besteed aan de verschillende typen reflectiegrootheden die men kan 
definiëren. 
Hoofdstuk 1 bevat een korte inleiding over optische remote sensing tech­
nieken. Optische remote sensing refereert naar dat deel van het elektromag­
netische spectrum waarin de zon de primaire stralingsbron is. In golflengtes 
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uitgedrukt loopt dit gebied van ca. 400 nm tot 2500 nm en bevat daarmee het 
zichtbare gebied, het nabije infrarood en het kortgolvige of midden infra­
rood. In het optische gebied kan men voor remote sensing toepassingen het 
stralingstransport beschrijven met behulp van slechts twee processen: 
absorptie en verstrooiing. In dit hoofdstuk wordt ook kort ingegaan op de 
achtergronden van het gebruik van stralingsinteractiemodellen voor de 
kwantitatieve interpretatie van optisch remote sensing beeldmateriaal. 
Hoofdstuk 2 geeft een overzicht van de voornaamste radiometrische groot­
heden die voorkomen in stralingsinteractiemodellen, zoals stralingsflux, 
intensiteit, irradiantie, radiantie, reflectie, transmissie en de extinctie- en 
verstrooiingscoëfficiënten. Tevens wordt de stralingstransportvergelijking 
hier geïntroduceerd, met de bijbehorende grootheden optische diepte, 
hoekverstrooiingsfunctie en verstrooiingsalbedo. Er wordt onderscheid 
gemaakt tussen zogenoemde isotrope media zoals de atmosfeer en niet-
isotrope media zoals bladerdekken, waarvoor het stralingstransport op een 
andere wijze wordt beschreven. 

In hoofdstuk 3 worden stralingsinteractiemodellen onderverdeeld in een 
aantal categorieën, op basis van een aantal criteria zoals mediumtype, 
verstrooiingsgedrag en de wijze waarop de stralingstransportvergelijking 
wordt gerepresenteerd. Bovendien wordt ingegaan op de meest gebruikelijke 
oplossingsmethoden, zoals ray tracing, de benadering van opeenvolgende 
verstrooiingsordes (SOSA), de optel- en verdubbelingsmethode en analytische 
methoden zoals de discrete ordinaten methode (DOM). 
Een aantal bestaande gewasreflectiemodellen wordt besproken in hoofdstuk 
4, evenals enkele stralingsmodellen voor de atmosfeer. Hierbij worden de 
criteria van hoofdstuk 3 toegepast om deze modellen in verschillende 
categorieën onder te brengen. 
Een groot deel van deze dissertatie is gewijd aan het zogenoemde (N+2)-
flux model, namelijk hoofdstuk 5, dat de theorie achter dit model introdu­
ceert en hoofdstuk 6, dat een groot aantal numerieke en grafische resultaten 
presenteert welke betrekking hebben op atmosferische verstrooiing onder 
wijd uiteenlopende omstandigheden. Daarnaast worden in Appendices A en B 
in detail de wiskundige formuleringen die aan de basis staan van dit model 
gepresenteerd. 
Het (N+2)-flux model is door schrijver dezes ontwikkeld als generalisatie en 
verfijning van een reeds bestaand vierfluxmodel. Het eerste voorbeeld van 
een vierfluxmodel is het gewasreflectiemodel van Suits (1972). De naam 
vierfluxmodel is afgeleid uit het feit dat in een dergelijk model vier stralings-
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fluxen worden onderscheiden, te weten directe zonnestraling, directe straling 
(radiantie) in de richting van de waarnemer en twee hemisferische diffuse 
fluxen (op- en neerwaarts). In het nieuwe model zijn de directe fluxen 
hetzelfde als in het vierfluxmodel, maar zijn de twee hemisferische fluxen 
vervangen door N diffuse fluxen, vandaar de naam (N+2)-flux model. Door 
deze fijnere verdeling in hoeksegmenten verkrijgt men een nauwkeuriger 
berekening van de bijdrage die het gevolg is van meervoudige verstrooiing, 
vooral wanneer de verstrooiing in het medium sterk anisotroop is, zoals in 
een heiige atmosfeer. Wat dit model onderscheidt van andere bestaande 
formuleringen voor het stralingstransport is het feit dat een speciale hoekseg-
mentatie wordt voorgesteld, namelijk een segmentatie met uniforme ge­
wichtsverdeling. Door middel van deze representatie verkrijgt men voor de 
diffuse reflectie een uniforme matrix als het oppervlak een Lambertse 
reflectie vertoont. Verder wordt in de analytische oplossing van het stelsel 
van differentiaalvergelijkingen speciaal aandacht besteed aan de numerieke 
problemen die het gevolg kunnen zijn van het optreden van identieke 
eigenwaarden. Deze problemen zijn nu bevredigend opgelost door het 
invoeren van een beperkt aantal geschikt gekozen basisfuncties, en de 
numerieke resultaten in hoofdstuk 6 laten zien dat een robuuste numerieke 
implementatie mogelijk is, welke onder een zeer breed scala van invoercon-
dities goed presteert. De wiskundige geldigheid van de analytische oplossing 
is geverifieerd door het afleiden van uitdrukkingen voor de reflectie en 
transmissie van een laag welke automatisch voldoen aan de 
reciprociteitsrelaties van Helmholtz. Ook is het gedrag van deze uitdrukkin­
gen voor kleine en oneindige waarden van de optische dikte onderzocht om 
de geldigheid van het model verder te kunnen bevestigen. 
In hoofdstuk 7 wordt een overzicht van het SAIL gewasreflectiemodel 
gegeven. Evenals het model van Suits is het SAIL model gebaseerd op 
vierflux stralingsinteractietheorie, maar in SAIL worden de extinctie- en 
verstrooiingscoëfficiënten berekend voor bladeren met willekeurige blad­
stand, terwijl in het Suits model deze worden benaderd door middel van hun 
horizontale en verticale projecties. In dit hoofdstuk wordt ook een nieuwe 
parametrisatie van de bladstandverdelingsfunctie (LIDF) geïntroduceerd 
welke het mogelijk maakt de meeste bladstandverdelingstypen die men in 
werkelijkheid tegenkomt te karakteriseren met behulp van slechts twee 
parameters. Voor een aantal van deze verdelingstypen worden de extinctie-
en verstrooiingscoëfficiënten gepresenteerd, alsmede de bijbehorende 
profielen van de bidirectionele reflectie als functie van de kijkhoek. In 
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Appendix C wordt ingegaan op de theoretische achtergronden van het SAIL 
model, met gedetailleerde afleidingen van de extinctie- en verstrooiingscoëf­
ficiënten. 
Hoofdstuk 8 behandelt het zogenoemde heiligenschijneffect en de uitbreiding 
tot het model SAILH waarin dit belangrijke verschijnsel is opgenomen, 
gebaseerd op de theorie van A. Kuusk (1985). Het heiligenschijneffect houdt 
verband met de eindige afmetingen van bladeren in een gewas en wordt 
verklaard door het feit dat wanneer een gewas wordt bekeken onder een hoek 
die tegengesteld is aan die van de zonnestralen men geen beschaduwd blad-
of bodemoppervlak meer waarneemt. Onder elke andere kijkrichting zal men 
altijd enige schaduwpartijen waarnemen, waardoor in de heiligenschijnrich-
ting ("hot spot") een piek in de bidirectionele reflectie optreedt. Door middel 
van de theorie van Kuusk is het mogelijk te voorspellen hoe de reflectie 
afneemt in richtingen van de hot spot af, en hoe dit gedrag afhangt van een 
parameter die "hot spot size parameter" wordt genoemd en welke gelijk is 
aan de verhouding tussen de horizontale correlatielengte en de gewashoogte. 
Het heiligenschijneffect wordt geïllustreerd aan de hand van een aantal 
voorbeelden van bidirectionele reflectieprofielen in het hoofdvlak van de zon. 
Een tekortkoming aan de theorie van Kuusk, alsmede een poging de 
berekening van dit effect te verbeteren, wordt ook besproken. Het blijkt 
echter, dat de benadering van Kuusk onder de meeste omstandigheden 
voldoende nauwkeurig is, terwijl de nauwkeuriger berekening de rekentijd 
aanzienlijk verhoogt. Het heiligenschijneffect heeft interessante gevolgen 
voor de reflectie (met name buiten de hot spot) als functie van de gewas-
groei. Het blijkt dat gewassen die een andere groeistrategie volgen (d.w.z. . 
groei van bestaand blad tegenover het aanmaken van nieuw blad) ook andere 
profielen als functie van de bladoppervlakte-index (LAI) vertonen. Vooral 
voor de eerste categorie (bladgroei) lijken de vooruitzichten op LAI-bepaling 
uit remote sensing gegevens veel gunstiger te zijn dan vroeger werd aan­
genomen. 

De toepassing van de vierflux stralingsinteractietheorie op de aardatmosfeer 
met het doel optische remote sensing opnamen te corrigeren voor atmosfeer­
effecten wordt behandeld in hoofdstuk 9. De belangrijkste effecten in de 
atmosfeer zijn Rayleigh-verstrooiing door luchtmoleculen, Mie-verstrooiing 
door aerosoldeeltjes en selectieve absorptie van straling door waterdamp, 
ozon en andere atmosferische gassen. Deze effecten zijn opgenomen in een 
model dat de reflectie- en transmissie-eigenschappen van de atmosfeerlaag 
berekent. Het effect van de atmosfeer op remote sensing beelden kan 
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gemakkelijk worden beschreven door middel van de terminologie van het 
vierfluxmodel en de optelmethode voor het koppelen van atmosfeerparame­
ters met de reflectie aan het aardoppervlak. In dit hoofdstuk worden enkele 
methoden besproken om atmosfeerparameters te schatten uit satellietbeelden, 
en voorbeelden van deze toepassing op de atmosfeercorrectie van Landsat 
Thematic Mapper beelden van Nederland worden getoond. 
In hoofdstuk 10 wordt een geïntegreerd bodem-gewas-atmosfeer stralingsin­
teractiemodel genaamd OSCAR geïntroduceerd. Dit model is ook gebaseerd 
op vierfluxtheorie en is een combinatie van het atmosfeermodel van hoofd­
stuk 9 met het SAILH gewasreflectiemodel. Met behulp van dit model kan 
men de genormaliseerde spectrale radiantie in elke kijkrichting en op elke 
hoogte in of boven de atmosfeer simuleren, zodat ook opnamen vanuit een 
vliegtuig kunnen worden nagebootst. Bovendien is in dit model het omge­
vingseffect opgenomen, dat wordt veroorzaakt door verstrooiing van straling 
van objecten buiten het gezichtsveld van de sensor. Dit geschiedt door het 
specificeren van verschillende eigenschappen voor object en omgeving. 
Voorbeelden van simulaties van dit effect en van het observeren van ver­
schillende gewastypen onder allerlei omstandigheden worden getoond. 
Hoofdstuk 11 geeft een meer algemeen overzicht van toepassingen van 
stralingsinteractiemodellen op remote sensing vraagstukken. De voornaamste 
toepassingsgebieden vallen in de categorieën voorspelling, verklaring en 
modelinversie. Voorbeelden van modelberekeningen in deze categorieën 
worden besproken aan de hand van gegevens en simulatieresultaten in de 
rode en nabij infrarode delen van het spectrum. Ook wordt de toepassing van 
vegetatie-indices besproken, alsmede toepassingen die het wereldwijd in kaart 
brengen van het oppervlaktealbedo tot doel hebben, hetgeen van belang is 
voor klimaatstudies. 
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Appendix A Analytical solution of (N+2)-stream radiative transfer 
equation 

The goal is to find the analytic solution of Eq. (5.13) for a homogeneous 
plane parallel layer in terms of reflectances and transmittances defined by 
Eq. (5.5) of chapter 5, or, given 
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where (b) and (t) refer to the bottom and top of the layer. 

For the direct solar flux Es one immediately finds Es (b) = Es (t) e
 kb , so 

For the diffuse flux vectors E and E + exclusively, the system of differenti­
al equations is reduced to 

(A.3) d 
box 
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E* 

in which A and B are matrices of dimension V^Nx V2N, and both E and E + 

have ViN elements. 
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As an example, a tessellation of the sphere of directions with A<p = IT / 6 
(azimuth sector width) and A/n2 = 1/3 (zenith sector interval of cosine 
squared) is taken. This gives 12 azimuth sectors and 6 zenith zones, or 
N = 72 . The elements of E ~ and E + are ordered as follows: 

t(E~)= 1 2 ( / - l ) + yfe , and 

t (E+) = 1 2 ( 6 - / ) + (£+5)mod 12 + 1 , 

where I is the element number (1 to 36) in E ~ or E + , and / and k are the 
zenith and azimuth sector numbers of the origin of the fluxes, where 
/ = 1,...,6 and k = 1,...,12 . See also Fig. 5.2 of section 5.2. 
Corresponding elements of E ~ and E+ are now from opposite segments, 
which facilitates the solution by means of eigenvector decomposition. With 
this ordering Eq. (A.3) is written out as 

d 
bdx 

E; 

E; 

E3 

Ee 

E; 

E; 

*21 

"31 

B 61 

'12 

'22 

"32 

'62 

'13 

'23 

'33 

B. 63 

*i6 -B 

B26 -B 

^ 3 6 " Ä 

•^66 ~-^' 

15 

25 

35 

-B 

-B 

-B 

65 

5<, B„ B„ -A« -A« -A '51 '52 '53 56 *55 

B., B.n B„ -A., -A, '41 '42 43 l46 M5 

-
'l4 

'24 

« 

64 

54 

44 

EÎ 

E2-

E; 

E; 

E; 

E; 

(A.4) 

in which the subscripts refer to the zenith zones. Each submatrix Atj and Btj 

describes the azimuthal scattering for incident zenith zone / and exitent 
zenith zone y . 
The elements of A and B can be described by 

A(i,j,Ak) = K(i)ô(i,j)ô(Ak,0)-o(i,j,Ak) , and 

B(i,j,Ak) = a(i,j,Ak) , 

where / = exitent zenith zone 
j = incident zenith zone 

M = absolute difference in azimuth sector number 
K (0 = diffuse extinction coefficient for zenith zone i 
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o(i,j,Ak) = scattering coefficient 
à = Dirac delta function 

Mirror symmetry with respect to the horizontal plane gives 

a(i,j,Ak) = a(7-iJ-j,Ak) , 

whereas the reciprocity relation gives 

a(i,j,Ak) = o(j,i,Ak) • 

Due to these symmetries the "A"-blocks and "B"-blocks of Eq. (A.4) are 
(apart from the sign) identical and in addition they are symmetric with 
respect to the diagonal. 
The submatrices Atj and BtJ are also symmetric, but since their elements 
depend only on Ak , their structure is even simpler. An example of such a 
matrix, called Z here, is given by 
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The cyclic nature of this matrix suggests a decomposition by means of the 
discrete Fourier transform. For this, consider a complex vector w containing 
integer powers of the complex number w = cos rup + i sinn^o, where 
tp = ir/6 , i = (— 1) 'A , and n is an integer greater than or equal to zero. 
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The elements of vector w are the series, w° , w1 ,..., wu , which is a series 
of equally spaced points on the unit circle in the complex plane. Multiplicati­
on of this vector by matrix Z gives a vector consisting of the elements z iTw 
to z i2TH', where z iT to z n

T are the rows of Z . For the first row this gives 

z /w = aMP+bw1+cw2+d\J+ew*+f^+g\^+ßv1+eWi+dw>+cwl0+bwn. 

The second row gives 

z2
Tw = bw°+awi +bwl+cw>+dw4+eW +/w6+gwn+frf+ew>+dww+cwu. 

However, since vv° = w12, this can be written as w1 (z iTM') , and in general, 
for row number j one obtains z/w = wJ~l (z Jw) . The complete matrix-
vector multiplication is written as 

Zw = (z/HOW = Xw . 

Z transforms w into a scalar multiple of w , so w is an eigenvector of Z . 
The eigenvalue X = z?w is a real number, since it can be written as 

ZiT»f = awP+g\^+b(wl+wn)+c(yv1+ww)+d(y^+\^) 
+e(w4+w8)+/(w5+H'7) . 

Here, vv° and w6 are real numbers (equal to 1 and —1, respectively), and the 
sums wy + wl2~j are also real, because w' and wn~J are complex conjugate 
pairs. 
When n varies from zero to 11, one obtains 12 eigenvectors w , which can 
be placed in the eigenvector matrix W . This gives 

Z W = W A , (A.5) 

where A is a diagonal matrix of eigenvalues. 

Denoting the elements of W only by their power of cos (ir/6) + i sin (7i76), 
modulo 12, gives 
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From this it appears that W is also symmetric. 

Now, consider the azimuthal scattering to be described by 

d 
bdx 

E2 = ZE{ , 

where E{ is an incident zonal flux vector of 12 elements, and E2 is the 
scattered flux vector. For a transformed flux vector E2' = WE2 one obtains 

J-WE2 bàx 2 WZE, (ZW)rEl (WA)TE. = AWE. 

where use was made of the symmetry of Z , W and A . 

This means that for transformed zonal flux vectors Ex' — WEX and E2' = 
WE2 the azimuthal scattering can be described by means of a diagonal 
matrix A , and this is a great advantage. It may seem that using a complex 
transformation matrix is a disadvantage, but it turns out that a real matrix, 
consisting of the real part of W , is also sufficient. This is because in Eq. 
(A.5) Z and A are real, and taking real and imaginary parts leads to the same 
equations, but now for real and imaginary parts separately. For the real part 
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one obtains only the cosines, so the transformation used in that case is the 
discrete cosine transform, DCT. Because the cosine is an even function, 
rows 8 to 12 of the real part of matrix W are identical to rows 6 to 2, so 
rows 8 to 12 are redundant. 
If the sun is located in the centre of azimuth sector one, then the diffuse flux 
field will be symmetric with respect to the principal plane, which means that 
the azimuth sector pairs (2,12), (3,11), (4,10), (5,9) and (6,8) have equal 
diffuse fluxes. This means that it is sufficient to consider only the fluxes in 
azimuth sectors 1 to 7 for a complete description of the diffuse flux field. In 
terms of the first seven azimuthal fluxes the DCT can be expressed by means 
of a matrix W defined by 
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This matrix is asymmetrical, but an advantage is that W2 = 12 / , where I is 
the 7x7 identity matrix, so that the inverse W~l = (1/12)W . 

By means of the above discrete cosine transform Eq. (A.4) is simplified to 

d 
box 

WE; 

WE; 

WE; 

WE; 

WE; 

WE; 

'A„ 
A 1 2 

A 1 3 

A16 

A» 

A14 

A12 

A 2 2 

A 2 3 

A15 

A* 

A24 

A,3 

A 2 3 

A 3 3 

Au 

A24 

A34 

-A,« 

-A„ 

"Au 

-A u 

-A12 

-A13 

"A,, 

-A25 

-A24 

-A,2 

-A22 

-A23 

" A , / 

-A24 

-A34 

-A13 

-A23 

-A33 

WE; 

WE; 

WE; 

WE; 

WE; 

WE; 

(A.6) 

in which A,y are 7x7 diagonal matrices containing the eigenvalues of the 
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azimuthal scattering matrices Atj or Bu . In the above numbering of sub­
scripts the symmetries have been incorporated, so that it becomes more clear 
that only twelve distinct diagonal matrices are sufficient for a complete 
description of diffuse scattering. When the eigenvalues are represented by a 
vector X of seven elements, it is given by 

X = Wz, , 

where zx contains the first 7 elements of the first column of the associate 
matrix Au or Bu of Eq. (A.4). 
By ordering Eq. (A.6) according to so-called azimuthal "modes" m , where 
m = 0,...,6 , one obtains for each mode 
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in which Em~ and Em
+ are azimuthally transformed zonal flux vectors for 

mode m . The matrices Am and Bm describe only the zenith dependent scatte­
ring and have a dimension of only 3x3. 
This differential equation is identical in form to Eq. (A.3) but the dimension 
of the involved vectors and matrices has been reduced from 36 to 3 and this 
means a considerable reduction in storage space and computation times, even 
if seven of these equations have to be solved. This solution proceeds as 
follows: 

Deleting the m subscript, one can write 

d 
bdx 
d 

bdx 

E = AE -BE* , and 

E* = BE -AE* 

The sum and difference of both equations give 
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d (E-+E*) = (A +B) (E--E*) , and (A.8.a) 
bdx 
d 

bdx 
(E--E*) =(A-B)(E-+E*) (A.8.b) 

For E +E + a solution in the form of a linear combination of exponential 
functions is assumed, i.e. 

E +E+ = F(eAfcxa, + e-Afa[a2) , 

where F is a 3x3 matrix, èt and ô2 are constant vectors of dimension 3, 
and e*** is a symbolic notation for the diagonal matrix 
diag [exp(X]foc), exp(\2foc), exp(X3foc)] . 

Differentiating the above expression twice gives 

.(E'+E*) = FA(eAftjro.-eA6j:ô2) , and 

H 2 

u ,T?- T? + \ v i 2 c -A lu t . „-AÄJTJ (E-+E+) = YA2(eXbxd^e-AbxÔ2) = FA2 F"1 (£"+£*) 
b2dx2 

Differentiation of Eq. (A.8.a) gives 

-¥—(E-+E+) = (A+B)JL(E--E*) = W+B)(A-B)(E-+E') , 
£2&t2 bdx 

so for a solution Fand A2 should satisfy (A+B)(A-B) = FA2F_ 1 , or 

(A+Ä) (A-B)F= FA2 , 

which means that matrix F is a matrix of eigenvectors and A2 contains the 
eigenvalues of (A+B) (A —B) , which in general is asymmetric. Therefore, 
this eigenvalue problem is solved as follows: 

Matrix (A+B), which is symmetric, is decomposed as A+B = UAUT , 
where A is a diagonal matrix of eigenvalues and U is a unitary matrix, i.e. 
UUT = I. 
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Now UAUT(A-B) = Y A2 Y1 , 

or A'AUT(A-B) = A''AU1YA2YA , (where A* A* = A) 

or A'AUr(A-B)UA'A = A-'AUTYA2Y-lUA'A . 

Here, the matrix on the left is now symmetric, so that its eigenvector matrix 
V is unitary. Its eigenvalue matrix is A2 , as can be seen from the expression 
on the right. So one may write 

A'AUT(A-B)UA'A = VA2VT . 

Equating corresponding matrices gives 

A~'AUrY = V , or UJY = A'AV , or Y = UA'AV . 

The above decomposition is easy to implement by means of standard matrix 
diagonalization software (e.g. Jacobi's method) as only symmetric matrices 
are involved. 

From Y = UA'AV it follows that YYT = UAUT = A+B , and, 

since VTA'AU\A-B)UA'AV = A2 = YT(A-B)Y , it follows that 

Y~TA2Y~l = A-B , with Y~T = (F"1)7 = (F7)"1 . 

From JL(E-+E+) = YA(eAbxb.-e-Abxô7) = (A+B) (E'-E*) 
bàx 

= YYT(E--E*) , 

it follows that E -E* = y-TA(eA*xô,-e-A**52) , 

so that the complete solution is given by 

E +E+ = y(eAfcj:ô1+e-A*j:Ô2) , and 

E -E* = Y-TA(eAbx6re-Aöxd2) 

Differentiation gives 
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— (£- + £+) = yA(eA*x«.-e-A**«,) = YAA-lYT(E--E*) = YYT(E--E*) 
bàx 

= (A+B)(E--E*) , and 

d 
(E--E*) = F-TA2(eA*J[Ô1+e-Aftj:ô2) = Y-TA2Y-l(E'+E*) 

bàx 

= (A-B){E- + E+) , 

so these solutions are formally correct. However, for mode m = 0 the 
matrix A —B becomes singular in the case of conservative scattering, i.e. in 
that case A —B has an eigenvalue equal to zero. This follows from the 
equation Fl+Bl = OJKI , given in chapter 5. Since A = K—F, this 
equation leads to 

(K-A)1+B1 = UKI , or ( A - £ ) l = ( I -W)KI . 

For conservative scattering the single scattering albedo to equals one, so that 
(A —B)l = 0.1 , so 1 is an eigenvector of A —B , with eigenvalue zero. In 
this case 

V(E--E*) = 1T(A-B)(E-+E*) = 0 , so that 1T(E--E+) 
bàx 

is constant. 

Also , —lT(A+Byl(E-+E+) = 1J(E--E+) = constant, so that the 
bàx 

component lT(A+B)~l(E~+E*) becomes linear in x . 

However, this does not follow from the general solution in terms of expo­
nential functions. Therefore, an alternative solution, which covers also the 
case of conservative scattering for m = 0, is introduced. 
This solution is based on hyperbolic sine and cosine functions which are 
taken relative to the centre of the layer (x = — lh) , here defined by 

COO = eAftJt+e-A*(1+jr) , and 

S(x) = A-1[eAfcx-e-A*(,*J)] . 

When one of the eigenvalue X equals zero, the associate element of C (x) 
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becomes equal to 2 , and that of S(x) to (l+2x)b , a linear function in x. 
Differentiation of the above functions gives 

d C(x) = A[eAbx-e-Ab(Ux)] = A2S(x) , and 
bdx 

d S(x) = A-'Afe^'+e-**0^] = C(x) 
bàx 

The general solution is now formulated as 

E +E+ = nC(x)S,+S(jOS2] , (A.9.a) 

E - £* = YT[A2S(x)ôl+C(x)ô2] (A.9.b) 

Differentiation gives 

— (E-+E*) = Y[A2S(x)d.+C(x)d7] = YFiE-'E*) 
bàx 

= (A+B)(E--E') , 

— (E--E*) = y-T[A2C(x)ô1+A2SÔ2] = F-TA^-^E'+E*) 
bdx 

= (A-B)(E-+E*) 

Therefore, Eqs. (A.9) are also formally correct. The case of conservative 
scattering for azimuthal mode m = 0 gives (A—B) 1 = 0 , so also 

(A+B)(A-B)1 = 1.0 

Since, in general, (A+Ä)(A—B)Y = FA2 , it is concluded that the 
eigenvector from Y associated with the zero eigenvalue must be a scalar 
multiple of the one-vector 1 . Since Eq. (A.9.b) gives 

YT(E~-E*) = A2S(x)è1+C(x)ô2 , the component with eigenvalue zero 

gives lr(E~-E*) = 2ô21 , which is indeed constant, as expected. 

Here 5 2i is the element of vector 5 2 which corresponds to the column of Y 
that contains the eigenvector with eigenvalue zero. 
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Also, Eq. (A.9.a) gives 

(A+By^E'+E*) = (YYTylY[C(x)ôl+S(x)à2] 

= YT[C(x)d1+S(x)b2] , or 

Yr(A+Byl(E-+E+) = C(x)S1+S(x)62 . 

Here, the component with eigenvalue zero is equal to 

lT(A+Byl(E-+E*) = 2ôu + (\+2x)bô21 , which is indeed linear in x . 

The reason that the case of conservative scattering leads to a zero eigenvalue 
only for m = 0 is that only for this azimuthal mode all azimuthal fluxes 
within a zenith zone are added together, so that the vector 1T applied to the 
zonal fluxes gives the sum of all fluxes over a hemisphere. 

The next step is to introduce the direct solar flux, Es , which leads to the 
generalized Duntley-equations, i.e. 

E 

E+ 
bdx 

k 

-s' A -B 

s B -A 

Es 

E 

E* 

Application of the discrete cosine transform to the azimuthal fluxes per 
zenith zone gives 

bdx 

d 

-s 'E +A Em-B E* 
m s m m mi» 

El, = s E +B E'-A El 
UAr

 m m s m m m m 

Omitting the m subscript and taking the sum and difference of these equati­
ons gives 
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d (E- + E*) = -(s'-s)E+ (A +B) {E--E*) , 
bdx 

d 
bdx 

(E'-E*) = -(s'+s)Es+(A-B)(E-+E*) 

Transformation by means of Y ' and Yr yields 

A Y-l(E-+E*) = -Y-l{s'-s)E+Y-i(A+B) (E'-E*) 
bàx 

= -Y-l(s'-s)E, + YT(E--E*) , and (A.lO.a) 

- d - y T ( £ - - £ + ) = -YT(s'+s)E+YT(A-B)(E-+E+) 
bdx 

= - F T ( S ' + S ) £ : + A 2 F - 1 ( J E - + £ + ) (A.lO.b) 

Differentiation of the former equation and substitution of the latter gives 

d 2 Y-\E- + E+) = -kY-1(s'-s)Es-Y
T(s'+s)Es + A2Yl(E-+E+) 

b2dx2 

A general solution is given by 

Y-HE-+E*) = eAbxdl + e-Abxô2 + cEs , 

where c is a constant vector of the correct dimension. 

Differentiating the general solution twice gives 

d 2 Y-l(E-+E*) = A 2F- ! (Ä-+£+ ) + ( * 2 - A 2 ) c £ t , 
ô2dc2 

in which k is the diagonal matrix formed by k = kl . Comparison of both 
previous differential equations gives for the vector c 

c = -(k2-A2y1[kY-l(s'-s) + YT(s' + s)] 

From Eq. (A.lO.a) one can derive 
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Y1{E--E*) = —Y-l(E-+E*) + Y-\s'-s)Et 
bàx 

= AeAbxÔl-Ae-Abxè2+[kc + Y-1(s'-s)]Es 

Putting d = kc +Y~x(s'—s) summarizes the general solution as 

Y-l(E-+E*) = eA 'x«,+ eAbxÔ2 + cEs , (A.ll .a) 

YT(E--E+) = AeAbxà1-Ae-AbxÔ2 + dEs . (A.ll .b) 

Substitution of c gives for d 

d = -(k2-A2Yl[A2Y-1(s'-s) + kYT] . 

Elements of c and d can become infinite if an eigenvalue X equals k , the 
extinction coefficient for direct solar flux. This potential numerical problem 
is avoided as follows: 

Writing/?, = (k +A)~iY~i(s ' s ) and q, = (k+Ay1YT(s'+s) ,c and d 
can be expressed as 

c = -{k-A)-x[kpt*qt-\ and d = -(k-Ayl[A2ps + kqs] , or 

c = - / » , - (* -A)" 1 [A/>, + fl,] and d = -q,-A(k-A)-lUp, + q,] • 

With Es = Es(0)^bx , where Es(0) is the solar irradiance at the top, this 
gives for Eqs. (A. 11) 
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Y-\E-+E*) = eA6jtÔ.+ e-Abx6,- (A:-A)"1 [Ap + qs]E(0)ekbx 

-psEs(0)ckbx , 

YT(E--E*) = AeAbxàl-Ae-Abxè2-A(k-A)-l[Aps+qs]Es(0)ekbx 

-qsEs(0)ekbx . 

In both equations the term eAftJtÔj -(k-A)'1 [ Aps + qs]Es(0)ekbx can be 

rearranged to 

eAbx6, - (k-A)1 [ e
kbx-eAbx +eA/u] [ Aps+qs]Es(0) 

= eAfc*[S1-(*-A)-1(ApJ+gJ)£J(0)] 

+ (k-AYl[eAbx-ekbx][Aps+qs]Es(0) 

= eAbxd1'+J(x)[APs + qs)Es(0) , 

with ô,' = « . - ( t -Ar^A^+ç,)^^) , 

and J(x) = (k-Ayl[eAbx-ekbx] . 

By this, the infinities caused by k = X have been removed, as the expression 
(k—X)"1 [e***—e*fcJt] for A: = X can be replaced by the limit for k -> X , which 
equals -tee1*1 , and vector Ô ,' can be considered finite in all circumstances. 
In order to avoid exponentials with large positive arguments, the vector d2 is 
replaced by d2' = e^öj , which gives 

Y~l(E-+E*) = eXbxb,' + e-Ab(Ux)à2' +J(x) [Aps+ qs]Es(0) 

-psEs(0)ekbx , and 

YT(E --E*) = AeA**Ô/-AeA6(l+j:)Ô2'+A7(;c)[A/?,+ <7j£;(0) 

-qsEs(0)ekbx . 

As x is negative inside the layer, all exponentials have zero or negative ar­
guments in this case. 
Finally, in order to avoid problems with the case of conservative scattering 
for m = 0, which gives X = 0 , the functions C(x) and S(x) are 
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reintroduced by putting ô," = Vi(5,'H- ô2') and ô2" = Vi A (fi,'- ô2') . 
Omitting the double primes, the final result is given by 

Y-l{E-+E+) = C(x)Ôl+S(x)ô2 + J(x)[Aps+qs)Es(0) 

-psEs(0)ekbx , and (A.12.a) 

YT(E'-E*) = A2S(x)b1+C(x)o2+AJ(x)[Aps+qs]Es(0) 

-qsEs(0)ekbx . (A.12.b) 

Differentiation of J (x) gives 

A -J(x) = (fc-Ar'tAe^-fce*"*] 
6dt 

= (k-Ayl[A(eAbx-ekbx)-(k-A)ekbx) 

= AJ(x)-e kbx 

Therefore, differentiation of Eq. (A. 12.a) gives 

— y- '(£-+£+) = A2S(x)6i + C(x)b2+AJ(x)[Aps+qs]Es(0) 
bdx 

- ekbx [ Aps+ qs]Es(0) - kpsEs(0)ekbx 

= YT(E--E+)-(k+A)psEs(0)ekbx 

= YT(E--E*)-Y-1(s'-s)Es , or 

(E-+E*) = - (s '-s)£+YYT(E-+E*) 
bdx 

= - ( s ' - s )£ f + (A+fl)(£--E+) 

Similarly, differentiation of Eq. (A.12.b) gives 
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bàx 

bàx 

YT(E--E+) = A1C(x)Sl + A2S(x)è2+A2J(x)[Ap,+ q,]Et(0) 

-ekb*A[Aps+qs]Es(0)-kqsEs(0)ekbx 

= A2Y-1(E-+E+)-(k + A)qsEs(0)ekbx 

= A2Y-l(E-+E*)-YT(s' + s)Et , or 

(E--E*) = -(s' + s)E+Y-JA2Y-1(E-+E*) 

= -(s' + s)Es + (A-B)(E-+E*) . 

This proves that the solutions satisfy the differential equations. 

Eqs. (A. 12) will now be evaluated at the top (x = 0) and the bottom 
(x — —1) in order to derive the reflectances and transmittances. First, for 
the functions C (x) , S (x) and J(x) one finds 

C(0) = 7+e Aft 

S(0) = A - ' [ / - e - A * ] 

7(0) = O 

C ( - l ) = e'Ab + I = C(0) 

S ( - l ) = A - ' [ e - A *- / ] = - S (0 ) 

/ ( - ! ) = (A:-A)-1[e-Afc- -e""] 

where I is the identity matrix and O the zero matrix. 

In what follows the notations C = C(0), S = S(0), and /,(*) = 7 ( - l ) will 
be used. Now the boundary equations are given by 

F 1 [ ^ " ( 0 ) + ^ + ( 0 ) ] = CÔ, + SÔ2-/> £ ( 0 ) , (A.13.a) 

Y-l[E-(-l)+E*(-l)] = Cit-Sèt + JWlApsqJEJO) 
-pE(0)e-u , 

(A.13.b) 

YT[E~(0)-E+(0)] = A2Sô1 + Cô2-qsEs(0) , (A.13.C) 
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F T [ E - ( - l ) - £ * ( - l ) ] = -A2Sô1 + CÔ2 + A/,(A:)[A/; i + g j ] ^ ( 0 ) 
-qsEs(0)e-kb . (A.13.d) 

From the sum and difference of Eqs. (A.13.a-b) one obtains 

Y-l[E-(0)+E*(-l)+E-(-l)+E*(0)] =2CSl-g;Es(0) , 

Y-l[E-(0)-E*(-l)-E-(-l)*E*(0)] =2S52-g;Es(0) , 

where g{ = (1 +e-kb)pl-Jl(k) (Aps+qs) , 

and gl = (l-e-kb)pM + Jl(k)(Apl+qI) . 

Similarly, the sum and difference of Eqs. (A.13.c-d) yield 

F T [ £ - ( 0 ) - E + ( - l ) + E - ( - l ) - £ : - ( 0 ) ] = 2 C * 2 - & E , ( 0 ) , 

YT[E-(0)+E+(-\)-E-(-l)-E+(0)] =2\2S61-g;Es(0) , 

where gl = (1 +e-"b)qt-AJl(k) (Aps+qs) , 

and g; = (l-t-kb)qs+AJ1(k)(Aps+qs) . 

Now, premultiplication by suitable matrices allows to rewrite the boundary 
equations as 

SA2Y-l[E-(.0)+E*(-l)+E-(-l)+E*(0)] = 2SA 2 C* 1 -SA 2 * r£ J ( 0 ) , 

CYT[E-(0)+E*(-l)-E-(-l)-E+(0)] = 2CA2Sô1-Cg;Es(0) , 

CY-l[E-(0)-E*(-l)-E~(-l)+E+(0)] =2CSÖ2-Cg-lEs(0) , 

SYT[E-(0)-E*(-l)+E-(-\)-E*(0)] = 2SC5 2 -Sfc£ ' J (0) . 

The vectors ô x and ô 2 can now be eliminated since S, A2 and C are diagonal 
matrices, so that SA2C = CA2S and CS = SC . 

The difference of the first pair of equations then gives 
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[SA 2 F 1 - cy T ] [E - (0 )+E + ( - i ) ] +[SA2y-1+cyT][£:-(-i)+£+(0)] 

= [Cg;-SA2
g;]Es(0) , or 

E-(-l)+E*(0) = 
[ cy T

+ SA 2 y- 1 ] - , {[c r T -SA 2 y- 1 ] [£ - (0 ) + £ t ( - i ) ] + [Cg 2
+ -SA 2 g 1

+ ]^ (0 )} 

The difference of the second pair of equations gives 

[syT -cy- 1 ] [E-(0)-E+(-\)] + [ s y T +cy 1 ] [E-(-D-E*(0)] 

= [Cgr-Sfo]£f(0) , or 

E-(-l)-E*(0) = 
[CY-l

+SYTYl{[CY-i-SY-r][E-(0)-E'(-l)]+[Cg;-Sgï]Et(0)} . 

Returning to Eq. (A.2) one finds 

E-(-l) = rsdEs(0) + TE (0) +RE*(-1) , and 
E*(0) = psdEs(0)+RE-(0) + TE+(-l) . 

The sum and difference give 

E- ( - l ) + E
+(0) = (Tsd + psd)Es(0) + (T+R)[E-(0) + E+(-l)] , and 

E-(-l)-E*(0) = (Tsd-psd)Es(0) + (T-R)[E-(0)-E+(-l)] . 

Comparing these with the previous results leads to the conclusion that 

T+R = [ c r r+SA 2y- 1 r 1 [cyT -SA 2y- 1 ] , (A.i4) 

T-R = [ cy - 1+syT ] - 1 [cy- ' - syT ] , (A-15> 

*sä+(>sä = [ c y T
+ S A 2 y - I ] - 1 [ c ^ - S A 2 g r i , (A.i6) 

tsä-Psä = [ C y - ' + S F T r ^ C f t - S f t ] . (A-17) 

Alternative expressions for the above quantities are obtained by first solving 
the vectors hx and 62 from the boundary equations. For this, the boundary 
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equations are written as 

E-(0)+E<(-l)+E(-l)+E*(0) =2YCSl-Yg;Et(0) , 

E-(0)+E*(-l)-E-(-l)-E*(0) =2Y'7A1Sdl-Y-Tg;Es(0) , 

£ ( 0 ) - £ + ( - l ) - £ - ( - l ) + £ + ( 0 ) = 2YSb2-Yg[Es{0) , 

E-(0)-E+(-l)+E-(-l)-E+(0) =2Y-TC62-Y-TgiEs(0) . 

The sum of the first pair of equations gives 

Ô, =[YC + Y-rA2SYi{E-(0) + E+(-l) + V2[Yg; + Y-Tg;]Es(0)} , 

(A. 18) 
and the sum of the second pair gives 

*2 = [YS+Y-TCV{E-{0)-E*(-l) + UilYg; + Y--Tgï]E,{0)} , 

(A. 19) 
The difference of the first pair gives 

E(-l)+E+(0) = [YC-Y-WStf^VilYg; -Y-Tg;]E,(0) 

= [YC-Y-TA2S][YC + Y-TA2SY1{E-(0)+E+(-l) + lA[Yg; + Y-Tg;]Es(0)} 

-i/>[Yg;-Y-T
g;]Es(0) . 

Since from Eq. (A.2) it follows that 

£ - ( - l ) + E + ( 0 ) = (T*R)[E-{0)*E*(-1)] +(Tsd+Psd)Es(0) , one finds 

T+R = [ FC - y-TA2S ] [ FC + F TA2S ] ' , and (A-20> 

T,ä+Psä = (T+R)K[Yg;+Y-7g;]-v4[y^-y-T&+] . (A.21) 

Similarly, the difference of the second pair gives 

E(-l)-E+(0) = [Y-TC-YS]ô2+K[Yg;-Y-Tg;]Es(0) 

= [Y-TC-YS][Y-TC + YS]-l{E-(0)-E+(-l) + Ui[Yg; + Y-Tg;]Et(0)} 

-V2[Yg^-Y-Tg2)Es(0) 

= (T-R)[E-(0)-E+(-l)]+(Tsd+psd)Es(0) , so that 
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TR = [ F TC - YS] [ YTC + FS]"1 , and (A-22) 

T«-P« = (T-R)K[Yg; + Y-Tg;] + VilYg;-Y-'tg;] . (A.23) 

The equivalence of the expressions for T+R , Eqs. (A. 14) and (A.20), and 
those for T—R , Eqs. (A. 15) and (A.22), is only possible if T and R are 
symmetric matrices, in which case transposing Eq. (A. 14) leads to Eq. 
(A.20) and transposing Eq. (A. 15) leads to Eq. (A.22). It is therefore 
concluded that T and R are symmetric. 

Eqs. (A.21) and (A.23) look quite different from Eqs. (A. 16) and (A. 17), 
respectively. However, substitution of T+R of Eq. (A. 14) in Eq. (A.21), 
and of T -R of Eq. (A. 15) in Eq. (A.23) gives 

iSä+Psä = [ c y T
+ S A 2 r - T M [ C F T - S A 2 y - ' ] i M r i f ; + i ' - T & ] 

- [ c F T + S A 2 y-» ] va [ Yg; - Y-T
g; ] } 

= [CFT+SA2F-1]-1[Cft-SA2^1
+] , and 

Tsä-psd = [ c y - 1
 + SF T ] - 1 {[c r - 1 - sy T ]V4[yf 1 - + F-Tft] 

+ [cy-1
 + s y T ] 1 / i [ ^ - F - T ^ ] } 

= [CY-l + SYT]-l[Cg;-sg;] , 

by which Eqs. (A. 16) and (A. 17) have been reobtained. 

This concludes the solution of the generalized Duntley-equations for a single 
layer, which gives the diffuse reflectances and transmittances for diffuse 
incidence (R and T ) and specular incidence (psd and rsd). 

The directional reflectances and transmittances for diffuse incident fluxes and 
those for specular incidence (called bidirectional reflectance and transmittan-
ce) are solved from the differential equations 
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d E: = wE+ vTE- +v'JE+ -KE; , and 
bàx 

= -w'E-v'TE- -vTE+ +KE, d ^- ...(r, ,T] 

£dx 
j 

In what follows it is assumed that E0
+ and E0 are in exactly opposite direc­

tions. According to Eq.(A.2), the result will be expressed by 

E;(0) = PSOES(0)+PIE-(0)+T]OE*(-1)+TOOE;(-1) , and 

E0-(-l) = T„E,(0)+TIE-(0)+PZE*(-1) + TOOE;(0) . 

For the solution, first the fluxes E0
+ and E~ are separated into single 

scattering contributions E0
+s and E0~' , and multiple scattering contributions 

E0
+d and E~d . 

For the single scattering contributions the diffuse flux vectors E~ and E + 

are ignored, giving 

d E;S= WES-KE;S , and 
bàx 

E0
S = -w' E + KE0

S , of which the solutions are 
bàx 

X 

E;\x) = eKb*[ (wEse
Kb*dx+E;s(-l)e-Kb) , and 

- i o 
E0"\x) = eKbx [ f w ' ^e -^ ' dx + £ / ( 0 ) ] • 

X 

with E, = Es ((tye*** , this gives 

E;S(X) = ?£^le<*+k»* -e-«+k»]EA0) +E;\-l)e-K*l**> , and 
K+k 

EJs(x) = ^-jlekbx - eKbx] Es(0) + EJs(0)eKb* . 

In the latter expression the function ß~(;t) , defined by 
g~(x) = (ekbx-eKbx)/(K-k) , becomes indeterminate for K = k , so in that 
case the limit for K -> k must be taken, which is equal to — bxé0* . 
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For E0
+s at the top (x = 0) and E0

 s at the bottom of the layer (x = — 1) one 
obtains 

E;\0) = -^-[l-e-^k»]Es(0)+E;\-l)e-
Kb , and 

EJs(-l) = ^L[e-kb -t-KI>]Et(0) +Eo-'(0)t-u , 

which can be equated to 

E;\0) =PS
S
OES(0)+TOOE;S(-1) , and 

E-\-\) = TS
S
OES(0) + TOOEO\0) . 

Here T00 is the direct transmittance in the direction of observation and pj 
and TSO

S are the single scattering contributions to pso and TSO , respectively. 
Comparison of the corresponding equations gives 

K+k 

rfo = - ^ - [ e - ^ - e - » ] ( f o r * * * ) , 
K-k 

TS
SO = w'be-kb (for K= k) . 

For the multiple scattering contributions the specular flux is ignored in the 
differential equations, leading to 

d E;" = vTE- + v'TE* -KE;d , and 
bdx 

d E;d= -v'TE' -vTE* +KE~d , of which the solutions are 
bdx 

X 

E*\x) = e - " ' [ f (vTE- + v'TE*)eaxdx +E0*
d(-l)e-a] , and 

o 

E0'
d(x) = eKbx[ \(v'TE- + vTE*)e-KI"ax+E;d{0)] . 

X 

For E0+
d at the top (x = 0) and E~d at the bottom of the layer (x = - 1 ) this 
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gives 

o 
E;d(0) = UvTE- + v'TE+)eKbxàx+E;"(-l)e-Kb , and 

- î 

o 
E~\-l) = c-Kb Uv'TE- + vTEt)tKbxdx + Eo'

d(0)e- -Kb 

This can be equated to 

E;d(0) = pfoEs(0) +p]oE-(0) + TIE*(-1) +TOOE;\-\) , and 

E-\-\) = Ts
d
oEs(0) + TlE-(0)+PlE\-l)+TooEo

d(0) . 

From this it follows again that T00 = e~Kb and 

o 
Psd

oEs(0)+p]oE-(0) + T]oE*(-l) = j ( v T £ - + v 'TE+)e*<"dx = G, , and 
- i 

o 
Ts

d
oEs(0) + TlE-(0)+p]oE+(-l) = e-Kb^(v'TE- + vTE+)e-Kb*dx = G2 

Sum and difference of the above equations give 

(Psdo + Td)Es(0)+(pl + TJo)[E-(0)+E*(-l)] = Gi + Gr , and (A.24.a) 

(Psdo-Tsd
o)E(0) + (pl-Tl)[E-(0)-E+(-l)] = a-G2 . (A.24.b) 

Calculation of the integrals Gx and G2 is facilitated by writing 

vTE- + v'TE+ = V2(vT + v'T)(E-+E*) + V2(vT-v'T)(E--E*) , and 

v ' T £ - + vT£:+ = >/2(vT + v 'T ) ( £ -+£* ) -> / 2 (v T - v ' T ) (£--£•*) . 

By analogy with the vectors ps and qs , associated with s and s ' by 

ps = (k + AYlY-l(s'~s) and qs = (k + A)"1 Y1(s ' + s) , 

one can define the (transposed) vectors pj and qj , associated with vT and 
v 'Tby 

284 



pj = (v'T-vT)Y-r(K + Ayl and qj = (v'r+vT)Y(K + Ayl , which gives 

V T + V < T = q?(K + A)Y-1 and vT-v 'T = -p?(K+A)YT . 

Hence, 

vT>E- + v'TE+ = ttql(K+A)Y-l(E-+E*)-V2pï(K+A)YT(E--E*) , and 

v'TE- + vTE+ = V2qT
v(K+A)Y-x(E-+Et) + lApt(K+A)Y1(E--E+) 

By defining the following integral vectors 

o o 
ƒ / = f Y-\E-+E*)eKbxdx , ƒ / = e ' " f Y'l(E-+E*)e-Kbxàx , 

- î - î 

o o 
f; = f YT(E--E+)eKbxdx , fT' = e"™ f Y1(E--E*)e-Kbxdx , 

- i - i 

one can determine Gx and G2 as 

G, = V2qJ(K + A)f; - KpJ(K+A)f; , and 

G2 = Vi qJ(K + A)f; + V2pï(K + A)f; . 

For the calculation of the vectors fp
+, f~, fT

+ and f~ Eqs. (A. 12) must be 
integrated. The result is based on the integrals of the functions ekbx, C (x) , 
S (x) and J (x) , which can be summarized by 
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f e**xe^dx = (K+kyl[l-e-iK+k)b] = Q+ ; 
- i o 
e-Kb f ekbxe Kbxàx = (K-kyl [ e * f c - e* f t ] = Q' ; 

- i o 
[ C(x)eKbxdx = JX(K)+J^K) ; 

- ï 
o 

e ' " f C(x)e-Kbxdx = J^K) +J2(K) ; 
- i 

o 

|S(jc)e* t adx = -A"1 [ / , (*:)-/2(AT)1 ; 
- i 

o 
tKb f S (x)e-" zdx = A"1 [ . / , (* ) - , / 2 ( t f ) ] ; 

o 
f J(jc)e"*dx = - ( « + A ) - ' [ / 1 ( l t ) e - " - ß * ] = ZT ; 

o 
e - " f J(x)e-Kbxdx = (JT-A:)-1 [ / , (*) - / , ( * ) ] = D 

In the above expressions, ß + = Q+I , and 7!(A:) , J\(K) and J2(K) are 
defined by 

7,(ik) = ( i t -A) - 1 [ e - A 6 - e** ] , 

/ , ( * ) = (K-A)i[eAb-e-Kb] , and 

J2( tf) = (Ä- + A)- 1 [ / -e- ( X + A )*] 

All quantities are diagonal matrices, except Q + and Q ~ , which are scalars, 
but these can also be treated as diagonal matrices when the context requires 
it. 
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Application of the above results gives 

ƒ / = Ub,-L-b2 + [D+(Ap+qs)-Q+ps}Es(0) : 

f; =L^l+LÔ2 + [D-(Aps+qs)-Qps]Es(0) ; 

f; = -A2L-èl+V62 + [AD\Ap^qs)-Q*q5]Es(0) ; 

ƒ / = A 2 L-6 I + L** 2 + [Af l - (Ap, + ^ ) - ß - « J ^ ( ° ) ; 

where V = JX{K)+J2(K) and L- = Al[Jx(K)-J2{K)\ . 

Sums and differences of the above equations give 

ƒ / +ƒ / = 2L+bl + [(D*+D)(Aps+qs)-(Q* + Q)ps]Es(0) ; 

ƒ ; - ƒ / = -2Lb2 + [(D + -D)(Aps+qs)-(Q + -Q-)ps]Es(0) ; 

ƒ„+ƒ/ = 2 L ^ 2 + [A(Z) +
 + D ) ( A / ; j + ( 7 j ) - ( ß ^ ß - ) 9 j ^ ( 0 ) ; 

ƒ ; -ƒ . - = -2A 2L-o 1 + [ A ( ^ - Z ) - ) ( A / , J + ^ ) - ( ß * - o ) < / J ^ ( 0 ) . 

The sum and difference of G, and G2 are given by 

G1 + G2 = V2qJ(K + A)(f;+f;) - KpJ(K+A)(f;-f;) , and 

G,-G2 = V2q?(K+A)(f;-f;)-V2PJ(K+A)(f;+fT-) , 

and substitution of the ƒ-vectors yields 

<VG 2 = [qJ(K + A)L+ +pJ(K + A)A2L-]ô1 

+ V2qJ(K+A)[(D*+D)(Aps+qs)-(Q* + Q-)ps]Es(0) 

-V2PJ(K + A)[A(D + -D-)(Aps+qs)-(Q + -Q)qs]E(0) , and 

GrG2 = [-qJ(K+A)L- -p?(K+A)L+]b2 

+ V2qJ(K + A)[(D + -D-)(Aps+qs)-(Q + -Q-)ps]Es(0) 

-V2PJ(K + A)[A(D + +D-)(Aps+qs)-(Q + + Q)qs]Es(0) . 

The vectors b x and ô2 have been given by Eqs. (A. 18) and (A. 19), respecti­
vely, and are repeated here: 
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a , =[YC + Y--TA2Syl{E-(0) + E*(-l)*Vt[Yg;*Y-Tg;]E,(0)} ; 

62= [YS + Y-TC]-l{E-(0)-E*(-l) + ^[Yg: + Y-Tgi]E,(Q)} . 

Now, Eqs. (A.24) can be written out as follows: 

(P£+T£)E,(.0)+(PZ + T2,)[E-(0)+E*(-1)] = 

[qJ(K+A)L++pJ(K + A)A2L-] * 

[FC + y - T A 2 s ] - 1 {E- (0 ) + ^ ( - i ) + ^[F^ + y -T^]£: î(0)} 
+ ViqJiK + A) [ (D+D) (Aps+ qs) -(Q*+Q-)p,]E,(0) 

-Kpï(K + A)[A(D+-D-)(Ap,+q,)-(Q--Q-)qs]Et(0) , and 

(Psdo-rs
d
o)Es(0)+(pl-rl)[E-(0)-E^-l)] = 

-[qJ(K+A)L-+pJ(K + A)L*] * 

[YS + Y-TCY1{E-(0)-E*(-l) + ^[Yg^ + Y-Tg2]Es(0)} 

+ V2qJ(K + A)[(D*-D-)(Aps+qs)-(Q+-Q-)ps]Es(0) 

-VipJ(K + A)[A(D* + D-)(Ap,+q,)-(Q*+Q-)q,}Et{0) . 

Equating corresponding quantities gives 

p l ^ l = [qJ(K + A)L++pJ(K + A)A2L-][YC + Y-TA2SV1 , (A.25) 

PsU rs
d
0 = {pi * rj0) V2 [ Ygi + Y-?g; ] 

+ ttqJ(K + A)[(D*+D-)(Aps+qs)-(Q + + Q-)ps] 

- ttpJ(K+A)[A(D+-D-)(Aps+qs) -{Q+ -Q)qs] , (A.26) 

pJo-rl = -[qJ(K + A)L-+pï(K+A)L*][YS + Y-TC]-1 , (A.27) 
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Pst- Tsî = (pi - ri) V4 [ Yg[ + Y-tg2 ] 

+ V2qï(K + A)[(D*-D-)(Aps+qs)-(Q*-Q)ps] 

- V2PJ(K + A)[A(D*+D-) (Aps+qs) -(Q++Q)qs] . (A.28) 

The four expressions above can be used to calculate pj , TS„ , pdJ and TdJ . 
However, the reciprocity relations require that the couples (Pdo,psd) and 
(Td0,Tsd) commute when the directions of specular incidence and of obser­
vation are interchanged. Also, pso

d and rj should be invariant with respect 
to this. From the given expressions these properties are far from obvious. In 
order to prove the reciprocity relations, alternative expressions are developed 
now. 

First, by analogy with the g -vectors, which are expressed in ps , qs and k , 
the (transposed) h -vectors are introduced as 

h? =phl+e-Kb)-(pJù+qJ)Jl(K) 
.Y,7 = qj{l-e-'b) +(pÏA + qï)AJl(K) 

h? = p v
T ( l -e-») +(pjA + q?)Jl (K) 

h2
T = ^(l+e-«)-(/»vTA+fvT)AJ1(ff) 

Writing Zl
T = qJ(K+A)L* +pJ(K + A)A2L' , and 

-z2
T = jq1(K^A)L- +pt(K+A)U gives 

PI + *1 =z 1
T [ rC + F-TA2S]-1 , and 

PI-TJO =z2
T[FS + y - T c ] - 1 . 

The (transposed) vectors ZiT and z2
T can be rearranged as follows: 
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Zx = qJ(K + A)L* +pJ(K+A)A2L-
= {qJ[J1(K)+J2(K)]+pjA[Jl(K)-J2(K)]}(K + A) 
= qJUK-AWlO+iK+AWK)] 

-PÏAI-IK-AWWHK + AWK)] 
+ (p?A + q?)J1(K)2A 

+ (p?A + q?)Jl(K)2A 
= qJ(I-e-Kb)C-pjA(I + e-K'')AS+(p?A+qv)Jl(K)[C+AS]A 
= [«v

T(l-e - ^ ) + 0 > V
T A + 9 V

T ) A / 1 ( A : ) ] C 

-[/»v
T(l+e-")-(pv

TA+«v
T)7,(^)]A2S 

= Ä2TC-ÄjTA2S . 

-z2
T = <7V

T(^+A)L- +pf(K+A)ï 
= {9 v

TA-1[J1(^)- /2(^)]+PvT[J r
1(^)+^2(^)]}(^+A) 

+pJ[(K-A)Jl(K) + (K + A)J2(K)} 

+ (q?A-l+pJ)Jl(K)2A 
= ^ A - ' I e ^ - e ^ - Z + e ^ ^ * ] +pv

T[e-A*-e**+/-e(Ji:+A)ft] 

+ (p?A + q?)Jl(kK)2 
= -^A- 'a+e- '^AS+pJa-e - ' ^C+^A+^V^JSDIC+AS] 
= [/;v

T(l-e-^)+(pv
TA+9vV1(^)]C 

-[q?(l+e-Kl>)-(pjA+qJ)AJl(K))S 

= hi C - h2 S 

The result of these rearrangements is expressed by 

pl^l = [A2
+TC-ÄrTA2S][yC + r-

TA2S]-1 , and (A.29) 

P I - T I = [*2"Ts-*iTc][ys + r
T c ] - 1 . (A.30) 

Transposing the above expressions and replacing the h -vectors with the 
corresponding £-vectors gives results identical with Eqs. (A. 16) and (A. 17), 

290 



which proves the reciprocity relation for the couples (p^,, psd) and ( T^ ,rJd). 

In order to prove the reciprocity relations for pj and TJ , first Eqs. (A.29) 
and (A.30) are rearranged and subsequently substituted in Eqs. (A.26) and 
(A.28). For this, Eqs. (A.20) and (A.22) are applied, which give 

T+R = [ yc -y - T A 2 s ] [FC+y- T A 2 s ] - 1 

= / -2F- T A 2 S[FC + r-TA2S]-' 

= - / + 2yC[FC + F-TA2S]-1 , and 

T-R = [ F T C - F S ] [ F T C + F S ] ' 

= 7 - 2 F S [ F T C + FS]-1 

= -7 + 2F-TC[F-TC + FS]-1 

Now, Eqs. (A.29) and (A.30) are written as 

P * + T * = [ Ä 2 T F - 1 F C - Ä ; T F T F - T A 2 S ] [ F C + F - T A 2 S ] - 1 

= lÂh;TY-l(T+R+I) + lÂh;TYT(T+R-I) 

= ^[Ä2TF-1+Ä;TFT](Ä + r ) + ̂ [Ä2
+TF-1-Ä;TFT] , and (A.31) 

PI-TZ = [Ä2 T F 1 FS-Äi T F T F- T C][F T G + FS]-1 

= i/ih2
TY-l(I-T+R) + tth;TYT(-I-T+R) 

= Vi[Ä2TF-1+Ä1-
TFT](Ä-7,) +

 ,/7[Ä2TF-1-ÄiTFT] . (A.32) 

These equations are similar to Eqs. (A.21) and (A.23), the alternative 
expressions for rsd +psd and rsd —psd , respectively. 

Substitution of Eqs. (A.31) and (A.32) in Eqs. (A.26) and (A.28), respecti­
vely, gives 
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* v* [h;TYl-h;TYT] v2[Yg;+Y-T
g;] 

+ V2q?(K + A)[(D*+D-)(Aps+qs)-(Q + + Q-)ps] 

-iApJ(K + A)[A(D+-D-)(Aps+qs)-(Q*-Q-)qs] , (A.33) 

pfo-rs
d
0 = *[h?Y-l+h?YtUR-T)VilYg{ + Y--*gl} 

+ v4[A2-
Ty-1-ÄrTyT]V4[yf t-+y-Tfc] 

+ V4«v
T(« + A ) [ (D*-D-) (Ap I +« I ) - (Ö + -ß-)l» I] 

-V4/»v
T(Ar+A)[A(D + +D- ) (Ap I + ^ ) - (ß* + ß - )« f ] . (A.34) 

As both equations consist of four terms, they are written as 

Pso + Tso = h +h + h +h , and 

The first terms, fj+ and t{~ , are completely symmetric with respect to the 
directions of specular incidence and observation, and therefore will be left 
alone. The second terms, t2

+ and t2~ , are of the form 

t2 = \[hjY'Y--'g2-hWïYgll^\[hT
2gï-h

T
ïg2] . 

where the ' + ' and ' — ' superscripts have been omitted. The first part of this 
expression on the right is symmetric, whereas the second part is anti-symme­
tric, i.e. it changes sign when the directions are interchanged. In both e-
quations, this anti-symmetric part should now be combined with the terms t3 

and t4 , and lead to a symmetric result. Elaboration of this for Eq. (A.33) 
gives 
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\[h;rgi-h;T
g;]*t; + t; = -i(pjA+qj)(K-k)D-(APs+qs) 

- i (pjA-qJ)Jl(k)t-Kb(Aps+ qs) * i (pjA+qJ)J1(K)e-
kb(Apr qs) 

-±pJl(K + k)Q--(K-k)Q-]q, + iq?[(K+k)Q*HK-k)Q-]p, 

*\(plA-qJ)[Jl(k)e-a-Q*](Apl*qt) 

+ \(pjA + qJ)(K + A)D-(Aps+qs) 

-\qJ(K+A)(Q* + Q-)ps + lpJ(K + A)(Q*-Q-)qs 

= l(P:A+q?)(K + k + 2A)D-(Aps+qs) 

+ l(pjA-qJ)Jl(k)e-Kb(Aps+qs)+l(pjA+qJ)Jl(K)e-kb(Aprqs) 

+ ±Q*[(K-k)(p?qs-qJps)-2pjA*ps + 2qJqs] 

-±Q[pï(K + k+2A)qs + q?(K+k + 2A)ps] . 

Similarly, for Eq. (A.34) one finds 

-4 [ h?g\ - h\Tg2 ] + f3- +1; = 1 (pv
TA + qj) (K-k) D (Aps+ qs) 

-i(pjA-qJ)J1(k)eKb(Aps+qs)+±(pjA + q:)J1(K)e-kb(Aps-qs) 

-±ph(K+k)Q* + (K-k)Q-}qs + \qJ[(K+k)Q + -(K-k)Q]ps 

+ \(p?A-q?)[Jl(k)e-a-Q*](Ap,+q,) 

- I (pjA+qJ) (K + A)D-(Aps+ qs) 

-.l-q1AK+A)(Q+-Q-)ps + LpTAK + A)(Q* + Q-)qs 

= -i(pjA + qJ)(K+k + 2A)D-(Aps+qs) 

+ l(pjA-qJ)Jl(k)e-Kb(Aps+qs)+l(pjA+qJ)Ji(K)e-kb(Aps-qs) 

+ lQ+[(K-k)(pïqs-qïps)-2pÏA2ps + 2qJqs] 

+ \ Q- [phK+k + 2A)qs+q?(K + k + 2A)ps] 

In both cases the result is completely symmetrical with respect to the direc­
tions of specular incidence and observation, by which the reciprocity 
relations for pj and rj have been proved. In the expressions for the sum 
Pso +Tsod and the difference pso

d — TJ several terms differ only in sign, 
which makes it possible to obtain less complex expressions for pj and TJ 
separately. Writing 
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a+ = \[h;TYi
+h;TY-'](R+T)[Yg;+Y^g;] 

+ \[h;TY-lY-Tg;-hlTYTYg;} , and 

""•"F-1 +Ä1"
TFT] (R-T)r v" - v T ' 

-T V - 1 V - T „ - _ J , - T v T l 

a' =±[h-2
lY-l

+hïYT](R-T)[Yg-l+Y--rg;] 
4 

+ ±lh?Y-lY-Tgï-hïYTYg-l] 4 

the final result can be expressed as: 

Pst = ̂ a ++a-) + l(Apv-qyJ1(k)e-KI>(Aps+qs) 

+ \Q*[(K-k)(pT
vqs-q

T
vps)-2pT

vA
2ps + 2q1

vqs] , and (A.35) 

rfo = \(a + -a-) + li(Apv+qy(K + k + 2A)D-(Aps+qs) 

+ ±Q-[pTAK+k + 2A)qs+q'!(K + k+2A)ps] . (A.36) 

In the derivation of the directional reflectances and transmittances, which 
was based on the integration of the functions vTE ~ + v 'TE + and 
v 'TE~ + vTE+ , the azimuth transformation by means of the discrete cosine 
transform has not been mentioned, because it is not relevant for the formal 
mathematical results. But in practice it is much more efficient to describe the 
diffuse fluxes by their azimuthal transforms, Em~ and Em

+ , where the mode 
m varies from zero to six (in the example), and the transformed vectors Em~ 
and 2?m

+ have only three elements instead of 36. In this case the inner 
product v TE is written as a summation over all azimuthal modes by 

6 
..T : v'E = £ vlEm , 

m=0 

where vm is a vector of scattering coefficients of three elements, which have 
been transformed by the inverse DCT. For the contribution to vJE from a 
single zenith zone one can write 
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c = vxEx + ....+ vnEn , 

where Ex to Eu are the fluxes in the twelve azimuthal sectors, and V! to v12 

are the associate scattering coefficients. Because of the symmetry with 
respect to the principal plane, this can be written as 

c = vI£1+(v2 + v12)£2 + ....+(v6 + vg)£6 + v7£7 

= £1v1+£2(v2 + vI2) + ....+£6(v6 + vg)+E7v7 , or 

c = ETv . 

Since the azimuthally transformed flux vector E ' = WE , and W2 = 12/ , 
WE ' = 12E , or 12ET = E 'TWT . This gives 

c = E'T(±WTv) = E'Tv' . 
v 12 ' 

From this it is concluded that incorporation of the inverse DCT for the 
vector of azimuthal scattering coefficients v consists of applying the matrix 
(1/12)WT to a vector which consists of the elements v^ (v2 +v12),...., 
(v6 +v8) and v7 . This transformation must be executed for each zenith zone 
and the results are placed in vectors vm . 

Equations (A. 14) to (A. 17), which give T+R , T —R , rsd+psd and rsd -psd, 
(A.29) and (A.30), which give PdJ +T(to

T and pj -TdJ , and (A.35) and 
(A.36), which give pso

d and rsf , are all applicable for each mode m , and 
the inverse DCT must be applied in order to express the results in untrans-
formed incident diffuse fluxes. For pj and Tso

d this boils down to a summa­
tion over all modes, so that one can write 

6 

Pso = f*™ + X) P»(m> • a n d 

m=0 

6 

where pj and TJ are the single scattering contributions given by 
pJ = wQ+ and rso

s = w'Q- . 
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Appendix B Approximations for small and infinite optical thickness 

I. Small optical thickness 

The functions depending on the optical thickness b are approximated as 
follows: 

Ce = I+I-Ab = 21-Ab ; 

Sf = A-'lI-U-Ab + ViA2^)] = b[I-VzAb] 

From this it follows that (C- 'S) e = xhbl 

/ , ( * ) , = (ifc-A)-1[(7 -Ab + lAA2b2) - (ƒ -kb + Vilâb2)} 
= b[I-lA(k + A)b] ; 

J^KX = b[I-lA(K + A)b] ; 

D; = (K-kynJ^x-J.iKX] = xhb2l ; 

[ ^ W e - " ] , = b[I-lA(2K + k+A)b] ; 

[7,(Ä:)e-**]e = &[ / -Vi(2* + tf+A)fc] ; 

Q\= b[l-V2(K+k)b] ; 

ß - , = b[l-U{K+k)b] ; 

From Cf and Se one finds (Ä +T)e and (R —T)t as follows: 

Ä + r = [ c y T + s A 2 y - 1 r 1 [ c r r - S A 2 r - 1 ] 

= [/ + y T C - 1 S A 2 F - 1 ] - ' [ / - y - T c 1 S A 2 y 1 ] 

so (R + TX = [I+Y-JlAbIA2Y-1rl[I-Y-T^bIA2Y-'] 

= [/+vifcy-TA2y-1]-1[/-vifty-TA2y-1] 

« / - ^ y TA2y * = i-b(A-B) 
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R-T = [ s y T + c y ' ] 1 [ s y T - c y ' ] 

= [ y c 1 S F T
+ / ] - 1 [ y c 1 s y T - / ] 

so (R-T\ = [YViblY1 + ƒ l 1 [YV2bIYr-1} 

= [lAbYYT + iyl[V2bYYT-I] 

« -I+bYYr = -7+ft(A+B) . 

By means of the g -vectors, first order approximations appear to be sufficient 
in order to find (psd +rsd)t and (psd —7sd)l . In this case the g -vectors are ap­
proximated by 

(g;\ = (2-kb)ps-b(Aps+qs) = 2ps-b[(k + A)ps+qs] 

(&*)« = kbqs + Ab(Aps+qs) = b[(k + A)qs+A2ps] 

(gi")e = kbps+b(Aps+qs) = b[(k + A)ps+qs] 

(ft), = (2-kb)qs-Ab(Aps+qs) = 2qs-b[(k + A)qs+A2ps] 

Now, 

Psä^sä = [CYT*S\2Y-l]-i[Cg;-SA2g*l] 

= [ / + F - T C- 1 SA 2 F- 1 ] 1 [F - T g 2
+ - y - T C- 1 SA 2 ^ ] 

« bYr[(k + A)qs + A2ps] -bY-JA2[ps-
1Âb(k + A)pr

lÂbqs] 

« OF T(Ä;+A)9J = b(s' + s) 

Similarly, 
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= [YC-lSYT + I]-l[YC-lSgi-Ygi] 

s o (Psä-rSä\ Ä [I*làb{A*B)YiVAbYgl-Ygl\ 

« ôy[<?i-
1/2è(A: + A)^-1 /2ÔA2 /7j - Ä y [ ( * + A)/>,+ 0,] 

« -&y(*+A)/>f = - A ( s ' - s ) = b(s-s') 

Approximations up to the second order in b are necessary in order to analyze 
the behaviour of pj and TJ for small b . For the g -vectors and the A -
vectors this gives 

(*D. = 2prb[(k + A)ps+qs] + ttb2[(k2 + kA+A2)ps+(k + A)qs] 

( f t ) , = b[(k + A)qs+A2ps]-V2b2[(k2
 + kA+A2)qs+(k+A)A2ps] 

(gi)t = b[(k + A)ps+qs] -V2b2[(k2
 + kA + A2)ps+(k + A)qs) 

( f t ) , = 2 ^ - ö [ ( * + A ) ^ + A
2 / g + V2Ö2[(*2

 + *A + A 2 ) 0 , + ( * + A )A 2 / g 

(ÄD, = 2pv-b[(K + A)pv+qv] +Kb2[(K2
 + KA+A2)pv+(K + A)qv] ; 

(A2*)e = b[(K + A)qv+A2pv]-V2b2[(K2
 + KA+A2)qv+(K+A)A2pv] ; 

(ftj), = *[(Jf+A)pv+«w] -V4A2[(J:2
 + A:A+A2)/»v+(ff+A)tfv] ; 

(Ä2-)e = 29 v-ô[(u:+A)(7v + A
2/;v] + V2Ô2[(/i:2 + / i :A+A2)gv+(/(: + A)A2/,v] . 

From the equations for pj and TJ one can write 

4(pi0
d)£ = 2 (a +

+ a- ) £ + ( p v
T A - 9 v

T ) ô [ / - ^ ô ( 2 / i : + ^ + A ) ] ( A p J + ^ ) 

+ (pv
TA + <7 v

T )è [ / -^ö(2A: + / i : +A)](A/ ; J -^ ) 

+ b[l-ttb(K+k)][(K-k)(p?q-qJps)-2pjA2ps + 2q?qs ) , and 
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4 (T^ ) ( = 2(a*-a-)( + (P^ + qJ)(K + k+2A)V2b2I(Aps+qs) 

-b[l-V2b(K + k)][pJ(K + k + 2A)qs+qJ(K + k + 2A)ps] , giving 

4(P^ + A = 4a\+pJ[-2b(k + A)+b2(K+k + A)(k+A)]qs 

+ qv[-2b(K+A)+b2(K+k + A)(K + A)]ps 

+ qJb2(K + k + 2A)qs , and 

4(p JO
r f-A = Aa\ + p?[2b(K + A)-b2(K+k+A)(K+A)]qs 

+ <?V
T [ 2b(k+A) -b2(K+k+A) (Jfc+A) ]ps 

-pJb2(K+k+2A)A2ps . 

Using (R+T)t in the expression for a +
( gives 

Aa\ = [h;TYl
+hlTYTl [I-bY-TA2Y-l][Y-Tg; + Yg;i 

+ [h;TY-iY-^g;-h;TYTYg;]e 

-[2h;TY-iY^g; + h;Tg; + hi7g;]( 

-b [ Ä2
+T y-1

 F-TA2 y-1 y Tg2
+ + Ä2

+T Y\ Y-TA2
g; + Ä;TA2 y-1

 Y-T§; + Ä;TA2g; ]e 

From this result, the term [-£Ä2
+Ty_1y~TA2y~Iy~Tg2

+](, is neglected, 
since its lowest order contribution is proportional to b3 . Substitution of the 
second-order approximations of the g-vectors and h -vectors and retaining 
only the terms up to the second order in b gives as a result 

Aa\ = 2b2[qJ(K+A)+p?A2]Y-lY-T[(k + A)qs+A2ps) 

+ 2b[q?(K + A)+pjA2]ps + 2bp?[(k + A)qs+A2ps] 

-b2{[q?(K2 + KA+A2)+pjA2(K+A)]ps + [qJ(K + A)+p?A2][(k + A)ps+qs}} 

-b2{pJ[(k2
 + kA + A2)qsHk + A)A2ps]+[pJ(K+A)+qJ][(k+A)qs + A2ps]} 

- 2b2 [ q?(K + A) +pv
TA2 ] y"1 YTA2ps - 2è2pv

TA2y' Y'T [ (Jfc +A)9j+A2/? i ] 
-4&pv

TA2pj+2ô2{pv
TA2[(fc + A )p i + 9 j ]+ [p v

T (u : + A)+<7v
T]A2pJ} , 

299 



which can be reduced to 

Aa\ = 2b[qJ(K + A)ps+pJ(k + A)qs] 

+ b
2{2q?(K + A)Y-lY-T(k + A)qs-p?(K+k + A)(k + A)qs 

- q?(K+k+A) (K + A)ps - qJ(K + k + 2A)qs} . 

Using (R — T X in a similar elaboration for a ~( gives 

Aa-e = [h-2
TY-l+hlTYr]€ [-I + bYY^MY-Tg-i+YgH 

+ [Ä 2
Ty- 1 r -^ 2 - / i 1 -TyTy^] e 

= [ - 2 Ä ^ T F T y ^ r - Ä 2 V - Ä i T ^ ] e 

+b[hlTgi +h2
TYJYg; +h-1

TY'TYg2 +h\JYTYY^Ygx\ . 

From this, the term [bhl~
TYrYYTYg1~]( is neglected, since it is propor­

tional to ô3 . Substitution of the second order approximations of the g-
vectors and h -vectors and retaining only the terms up to the second order in 
this case gives 

4ac = -2b2[pJ(K+A) + qJ]Y?Y[(k+A)ps+qs] 
-2b[pJ(K + A)+q?]qs-2bqJ[(k+A)ps+qs] 

+ b2{[pJ(K2
 + KA+A

2)+qJ(K + A)]qs + [pJ(K + A)+qJ][(k + A)qs+A
2ps]] 

+ b
2{q?[(k2 + kA+A

2)ps+(k + A)qs]+[qJ(K+A)+p?A2][(k+A)ps + qs]} 

+ 2b2[p:(K + A)+qJ]Y*Yqs + 2b2qjYTY[(k + A)ps+qs] 

+ 4bqJqs-2b2{qJ[(k + A)qs+A
2ps]+[qJ(K + A)+pjA2]qs} , 

which reduces to 

Aac = -2b[qJ(k + A)ps+PJ(K + A)qs] 

+ b2{-2pJ(K + A)YTY(k + A)ps+qJ(K + k + A)(k + A)ps 

+pJ(K+k+A)(K+A)qs+pjA2(K+k + 2A)ps} 

Finally, substitution of a +
c and a ~t in the expressions for (pso

d +Tso
d)t and 

(PJ-TJ\ gives 
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Wpâ + TÏ)t = 2b2qJ(K+A)Y-1 Y-T(k + A)qs , and 

HPst-rfoX = -2b2p?(K+A)YTY(k + A)p, . 

Substitution of p J , qj ,ps and qs in these expression gives 

iPsUr^X = >/2&2(VT
+vT)(s' + s) , and 

(Psî-rfol = - ^ 2 ( v ' T - v T ) ( S ' - s ) . 

From the sum and difference of the above equations one obtains 

(ps
d
0\ = Kb2(v'Ts + vTs') , and 

(rj)é = V^2(v'V + v
Ts) . 

II Infinite optical thickness 

In this case the functions depending on the optical thickness b are approxi­
mated by: 

Q\ = o 

S„ = A"1 ; 

J^K)x=0 ; D O 

As the exponential functions e ** and e Kb also become zero for infinite 
optical thickness, the g -vectors and h -vectors are approximated by 

( * f ) . = Ps ' (fc*)„ = Qs '•> (#i~)~ = Ps ; ( & ) „ = 9 , ; 

(* î ) . = Pv ; (*2). = ?v ; (Äi)« = Pv ; (*2)„ = qv 

With the above approximations one obtains 
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(A + r ) œ = [Yr+AYl]-l[YT-AYl] ; 

(RT)x= [A'iYT + Y-iyl[A-1YT-Y-1] = [ F ^AF" 1 y1 [ YT-AY1 ] 

From this it follows that T„ = O and Ra = [Y T+AF" 1 ] - 1 [Y r-AY~1] . 

For (psd +r*)m and (psd -Tsd)x one finds 

<P--*J- = [ A - T + r ' l - ' IA- ' j , - ; , ] = [FT
+AF-']-![*,-Apf] 

= (P** + T J - • 

From this it one obtains (T^)«, = 0 and 

( p J . = [yT+Ay->]- I[«J-A/»J] . 

For the terms a+ and a~ substitution of the g -vectors and h -vectors, and of 
R +Tand R -T for b = oo gives 

a\ = a-x = i(p:Y^qjY-l)Ra>(Yps+Y--rqs)+i(qjY-lY^qs-pjY-TYps) 

This gives (jj)m = 0 and 
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Appendix C Extinction and scattering coefficients of the SAIL model 

The extinction and scattering coefficients of the SAIL model are based on 
those for specular fluxes and a fixed leaf orientation. 
In order to include also hemispherically diffuse (semi-isotropic) fluxes, first 
it is determined what portions of a downward semi-isotropic irradiance E~ 
are incident on both sides of a leaf inclined at an angle 0, . The radiance of 
the upper hemisphere in this case is constant and equal to L~ = E~/ir . In 
Fig. C.l it is illustrated that by means of a vector p , which is perpendicular 
to the vertical n and the leaf normal t , spherical co-ordinates can be 
employed which facilitate the integration, namely a "zenith" angle a and an 
"azimuth" angle ß . In this co-ordinate system the vector I is given by a = 
7i72 and ß = ir/2 — 0, . The irradiance contribution from an element of the 

Fig. C. 1 On the calculation of the diffuse irradiance on a leaf 

upper hemisphere with solid angle dß = sin a dad/3 to the total irradiance 
on the leaf is given by 

d£,. = L~ 11 .v | dß , 

where i = ( 0 ; sin 0, ; COS0, ) , 
and v = ( cos a ; sin a cos ß ; sin a sin ß ) . 

For the inner product this gives t .v = sin a [ sin0f cos ß + cos 0, sin ß ] = 
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sinasin(/3+0,) , so that 

dEj = L~ | sin2 a da sin(ß+6t) d/3 | 

The absolute value must be taken since the inner product I .v becomes 
negative for ß+8( > ir . In that case the lower side of the leaf is il­
luminated. Therefore, the integration is carried out separately for the upper 
and the lower side of the leaf. For the upper side of the leaf one finds 

•*-», 

El = L' f shfada f sin(/3+0,)d|3 = L". — [ -cosir+cos0,] 
o o 

1 + COS0, 
= irL 

For the lower side of the leaf the result is found as 

•K TT 

E2 = L' f sin2ada [ -sin(/3+0,)d/3 = L'. — [cosir-cos(7r+0,)] 
o »-«, 

1 -COS0, 

From these results it is concluded that £, +E2 = xL~ = E~ , so the ir-
radiance intercepted by an inclined leaf equals the total incident irradiance, 
regardless of the leaf inclination angle. The fractions incident on both sides 
are called ƒ, = ( 1 + cos 0, ) / 2 and f2 = ( 1 — cos 0, ) / 2 , where ƒ, is the 
greater of the two. The same fractions are obtained for the interception of 
upward diffuse incident flux and for the contributions to scattered diffuse 
fluxes if the radiances of both sides of the leaf are given. 
Together with the factors fs and f0 , which are introduced in chapter 7, the 
extinction and scattering coefficients for fixed leaf orientation are easily 
expressed as follows. 

Extinction coefficients: 

*(*«.*i) = Uil 
K(flltVl) = \f0\ 
K{0,,V,) =A+f2= i 
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or 
or 
or 
or 
or 

~fsTfo 
-fsirfx + Pfi) 
-fs(pfi + rf2) 
-ViT+f2p)f0 

-<flP+flT)f0 

Scattering coefficients: 

w(d,,<Pt) =fspf0 

S(ßt,<Pt) =fs(fifl + Tf2) 
s'(6t,<pt) =f,(Tfl + pf2) 
v («,,*>,) =<flß+f2T)f0 

V'(0,,*<) = (flT+f2P)fo 
o (6, #t ) = f, (p ƒ, + Tf2 ) + f2 (*•ƒ, + p /2 ) 
*'(««,*,) = ƒ» (Tƒ, + Pk ) + /2 (Pfi + Tf2 ) 

The SAIL coefficients are now obtained by averaging the above coefficients 
over the leaf azimuth angle <pt , under the assumption of a uniform leaf 
azimuth distribution. 
For the coefficients K , a and a ' the results are equal to those listed above, 
as the factors ƒ[ and f2 are independent of the leaf azimuth, giving 

K (dg ) = 1 , and taking sum and difference of a and a ' gives 

a(ßt) + a'(ßt) = tfi+/2)(P+r)(/i+/2) = p + r , and 

<j(e,)-o'(Ot) = (fi-f2)(p-T)(fl-f2) = ( p - r )cos 20, , so that 

o(6t) = Vi [p + T +(p-r)cos2dl] , and 

<r'(0,) = xA[p + T-(p-T)cos2et] 

For the azimuthal averages of the factors fs and f0 , these are integrated 
separately over the positive and negative parts. The factors fs and/, are given 
by 

fs = [Cs + Sscos(pt]/cosöJ , and 

fo = [C o +5 ocos(^-^) ] / | cos0 o | , 

with Cs = cos0, cos8s ; Ss = sin0, sin8s ; 

C0 = cos0fcos0o ; S0 = sin0,sin0o . 

The factor fs becomes negative if 5, > Cs and 2ir - ßs > <pt > ßs , where 
ßs - arccos(—Cs/Ss) . This gives 
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*<«,)-/.•/--£}/,*. •£ƒ**, 

The factors fsl and fsb are the contributions to the azimuthal average from 
leaves illuminated at the top and at the bottom, respectively, and these are 
given by 

fsl = —l—ä lßscs+ sss'mßs ] . a n d 
" ircosds

 s s s s 

fsb = — - ^ r [ ( l 8 , - i r ) C f + Sfsinj8,] . ircos6s s s s 

From the sum of both the extinction coefficient k (0,) is found as 

k(6t) = l[(ßt-T/2)C,+Stsmßt]/cos6, . 
IT 

The azimuth angle ßs is equal to half the range of <p, over which the top side 
of the leaf is illuminated. In case Ss < Cs , the top side is illuminated for 
any <pt , so in this case ßs equals IT , and one obtains k (0t) = Csl cos 0, = 
cos0f . 

Similar considerations for the factor f0 lead to the half azimuth range ß0 = 
arccos(—C0IS0) over which the upper side pf the leaf is observed. Again 
one may set ß0 = ir if S0 < C0 . For the determination of the extinction 
coefficient in the viewing direction, K(ßt) , it is assumed that viewing is 
from above, so that 60 < -K 12 and C0 > 0 . In that case f0 is negative if S0 

> C0 and 2TT - ß0 > <p, - $ > ß0 . 

The factors fot and fob are the contributions to the azimuthal average from 
leaves observed at the top and at the bottom, respectively, and are given by 

ƒ„, = — - — [ ft, C + 5„sinô ] , and 
°' TTCOSO " ° ° " 

O 

ob ircos0o ° ° ° ° 
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From the sum of both the extinction coefficient K(dt) is found as 

K(0t) = 2 [ ( j80-x/2)C0 + S,sinj8J/cosfl0 . 
TT 

The scattering coefficients s(dt), s'(dt), v(0,) and v '(0,) are easily obtained 
by making use of the factors fs, , fsb , fot and fob , which were applied in the 
derivation of the extinction coefficients k(6() and K(6t) . This gives 

HO,) =fApfi + rf2)+fsb(rfl + pf2) , 
s'Wt) =fATfi+PÂ)+f*(Pfi + Tf2) , 
vißt ) = (ƒ,P + f2r)fol + (ƒ, r +f2p)fob , 
v'(ßt) =(f1r+f2p)fot + (f1p+f2T)fob . 

Taking sums and differences of s (0,) and s '(6t) gives 

s(6t)+s'(ee) = (ƒ„+/*)(p + OCA +/2) = (p + T)k(6e) , and 
S (0,) - s '(6t) = (ƒ„ - fsb) (p - r ) (ƒ, - / 2 ) = (p - r)cos20, , or 

5(0,) = lM(p + T)£(0,) + (p - T ) C O S 2 0 , ] , and 
S '(of) = V2[(p + T ) ) t ( 0 , ) - ( p - T ) C O S 2 0 f ] . 

Similarly, for v (0,) and v '(0,) one obtains 

v(0,) + v'(0,) = (ƒ, +/2)(p + r)(/0 ,+/o f t) = ( P + T)AT(flf) , and . 
v(Ö,) - v '(0,) = (ƒ, - / 2 ) ( p - T)(/or - /ofc) = (p - r)cos20, , or 

v(0f) = ^ [ ( P + T)A"(0,) + ( P - T ) C O S 2 0 , ] , and 

v'(0,) = lA[(p + T)K(6,)-(p-T)cos26t] . 

The bidirectional scattering coefficient w (0,) is determined from the integral 

w(6t) = —[w(d(,<pl)d<pl , 

where w(6t,<p,) equals fspf„ if the product/JÔ is positive and is equal to 
~fsTfo if/j/o is negative. In the first case illumination and observation are 
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at the same side of the leaf, whereas in the second case they are at different 
sides of the leaf. 
For the analytical integration the product fj„ is written out as 

fsfo = [C, + Sfcos?,][C„ + S0cos(¥>,-tf)] / |cos0,cos0J 

CSC0 + ViSsS0 cosv/' +SSC0 cos<pt + CsS0cos(<pt -\p) + iASsS0cos(2<pt-\p) 

| cos8s cosd01 

The indefinite integral of the numerator is called J(<pt) and given by 

J{fPt) = [CsC0 +
 l/iSsS0cost)<pl+SsC0sm<pt + CsS0sm(<pl-xl,) 

+ WS,S0sin(2?f-*) . 

Now, let J+ denote the part of J(<p,) over the ranges of <pt for which the 
product fsf0 is positive , and J~ the integral over the ranges of <pe for which 
it is negative. In that case one can write 

w(0,)|cos0,cos0J = — [pJ'-rJ-] (C.l) 

Since J+ + J~ = J(2ir) -J(0) = 2ir[CsC0 + Vi SSS0 cos ip] , it is sufficient 
to determine only / " by writing 

w(ôf)|cosefcosflJ = ^ - [ p ( 7 + + 7 - ) - ( p + r ) / - ] . 
2ir 

The calculation of J~ is difficult, because several different cases must be 
distinguished, since in general there are two ranges of <pt for which the 
product fj0 is negative and the lower and upper boundaries of integration 
vary depending on the relative azimuth difference \f/. However, a detailed 
analysis has resulted in the conclusion that by means of two auxiliary 
azimuthal difference angles Aj and A2 the number of different cases can be 
reduced to three. The angles A, and A2 are defined by 

Aj = |& -ß0\ and A2 = x - \ß,+ß0-v\ . 

The different cases are found by placing the angles \[t , Al and A2 in ascend­
ing order. Since A2 is always greater than or equal to Aj , three cases 
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remain, namely \J/ < A, , A[ < \p < A2 and \p > A2 . By assigning the 
angles ft , ft and ft to the minimum, the median and the maximum of the 
angles i/' , A! and A2 it is possible to express the integral J~ in a single 
formula, which reads 

J' = ß2Tl{9t)-TM , 

where r, (6t) = 2CSC0 + SS S0 cos \p , and 

T2 (0,) = sin ß2 [ 2 Ds D0.+ 5, ft cos ft cos ft ] , 

in which Ds = — Cs I cos ft and D0 — — C0I cos ft . 

Note that D, = Ss if ft < TT and D, = C, if ft = ir . Also, D0 = S0 if 
0 < ft < TT , D0 = C0 if ft = TT andD0 = - C0 if ft = 0 . 

Since J+ + J~ appears to be equal to TT TX (6,), J+ is given by 

J+ = (*-ß2)Tl(dl) + T2(6l) . 

Application of Eq. (C.l) then gives 

w(0,) = ^ - [ P ^ ( O , ) + T F 2 ( 0 , ) ] , 
Lit 

and F2(0f) = 

IcosöjCosöJ 

|cosöJcos0o| 

This concludes the derivation of the extinction and scattering coefficients of 
the SAIL model. 
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