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STELLINGEN 

(1) 

Het is naïef te denken dat statistische selectiemethoden het 'kwekersoog' kunnen vervangen. 
Wel kunnen ze dit oog openen voor de onzekerheden waaronder de veredelaar werkt en aldus 
een waardevolle aanvulling zijn op de huidige praktijk. 

(dit proefschrift) 

(2) 

Bij het vergelijken van een lokaal ras, dat slechts op één locatie beproefd wordt, met andere 
rassen heeft het vaak zin informatie over de prestaties van laatstgenoemde rassen op andere 
locaties hierbij te betrekken. 

(dit proefschrift) 

(3) 

In rassenonderzoek is een gecombineerde reeks proeven veel belangrijker dan één individuele 
proef. Het is daarom niet terecht dat de theorie over het ontwerpen en analyseren van 
rassenproeven zich grotendeels richt op laatstgenoemd type proef. 

(4) 

Bij toepassingsgericht onderzoek neemt de onderzoeker te snel de rol van Procrustes op zich. 
Hij overschat daarbij de flexibiliteit van de randvoorwaarden zoals gesteld door de praktijk. 

(5) 

Voor statistische computerprogrammatuur, aangeboden op de commerciële markt, zou een 
keurmerk in het leven moeten worden geroepen. Dit keurmerk zou verleend kunnen worden als 
de programmatuur technisch correct is en de vooronderstellingen bij en de beperkingen van de 
gebruikte achterliggende theorie duidelijk vermeld zijn. 



(6) 

Daar computersimulatie succesvol gebruikt kan worden bij de praktische toepassing van 
statistiek en in de exploratieve fase in statistisch onderzoek en onderwijs, moet deze techniek 
deel uitmaken van de denkwereld van iedere statisticus. 

(7) 

Vakkenevaluatie met behulp van een standaard vragenlijst is éénzijdig en vertekenend. Beter 
kan het welslagen van een vak bewerkstelligd worden door open overleg tussen docent en 
studenten gedurende de onderwijsperiode. 

(8) 

Het houden van referenda om de Bestuurlijke Vernieuwing gestalte te geven leidt niet tot het 
beoogde doel. Om tot een vernieuwing van de houding van bestuurders te komen, is een 
communicatieve benadering essentieel. 

(9) 

Het is wenselijk positieve discriminatie van vrouwen bij sollicitatieprocedures te modelleren 
en met behulp van simulatiemethoden de kans op correcte selectie te schatten. 

(10) 

Als een promovendus zijn proefschrift ziet als zijn levenswerk verdient het aanbeveling dat hij 
ter gelegenheid van zijn pensionering promoveert 

CJ. Dourleijn 
On Statistical selection inplant breeding 
Wageningen, 22 maart 1993 



Voor mijn ouders 

Aan Miranda 
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CHAPTER 1 

Introduction 

Theory and practice are often two different worlds. This is also largely true 

for the theory of statistical selection and the plant breeding practice. However, in 

this thesis we will try to combine both fields. In 1.1 a brief introduction to the 

theory of statistical selection is given. Introductory remarks about selection in the 

plant breeding practice are made in 1.2. Next, the objective of this doctoral research 

is described in 1.3. Finally, the outline of this thesis can be found in 1.4. 

1.1 Statistical selection 
In everyday life we frequently come across stochastic variables of which we 

do not know the expected or true value but only observe their realisations. To make 
a good guess about the expectation of such variables a statistical model is 
constructed for the observations and the model parameters are estimated. In the 
agricultural sciences often several treatments are being compared. These 
treatments can be different (amounts of) fertilisers, different feeding regimes, 
different plant varieties, etcetera. To compare the various treatments, the 
experimenter performs an experiment in which the treatments are applied and 
observes the outcomes for each treatment. Reality is simplified into a model for 
the observations that contains parameters corresponding to the treatments. These 
treatment parameters are estimated, and the treatments are compared through these 
estimates. 

Now assume that the objective of the experimenter is to decide which 
treatment is the best (with 'best' defined appropriately) and to select this best 
treatment. This goal cannot be reached with the traditional statistical inference 
procedures such as testing the assumption that the parameters of all treatments are 
equal (see e.g. Lehmann, 1986) or multiple comparisons procedures (see e.g. 
Hochberg & Tamhane, 1987). Therefore, statistical theory was developed to deal 
with selection problems. The inference corresponding to statistical selection is a 
statement about the probability of correct selection. A selection is called 'correct' 
if the best treatment is selected. The founders of this theory were Robert E. 
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Bechhofer and Shanti S. Gupta. The former started the statistical selection theory 
with Indifference Zone selection (Bechhofer, 1954), where only one treatment is 
selected and the probability of correct selection is guaranteed if the distance 
between the parameter of the best treatment and the parameter of the second-best 
treatment is at least equal to some prespecified value. Gupta (1965) developed the 
theory of subset selection, where a random sized subset is selected (with the use 
of a selection rule) and the inference is made that the probability of correct selection 
is at least equal to some prespecified value. Thanks to many researchers, the theory 
of statistical selection has extended enormously, as appears from the hundreds of 
articles on this topic. 

1.2 Selection and plant breeding 
The main goal of the experimenters in the plant breeding practice is to develop 

new varieties that are better than the existing ones, which are currently on the 
market (see also Kempten & Talbot, 1988). New genotypes are created by 
traditional crossing or biotechnological methods. These genotypes have to be 
compared mutually and with control varieties in order to make a selection. 
'Selection' in the plant breeding context is often understood as the cycle of 
choosing a certain percentage of a population of plants and allowing these plants 
to cross mutually, choosing plants in the next generation and allowing them to 
cross mutually, and so on. This way a selection programme is obtained that leads 
to better genotypes, hi this thesis however, we mean by 'selection' the process of 
choosing genotypes because we hope that these particular genotypes can be 
marketed. The selected genotypes are submitted to the official variety testing 
authorities and further tested and selected. Consequently, it must be possible to 
reproduce the selected genotypes. 

To compare different varieties, they are grown in various experiments at 
different sites and sometimes in several years. The results of just one experiment 
at a certain site in a particular year are not sufficient to base the ultimate selection 
on. Therefore, series of variety trials are very important in the plant breeding 
practice. 

The statistical selection procedures introduced in 1.1 are rarely used in the 
plant breeding practice. In text books about plant breeding the type of selection 
introduced in 1.1 is almost never mentioned. An exception is Mayo (1987). 
However, the attention he pays to the subject is restricted to a (rather curious) 
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reference to a correction note of Bechhofer, corresponding to one of his articles 

about Indifference Zone selection. To analyse the experiments statistical 

(estimation) theory is greatly used, but the decision how many varieties to select 

is seldomly founded on statistical theory. 

1.3 Objective of this study 
Since 1954 the theory of statistical selection has grown rapidly. However, 

the practical application of statistical selection procedures has been an 
underdeveloped area. This has also been recognised by the statistical selection 
researchers of the first hour (e.g. Bechhofer, 1985). 

The objective of this study is to explore the possibilities to use statistical 
selection in the plant breeding practice. The plant breeding practice seems a suitable 
application field because selection is the essence of plant breeding. However, 
problems have to be expected because the experimental designs used are often not 
the relatively simple ones such as the completely randomised designs or 
randomised complete block designs. Also, the selection has to be based on 'mean 
performance' results from a series of trials. 

Before the selection rules can be executed, parameters corresponding to the 
varieties have to be estimated as good as possible. The specific designs and the 
series of experiments used in the plant breeding practice can hamper the estimation 
of the variety parameters. Before applying selection rules these difficulties have 
to be dealt with. 

Besides translating existing statistical selection procedures into variety testing 
terminology, new selection procedures have to be developed if necessary. It must 
be made possible to execute the selection rules corresponding to the various 
selection procedures for every experimental design used in the breeding practice, 
including designs associated with series of trials. This means that it must be possible 
to calculate the so-called selection constants of the selection rules for every design. 

The practical application of statistical selection procedures in plant breeding 
might ask the development of computer software. With large numbers of varieties 
to work with, the use of the computer to calculate the selection constants and to 
execute the selection rules is a must. 

Briefly said, the objective of this study is to bridge the gap between statistical 
selection theory and the plant breeding practice. 
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1.4 Outline of this thesis 
Since this thesis deals with the application of statistical selection procedures, 

the application field has to be studied first. Therefore, chapter 2 is concerned with 
the course of the sugar beet breeding practice. The author spend some time at the 
research unit of the Royal Vanderhave Group at Rilland, The Netherlands, to study 
this branch of plant breeding. In chapter 2 the breeding programme of sugar beets, 
the types of experiments performed during the breeding process and the current 
selection methods are described. This chapter reveals several difficulties that have 
to be overcome before statistical selection procedures can be used successfully in 
the breeding practice. 

In our view statistical selection comes in two parts. The first part is to estimate 
the parameters on which the selection has to be based as good as possible. The 
second part is the performance of statistical selection procedures. Chapter 3 deals 
with the estimation of contrasts between variety values, using linear models for 
the observations of the varieties. These contrasts are sufficient for selection 
purposes. Much of chapter 3 was written in close co-operation with dr. A.C. van 
Eijnsbergen. 

First, the estimation procedure for a single trial is described, using the fixed 
additive model or the mixed additive model. However, in the plant breeding 
practice series of experiments are often more important than a single trial. 

In the second part of chapter 3 the best linear unbiased estimators (BLUEs) 
corresponding to a series of experiments are obtained by combining the BLUEs 
from the separate trials. How this must be done depends also on the model chosen. 
It appears that the series of experiments can be designed in such a way that the 
separate estimates can be combined relatively easy. An article based on this part 
of chapter 3 is submitted to the Journal of Statistical Planning and Inference, and 
is entitled : Combining estimators from a series of variety trials, by C.J. Dourleijn 
& A.C. van Eijnsbergen. This article appeared as prepublication as Technical Note 
92-08 of the Department of Mathematics, Agricultural University Wageningen. 

The third part of chapter 3 deals with another type of design typical for the 
plant breeding practice : the concatenated trial. This trial can be divided into a 
number of subtrials that are only connected with each other through a small number 
of control varieties. Here the BLUEs corresponding to the concatenated trial can 
be obtained by combining local BLUEs corresponding to the subtrials. The theory 
of this part is also elaborated in an article entitled : Combining estimators from 
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variety trials that are connected by control varieties only, by C J. Dourleijn. This 
article is submitted to Communications in Statistics - Theory and Methods, but is 
already available as prepublication as Technical Note 92-09 of the Department of 
Mathematics, Agricultural University Wageningen. 

In chapter 4 the second part of statistical selection is studied. First, the most 
important available selection procedures are described. The distinction is made 
between Model I selection and Model II selection. In this thesis we mainly pay 
attention to subset selection procedures, which correspond to Model I, because 
they are associated with the analysis of a trial. The Indifference Zone selection 
procedures are more interesting from the design point of view. 

In the second part of chapter 4 new subset selection rules for randomised 
experiments are given. Some of these rules are very convenient to use in the 
breeding practice. My research partner in this study and co-author of 4.2.1-4.2.4 

was dr. S.G.A.J. Driessen. An article covering 4.2.1-4.2.4 is accepted for 
publication in the Biometrical Journal (to appear about April 1993). The title of 
the article is : Subset selection procedures for randomized designs, by C.J. 
Dourleijn & S.G.A.J. Driessen. It is also available as Technical Note 91-02 of the 
Department of Mathematics, Agricultural University Wageningen. 

The third part of this chapter deals with the use of computer simulation to 
calculate the selection constants (which are necessary to execute a selection rule), 
the probability of correct selection and the expected subset size. Especially for the 
typical plant breeding trials we have to use simulation methods to calculate the 
important statistics. This part of chapter 4 is based on Technical Note 91-03 of the 
Department of Mathematics, Agricultural University Wageningen, entitled : The 
use of simulation in statistical selection, by C.J. Dourleijn. 

With the new selection rules and the possibility to approximate the selection 
constants included in these rules, subset selection can be applied to plant breeding 
selection problems. This is elaborated in the fourth part of chapter 4. The results 
are also written in an article, entitled : Subset selection in the plant breeding 
practice, by C.J. Dourleijn. This article will be submitted to Euphytica. Some 
results can also be found in Dourleijn, CJ. (1991) : Subset selection in the plant 
breeding practice; Proceedings of the 8th meeting of the Eucarpia section 

Biometrics in Plant Breeding, held July 1-6 1991 at Brno, Czechoslovakia, 
287-296. 

In the fifth and last part of this chapter we propose some modifications of 
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subset selection procedures. With these modifications we hope that the subset 
selection procedures gain in value for the practice. 

Chapter 5 deals with the execution of the subset selection rules. In the plant 
breeding practice, where often tens to hundreds of varieties are tested, computer 
software to actually make the selection is indispensible. Such software, written by 
the author, is described in the first part of chapter 5. 

In the second part of this chapter we consider a case study. The data were 
generously supplied by the research unit of the Royal Vanderhave Group at Rilland, 
The Netherlands. Most of the aspects described in chapters 2 to 4 are incorporated 
in this case study. 

Finally, chapter 6 gives a discussion and conclusions. 
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CHAPTER 2 

Sugar beet breeding 

The application field that runs through this thesis like a continuous thread is 
the plant breeding practice. As we will see, design and analysis of experiments 
and selection problems are very important there. In this chapter we will concentrate 
on the breeding of sugar beets {Beta vulgaris L.), although the theory in the 
following chapters is not restricted to a particular crop. In 2.1 we will briefly 
describe the breeding programme of sugar beet varieties at the research centre of 
the Royal Vanderhave Group in Rilland, The Netherlands. Of special statistical 
interest are the types of experiments and designs used. These are described in 2.2. 
Finally, in 2.3, we will make an inventory of the selection problems typical of 
sugar beet breeding. 

2.1 The breeding programme 
When we consult the Dutch descriptive list of agricultural crop varieties of 

1991, we notice that most of the modern sugar beet varieties carry three sets of 
chromosomes : they are triploid, denoted by 3N. These varieties are hybrids, often 
produced by a cross between a diploid (2N) mother and a tetraploid (4N) father. 
To produce this cross on a routine basis, the mother plants have to be male sterile. 
This can be achieved by using cytoplasmic male sterility, which was discovered 
for sugar beet by Owen (1945). A plant is male sterile if it has sterile cytoplasm 
and two pairs of recessive fertility restoring genes in the nucleus. Plants with two 
pairs of recessive fertility restoring genes but with normal cytoplasm (and therefore 
male-fertile) are called 0(wen)-types. If a male-sterile plant is crossed with an 
O-type, the offspring (which has the maternal cytoplasm) is male sterile. The 
female parent of a triploid sugar beet variety is a single cross (SC) hybrid, the 
result of a cross between a male-sterile inbred line and an inbred O-type. Although 
sugar beet, which is a cross-pollinator, has a self-incompatibility mechanism to 
prevent self-pollination, it is not completely self-sterile. This makes it possible to 
produce inbred lines by repeated seifing (Ellerton & Arnold, 1982). 

The varieties in the Dutch descriptive list are all monogerm. This means that 
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the fruits (often called 'seeds' for the sake of simplicity) contain only one embryo, 
so one seed gives one seedling. Monogermy is a character of the female parent 
rather than a character of the offspring : if the female parent produces single flowers 
instead of clusters of flowers the seeds are monogerm. Therefore the plant breeder 
selects female parents that are, besides male sterile, also monogerm. Because the 
females have to be monogerm and wale sterile, they are qualified as being 'moms'. 
The moms female parents and the male parents (or pollinators) of the commercial 
varieties are developed in separate breeding procedures. 

The development of moms SC hybrids starts with the selection of individual 
plants from a population of diploid plants. The selected plants are monogerm and 
have recessive fertility restoring genes but normal cytoplasm. Repeated selfing of 
these O-types results in inbred O-types. With each O-type an isogenic moms inbred 
line is developed by repeated back crossing. Ideally, the only difference between 
such a moms inbred and its associated O-type is the male sterility of the former. 
An inbred O-type and its associated moms inbred line are called a 'couple'. The 
production of new moms inbred lines and their associated inbred O-types can be 
seen as a separate selection programme (Sneep & Hendriksen, 1979). We will only 
describe the selection procedure that follows. In the first year the new moms inbreds 
are crossed with four standard, unrelated inbred O-types. A cross of a moms inbred 
line with an unrelated inbred O-type gives a moms SC hybrid. The produced seed 
is sown the second year on experimental fields with conditions favourable for 
bolting. A bolter is a plant that enters the generative phase already in the first year 
after sowing. The moms SC hybrids that show too many bolters are discarded. The 
hybrids are also screened for male sterility and monogermy. Seed is being reserved 
for crossing of the selected moms SC hybrids with four different standard 4N 
pollinators in the third year. The 3N experimental hybrids that are produced this 
way are grown on the experimental fields in the fourth year. The composition of 
the experimental hybrids is as follows (mother x father) : 

moms inbred line (2N) x unrelated inbred O-type (2N) 
i 

moms SC hybrid (2N) x pollinator (4N) 
I 

experimental hybrid (3N) 
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The experimental 3N hybrids are produced to estimate the general combining 
ability of the new moms inbred lines. The breeder searches for moms inbreds that 
will be good parents in the future. However, a moms inbred line determines only 
1/6 of the genetic content of an experimental hybrid. The question may arise 
whether the genetical variation is not too small to make a meaningful selection. 
In practice about 20% of the new moms inbred lines are selected. In the fifth year 
the selected moms inbreds are crossed with new, unrelated inbred O-types 
according to a (partial) diallel scheme. This way the seed of various new moms 
SC hybrids is produced. These new moms SC hybrids are checked in the sixth year 
on monogermy, male sterility and bolting resistance. After that, in year seven, the 
remaining moms SC hybrids are crossed with ten different, standard 4N pollinators. 
The 3N experimental hybrids which are thereby produced, appear in year eight on 
the experimental fields. Besides estimation of the general combining ability of the 
new moms inbred lines and the new O-types, the estimation of the general 
combining ability of the moms SC hybrids is of paramount importance in this 
selection phase. The moms SC hybrids that are expected to be good female parents 
of a triploid hybrid variety are selected. However, a moms SC hybrid determines 
only 1/3 of the genetic content of the 3N experimental hybrids. Again the question 
may arise whether efforts bear proportion to the selection results. The breeding 
procedure after the forming of couples is recapitulated in Table 2.1. 

Table 2.1. Breeding procedure of new moms single cross (SC) hybrids. Abbreviations : 
moms = monogerm + male sterile, TO = 2N inbred O-types, Poll. - 4N pollinators. 

Year 
... Formation of couples. 
1 New 2N moms inbreds x 4 standard, unrelated TO —> 2N moms SC hybrids. 
2 Testing moms SC hybrids for monogermy, male sterility and bolting resistance. 
3 Remaining moms SC hybrids x 4 standard Poll. —» 3N experimental hybrids. 
4 Testing experimental hybrids. 
5 Selected 2N moms inbreds x new, unrelated TO's —» 2N moms SC hybrids. 
6 Testing moms SC hybrids for monogermy, male sterility and bolting resistance. 
7 Remaining moms SC hybrids x 10 standard Poll. —» 3N experimental hybrids. 
8 Testing experimental hybrids. 

The selection of pollinators starts with the formation of a population of 
tetraploid plants. The chromosome number of diploid plants can be doubled by a 
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colchicine treatment of germinating seeds (Sneep & Hendriksen, 1979). From a 
(F2) population of tetraploids individual plants (ip's) are selected. Consider this 
as preparation for the following breeding procedure. In the first year of this breeding 
procedure a standard moms SC hybrid is crossed with the various ip's. At the same 
time the ip's are maintained in vitro. The produced experimental hybrids are grown 
on the experimental fields in the second year. The genetic variation among these 
experimental hybrids is due to 2/3 of the genetic content. If we compare this with 
the experimental hybrids in the moms hybrids breeding procedure, we can expect 
the selection of superior pollinators to be more successful. A number of ip's is 
selected and multiplied in vitro, thereby creating ip clones (ipc's). The selected 
experimental hybrids are reproduced in the third year by crossing a standard moms 
SC hybrid with the selected ipc's. In year four the resulting experimental hybrids 
are grown on the experimental fields and a selection is made. The selected ipc's 
are further multiplied in vitro. However, the ipc's cannot be used as male parents 
of commercial sugar beet hybrids, because the in vitro propagation would be too 
labour intensive. In practice the F2 of a (poly)cross between ipc's is used as male 
parent. In the fifth year the ipc's are crossed mutually, resulting inpo/vcross Fl 's 
(polyFl 's). A standard moms SC hybrid is crossed with these polyFl 's in the sixth 
year. The resulting experimental hybrids are tested on the experimental fields in 
year seven. After selection, the ipc's that correspond with the selected polyFl's 
are further multiplied in vitro. With this plant material the polyFl's can be 
reproduced in year eight, followed in year nine by the reproduction of experimental 
hybrids. These hybrids can be tested a year later. In Table 2.2 the breeding 
procedure of pollinators is summarized. 

In both breeding procedures there are several years where experimental 
hybrids are tested and a selection is made. In the breeding procedure of new moms 
SC hybrids this is the case in years 4 and 8. The main objective of this procedure 
is to select good female parents of future 3N hybrid varieties. In the breeding 
procedure of new pollinators the selections are made in years 2,4,7 and 10. There, 
promising male parents of future varieties are selected. In the final years the 
individual breeding procedures become opaque, because the moms hybrid 
procedure and the pollinator procedure are combined in these years. Potential 
varieties are produced by crossing good moms SC hybrids with the F2's of good 
crosses between ipc's. These potential varieties are tested several years at various 
sites. Finally, the apparently best potential varieties are selected. 
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Table 2.2. Breeding procedure of new pollinators, ip = 4N individual plant, ipc = ip clone, 
moms = monogerm + male sterile, polyFl = 4N polycross Fl. 

Year 
Formation of 4N population; selection of ip's. 

1 Standard 2N moms SC hybrid x ip's —> 3N experimental hybrids; 
in vitro maintenance of ip's. 

2 Testing experimental hybrids; multiplication of ip's to ipc's. 
3 Standard 2N moms SC hybrid x selected ipc's —> 3N experimental hybrids. 
4 Testing experimental hybrids; multiplication of ipc's. 
5 New ipc's x new ipc's —> polyFl's. 
6 Standard moms SC hybrid x polyFl's —» experimental hybrids. 
7 Testing experimental hybrids; multiplication of ipc's. 
8 Reproduction of polyF l's. 
9 Reproduction of experimental hybrids. 
10 Testing experimental hybrids. 

In general, we can consider the situation where a number of experimental 
hybrids is tested with the use of field experiments. We can distinguish two goals: 
(1 ) The selection of good parents of future varieties; (2) The selection of potential 
varieties themselves. In both situations the produced genotypes, which can be 
reproduced, are of primary interest to the breeder and not the (theoretical) 
population of all possible genotypes. Although the goal in the pollinator breeding 
procedure is (1), it is effectively the same as (2), because only one standard moms 
SC hybrid is used to produce the experimental 3N hybrids. We will mainly pay 
attention to trials, set up for goal (2). Although the experimental hybrids are not 
varieties (yet), this situation is in general denoted by 'variety testing'. We will 
adopt this notation for reasons of generality and simplicity. Thus instead of 
'experimental hybrid' we will write 'variety'. Although different breeders may 
use different breeding procedures, they always will perform variety trials. 

2.2 Types of experiments performed 
Numerous experiments are performed every year. Some of them are designed 

to test moms SC hybrids formonogermy and male sterility (see Table 2.1). These 
experiments are performed in the open air and in greenhouses. Other experiments 
are specifically set up to test bolting resistance of the varieties. The bolter trials 
are located on sites with relatively low temperatures in spring. Also early sowing 
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stimulates the occurrence of bolting. Although the above experiments are very 
important, we will concentrate on the most performed type of trials, in general 
denoted by 'variety trials'. 

Depending on the selection phase, tens to hundreds of varieties are included 
in those performance trials. For example, in the second year of the pollinator 
breeding procedure about 600 varieties are tested and in the fourth year 
approximately 150. The varieties are grown at a number of different sites. Varieties 
in an advanced selection phase are grown at more sites than varieties in earlier 
phases. For example, the number of sites increases from 4 in the second year of 
the pollinator breeding procedure to 10 in the fourth year. The final selection of 
commercial hybrids is based on the results of more than 20 sites. For varieties 
intended for the North-West European market these sites include mainly locations 
in The Netherlands, Germany, France and the United Kingdom. First consider the 
field experiments at one site. 

To take account of differences within the trial environment almost always an 
experiment with an incomplete block design is used to test the varieties. The 
number of varieties is much too large to use complete blocks. When the number 
of varieties is very large it is often not feasible to include all varieties in one large 
experiment with a suitable incomplete block design. There are a number of reasons 
why this it not feasible. First, up to the very last moment varieties can be added 
to the cohort which has to be tested. Thus the experimental design to be used can 
only be selected shortly before sowing, which is very inconvenient. Second, it is 
desirable that varieties which share a common genetical background are not grown 
too far apart. Grouping of the plant material makes the experimental field more 
surveyable for the plant breeder. Third, for organizing the various experimental 
field activities it is very convenient if standard designs can be used every year. 
Use of standard designs also reduces the number of mistakes made. 

Because of the aforesaid reasons it is often easier for the plant breeder to 
organize several small trials at one site instead of one large experiment. The 
varieties are then divided into disjunct sets and each set is laid out in an experiment 
with an incomplete block design. The varieties in one set are often more or less 
genetically related to each other. However, all varieties have to be compared with 
one another and a selection has to be made. Therefore, control varieties are used 
to connect the trials (see also section 3.3). The varieties can then be compared via 
these control varieties. The incomplete block designs used are nearly always 
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unbalanced, because there is only a limited amount of seed available. A realistic 
example is the following : If there are 154 varieties, 7 disjunct sets of 22 varieties 
are made. Together with 3 control varieties, 22 varieties can be included in a 5x5 
lattice design. Often a 5x5 lattice design with 3 or 4 replications is used. Within 
each replication a 5x5 lattice design has 5 incomplete blocks containing 5 varieties 
each. The lattice design can be found in textbooks on experimental design, e.g. 
Cochran & Cox (1957). 

Each set of varieties is grown at a number of sites. However, due to the large 
number of varieties, the limited area of experimental fields and the limited amount 
of seed, not all sets are grown at the same sites. Therefore, if we would make a 
variety x site table, it would be incomplete. As an example, part of the variety x 
site table corresponding to the second year of the pollinator breeding procedure at 
the research centre of the Royal Vanderhave Group (see Table 2.2) in 1986 will 
be given. In that year and selection phase 26 disjunct sets, each containing 22 new 
experimental hybrids and 3 control varieties, were distributed over 11 sites in 
North-West Europe. In Table 2.3 the incidence of 12 sets at the various (coded) 
sites is given. Notice that the scheme in Table 2.3 has a lot of empty cells. This is 
typical for the experimental situation in this selection phase. 

Table 2.3. Incidence scheme of 12 of the 26 sets of varieties tested in the second year of 
the pollinator breeding procedure of the Royal Vanderhave Group in 1986, at 11 sites. 
Each set of varieties contains 22 new experimental hybrids and 3 control varieties. The 
actual site names are coded (SI,..., SI 1) to maintain trade secrecy. 

SI S2 S3 S4 S5 S6 S7 S8 S9 S10 Sil 
Set no. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

• • 

• • 
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2.3 Selection 
There are a number of characters on which the selection decisions are based. 

The root yield is often corrected for missing plants (gaps) in the plots, and is 
therefore denoted by corrected root yield (CRY). The correction method has been 
determined empirically. The CRY is usually given in ton/ha. The sugar content 
(SC) in % is determined with a Polarimeter, as well as the cc-amino N content 
(N%). Also the potassium content (K%) and the sodium content (Na%) are 
determined. A sugar beet is composed of approximately 75% water and 25% dry 
matter. The 25% dry matter can be divided into about 20% soluble matter and 5% 
insoluble matter. The soluble part can in its turn be divided into approximately 
16% sucrose, 1.8% N-containing organic matter, 1.4% N-free organic matter and 
0.8% minerals (Johnson et ai, 1969). The tare (T), in kilogram per ton clean beets, 
is calculated as the difference between gross root yield (in ton/ha) and net root 
yield (in ton/ha), divided by the net root yield and multiplied by 1000. There are 
a number of characters that are calculated from the above mentioned characters. 
The corrected sugar yield (CSY) is calculated as CRYxSC/100. The white sugar 
content (WSC) is calculated as WSC = SC - {0.343 (Na% + K%) + 0.094 (N%) 
+ 0.29}, an empirical formula by N.J. van Geijn. The white sugar yield (WSY) is 
calculated as CRYxWSC/100. Other characters are sugar /oss (SL), defined as 
SC-WSC, the extraction index (EI), calculated as 100xWSC/SC and the sum of 
the potassium- and sodium content (KNa%), calculated as K% + Na%. 

In special bolter trials the number of bolting plants (BOL) is counted for each 
variety. This number reflects the bolting resistance of a variety. Varieties with a 
large number of bolters have little resistance to bolting. In breeding for disease 
resistance attention is paid to rhizomania resistance, yellows resistance and 
resistance to beet cyst-nematodes {Heterodera schachtii). Qualitative characters 
like beet shape are of minor importance and therefore we will restrict ourselves to 
the quantitative characters. 

After the analyses of the trials at the various sites, the results of the different 
sites are combined into a so-called mean performance for each variety. The 
selection decisions are mainly based on the mean performance of the varieties, 
and secondly the question arises whether the performance of the varieties is 
relatively stable over the various sites. This is especially the case if the number of 
varieties is very large, and inspection of all varieties at the individual site level 
would be too time consuming. If the number of varieties is relatively small, which 
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is the case in advanced selection phases, the individual site results are also 
important. The main interest of a sugar beet breeder lies in varieties that are stable 
over a wide range of sites. However, due to variety x site interactions the region 
in which a variety is more or less superior is limited. Therefore, the plant breeder 
develops different varieties for different regions. 

Yield has always been a very important character for selection, but in the last 
decade the internal quality of the beets has become increasingly important. The 
internal quality is made up by the sugar content and the extraction index. The 
internal quality is high if both the SC and the EI are high. A large EI is achieved 
if the juice purity is high. This is the case if the percentage oc-amino N, K and Na 
is small. A large sugar yield can be the result of a large root yield or a high sugar 
content. There is a negative correlation between CRY and SC. The selection is 
based primarily on CRY, CSY, WS Y, SC, WSC and BOL. The decisions are made 
with three control varieties as reference. Plant breeders like to express the values 
of new varieties relatively w.r.t. the average value of the control varieties. The 
various characters can partially compensate each other, so the selected varieties 
do not necessarily have to be better than the control varieties for all characters. 
However, lack of bolter resistance cannot be compensated by any other character; 
all varieties with BOL greater than a certain threshold value are discarded. The 
selection decisions are made in a rather subjective way. The number of varieties 
to be selected is restricted by the capacity of the experimental fields. When the 
total number of selected varieties is too large, the selection limits are adjusted. 
Also from the logistics point of view it is inconvenient to have much fluctuation 
over the years in the number of retained varieties. Whereas statistics plays an 
important role in the estimation of variety parameters, it does not (at present) in 
making selection decisions. Much time and money is spend to estimate the variety 
parameters properly, followed by selection based on a rule of thumb and the 
subjective breeder's eye. Although selection of the really best variety would of 
course be welcomed by the plant breeder, he is satisfied if in the end a few varieties 
are selected that are better than the control varieties. 

The ultimate aim of commercial sugar beet breeding is to produce varieties 
that are preferred by the farmer to varieties of rival plant breeding companies. The 
choice of the farmer mainly depends on the/mancial yield (FIN) of the varieties. 
The financial yield is the amount of money a farmer receives from the sugar factory 
for the yield of one hectare of the variety. The financial yield of a variety is 
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determined by the characters CRY, SC and juice purity, and of course by the type 
of formula used. The appearance of the variety in the field is of minor importance 
to the farmer, except frequent occurrence of bolters. Because the financial yield 
primarily determines the choice of the farmer, this linear combination of various 
characters could be used as a selection index. Let V be the threshold value of tare 
in kilogram per ton beets beneath which no penalty for tare is given by sugar 
factories. Let the penalty per ton tare above V be denoted by M. The price of one 
ton beets is denoted by P. The sugar factories give a bonus or penalty S, say, per 
ton beets per % sugar content higher or lower, respectively, than 16%. Then the 
financial yield (in Dfl.) is calculated in The Netherlands as : 

M(T-V)+" 
FIN = CRY P + S{(SC-16) + 0.08(EI-85)} 

1000 

with (T - V)+ = max(T - V, 0). Consider the following small example. A farmer 
has 10 ha sugar beets with a net yield of CRY=50 ton/ha. Let SC = 17%, EI = 
80%, T = 100 kg/ton beets, P = Dfl. 105, S = Dfl. 9, M = Dfl. 20, V = 75 kg/ton 
beets. Then FIN = 50 [105 + 9 {1 + 0.08(-5)} - 0.5] = Dfl. 5495 /ha. We have to 
bear in mind that the FIN formula differs for different countries and/or sugar 
factories. At this moment, little use is made of the financial yield for selection 
purposes. The benefit of using a selection index is that the various characters are 
combined into one new character. The amount of information is reduced and the 
selection will be easier. However, the problem is to find a satisfactory selection 
index. Characters like WS Y and WSC are also indices, but do not represent all the 
aspects a breeder wants to base the selection on. 
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CHAPTER 3 

The estimation of contrasts between variety values 

The ultimate goal of the plant breeder is to select new varieties that are better 
than the varieties currently available. In order to get a good assessment of the 
agricultural value of a new variety, this variety is included in experiments 
performed at various sites and sometimes in several years. The observations are 
described by a model, and specific linear combinations of the parameters of this 
model are used for the evaluation of the new varieties. It is therefore of the utmost 
importance to the plant breeder that these linear combinations of parameters are 
estimated as good as possible. However, different models can be used, often 
resulting in different estimates and, even more important, a different ranking of 
these estimates. In this chapter we will discuss (generalised) least squares 
estimation of contrasts between variety values for various models. First, in 3.1, 
estimation at a single site in a particular year is described. Next, the estimates from 
the various sites and years can be combined. This is described in 3.2. Finally, in 
3.3, we will study estimation in case trials at one site are subdivided into subtrials, 
a situation frequently occurring in the sugar beet breeding practice. 

3.1 Estimation at the individual sites 
We will now focus on the estimation of model parameters for a single site 

and year. Suppose t varieties are grown in an experiment. In all the subsequent 
models the variety contributions are taken fixed, because we are specifically 
interested in the varieties actually used and not in an underlying population of 
varieties. Assume that the experiment performed has a randomised (in)complete 
block design with b blocks, and that there are n^ observations of variety / 
(i = l,...,t) in block j (j: = 1,...,b). The total number of observations will be 
denoted by n. It is common practice to use an additive model for the observations 
of a variety trial with a block design at a certain site and year. This additive model 
can also be the result of a logarithm transformation of a multiplicative model. In 
an additive model an observation of variety / in block j is modelled as the sum of 
a parameter related to variety i, a term related to block j and a quantity depending 
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on the particular experimental unit on which the observation was made. The latter 
quantities are called errors and are assumed to be uncorrelated random variables 
with zero expectation and common variance. Using an additive model it is assumed 
that there is no interaction between varieties and blocks. Which type of additive 
model has to be used depends on the way the blocks were chosen. If the blocks 
represent a random sample from a large population of blocks, the block terms can 
be considered random and a mixed additive model can be used. This model is 
described in 3.7.2. If the blocks were purposively chosen to reduce intra-block 
variation, the block terms can be considered fixed and a fixed additive model is 
more appropriate. In 5.7 J this model is treated. 

We assume that the design of the experiment is connected. Loosely stated, a 
design is connected if it is possible to follow a path through all non-empty cells 
in the variety x block table, with the restriction that this path only links cells 
corresponding to the same variety or the same block. Because much of the theory 
in the sequel of this chapter is valid for connected designs only, we additionally 
will explain connectedness by means of three small examples. Consider the 
following three variety x block tables, with VI = variety 1, Bl = block 1, and so 
on. The varieties included in a block are indicated by a dot (•). 

(I) 

VI 
V2 
V3 
V4 

Bl B2 B3 B4 

• • 

• • 

• • 

• • 

(ID 

VI 
V2 
V3 
V4 

Bl B2 B3 B4 

• • • 

• • 

• • 

• • 

(III) 

VI 
V2 
V3 
V4 

Bl B2 B3 B4 

• • 

• • 

• • 

• • 

Design (I) is disconnected; it has to be apprehended as two separate designs : 
varieties 1 and 3 in blocks 1 and 3, and varieties 2 and 4 in blocks 2 and 4. If we 
assume a fixed additive model, then in design (I) only the differences between 
varieties 1 and 3 and varieties 2 and 4 can be estimated free from block 
contributions. For the other variety differences this is not possible. By adding 
variety 1 in block 4, resulting in Design (II), the design becomes connected and 
all differences can be estimated free from block contributions. Also connected is 
Design (IE), which has the same number of observations as Design (I) but a 
different allocation of the varieties to the blocks. 
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3.1.1 The fixed additive model 

After the experiment has been performed, characters as mentioned in chapter 
2 are observed. For each character least squares estimates of linear combinations 
of model parameters, reflecting the values of the varieties for that character, have 
to be calculated. The character observed at the kth plot with variety / in block j is 
denoted by Yijk. The model we will use for the observations is : 

y^ = ̂ +T, + pV+£^, i = l,...,t,j = l,...,b,k = l,...,nu, (3.1) 

with X a general level parameter, xt the parameter corresponding to variety i, ßv 

the parameter corresponding to block j and EiJk the plot error. The Eijk are assumed 
to be uncorrected random variables with zero expectation and common variance 

G2 . 

Before using this model, it should be checked whether the model assumptions 
are not seriously violated. Sometimes special experimental techniques, such as the 
use of guard rows or discard rows, are necessary to achieve uncorrelatedness of 
the errors. In addition to that randomisation is beneficial to reduce the correlation 
among neighbouring plots. The randomisation procedure should effect that the 
probability of assignment to variety i (i - 1,..., t) is the same for each plot. This 
probability is equal to 27 riy/n for variety i. In order to get a randomisationprocedure 
that satisfies this probability requirement, the blocks are first randomised. For trials 
with blocks of equal size (so-called proper designs), this randomisation can also 
be accomplished by assigning a set of varieties (varieties which should remain 
together in a block) randomly to a block (Mead, 1988). The second stage of the 
randomisation procedure consists of randomly assigning the plots to the varieties 
included in that block, according to the design (see also 4.2). Whatever the 
complexity of the design, in the end we have n plots over which the varieties are 
randomly distributed. 

For an experiment with blocks it is difficult to test the assumption of a common 
variance. Visual inspection of estimated errors (called residuals) plotted against 
estimated expectation values of YiJk can reveal heterogeneity of variances. If this 
scatter plot shows a certain pattern, this is a warning that the variances are not 
equal. For completely randomised designs, which have no blocks, the homogeneity 
assumption can, for Normally distributed errors, be tested by Bartlett's test 
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(Bartlett, 1937). However, this test relies heavily on the Normality assumption. If 
the Normality assumption is violated, the equal variances hypothesis may be 
rejected even if the variances are indeed equal. Although we will use the Normality 
assumption in chapter 4, it is not needed for estimation. A test for homogeneity of 
variances that is much more robust against deviations from a Normal distribution 
of observations, is the test of Levene (Levene, 1960). This test can also be used 
for experiments with blocks. The test of Levene is based on an analysis of variance 
of the absolute values of the residuals. 

The value of variety i (i = \,...,t) can be defined as a weighted average of 
the expectation of Yijk over all j and k. So, with the fixed additive model a variety 
value is defined as a weighted average of E[Yijk\ - X+x, + ß, over all j . If equal 
weights are chosen, the value of variety i is defined in terms of the parameters as 

A,+x,. + ß. , withß. = | z ß , . 
bj=\ 

Because a variety value is an average of cell expectations in the variety x block 
scheme, it is estimable. Because of the overparameterisation in the model the 
variety parameter x, itself is not estimable. However, in order to compare the 
varieties it is sufficient to estimate differences between variety parameters. These 
differences are equal to those between the variety values. Hence, we are especially 
interested in the estimation of contrasts between variety parameters. These 
contrasts are denoted in the sequel by p'x, with x the column vector of variety 
parameters and p a column vector with p'l, = 0. Using model (3.1), all contrasts 
between variety parameters are estimable if the design is connected (Dey, 1986). 

Remark 

Consider the following reparameterisation of model (3.1) : E[Yijk] = 

X# + x* + ßj, where X* = X+x. + ß. (with x. = XltT.x, and ß. = 1/6 £ ß,), x* = x, - x . 
and ß* = ß, - ß.. Consequently, x! = 0 and ß? = 0. Now x* is called the variety effect 
or variety deviation, and ß* is called the block effect. With the above 
reparameterisation the value of variety i is equal to À,#+x*. The above 
reparameterisation can be generalised by replacing x. by the weighted average 
Z w,x,, with Ew, = l, and ß. by the weighted average £ Vyß,-, with Z v}• = 1. For 
instance, the Kuiper-Corsten iterative method of finding a solution of the normal 
equations (see also 3.3.1 ) gives estimates which correspond to a reparameterisation 
with w, = £,• riijln and v, = £, n^ln. 
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Let X be the design matrix of the variety parameters and let Z be the design 

matrix of the block parameters. These two matrices show for each observation to 

which variety and block, respectively, it belongs. The incidence matrix N shows 

how often variety i (i = 1,..., t) occurs in block) (J = 1,..., b ) and can be calculated 

as X'Z. The rank of X is equal to t and the rank of Z is equal to b. In the Euclidean 

space HC the expectation subspace is spanned by the columns of X and Z. If a 

design is connected, then the intersection of the subspace spanned by the columns 

of X and the subspace spanned by the columns of Z is the subspace spanned by 

the unit vector 1„ (Corsten, 1976). The vector of block parameters is denoted by 

ß. Then, given model (3.1), the expectation of the observations at a certain site 

can be written in matrix notation as 

£[Y] = 1„A+Xx + Zß 

= RzXx + PzXx + Zß + lnX, with P z = Z(Z'Z)-1Z' and Rz = I„ - P z , 

= RzXx + Z ß \ withß* = (Z'Z)_1Z'Xx + ß + l ^ , (3.2) 

because 1„ = Zl6. The matrix P z denotes the orthogonal projection on the subspace 

spanned by the columns of Z. Because of the orthogonalisation in (3.2) the normal 

equations have the following simple form : 

fX'R^X 0 V x l 

0 Z'Z 

fX'R^Y vzJ 

Z'Y 
(The sub-matrix 0 denotes a null submatrix of the appropriate size.) 

Hence a solution of the least squares estimates of ß*, denoted by ß \ is (Z'Z)-1 Z'Y. 

Further a solution of the least squares estimates of x, denoted by x, can be calculated 

as 

x = (X'RzX)"X'RzY, (3.3) 

where A" denotes a pseudo-inverse of A, which has the property that AA~A = A. 
For later use we choose a pseudo-inverse that satisfies the additional conditions 
A" = (A-)' and A" A = (A"A)'. A different choice of A~ gives a different solution of 
x, but contrasts between the estimates which correspond to contrasts between the 
variety parameters are unique (Dey, 1986). We now define the pseudo-
variance/covariance matrix (also called pseudo-dispersion matrix) of x, say D[x], 
as the matrix which can be interpreted as the variance/covariance matrix of x if it 
is used for the calculation of variances and covariances of estimators corresponding 
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to estimable functions of variety parameters, e.g. contrasts p'x. Here 
D[x] = (X'RzX^G2, and the variance of p'x is equal to var(p'x) = p'iX'R^ypd1. 

Solution (3.3) is identical with the solution of the well known so-called 
reduced normal equations for treatment parameters, often written as Cx = Q. The 
matrix C is calculated as C = R-NK~!N' =X'RZX and the vector Q as Q = 
T-NK_1B =X'RZY, where R = X'X denotes the diagonal replication matrix, 
K = Z'Z is the diagonal block size matrix, N = X'Z is the incidence matrix, T = X'Y 
is the vector with treatment totals and B = Z'Y is the vector with block totals. A 
solution of the reduced normal equations for treatment parameters can now be 
written as x = C"Q, hence the contrast p'x can be estimated as p'x = p'CTQ. This 
is the best linear unbiased estimator (BLUE), or Gauss-Markov estimator, of p'x 
(John, 1971). In reduced normal equation notation, the pseudo-variance/ 
covariance matrix of x is equal to D[x] = Co*. 

The error variance can be estimated by the Sum of Squares for Error (SSE) 

divided by the degrees of freedom for error (dfe). The SSE can be calculated as the 
sum of squares of the residuals. The residuals are the estimated errors (Éijk) and 
the vector of residuals is denoted by Ë. It is calculated by subtracting the estimated 
expectation of Y from Y itself : 

E = Y-R zXx-Zß* 

= Y-RzXx-Z(Z'Z)"'Z'Y 

= RZ(Y-XÏ) . 

The value of Ë does not depend on the specific choice of the pseudo-inverse of 
X'RZX, as does the value of x. Notice that it is not necessary to estimate the block 
parameters in order to calculate the residuals. Now SSE = É'Ë. For a connected 
design, the degrees of freedom for error can be calculated as dfe = n-t-b + l, 

which is the dimension of the observation space minus the dimension of the 
expectation subspace. The latter dimension is equal to t + b — l, because the 
intersection of the subspace spanned by the columns of X and the subspace spanned 
by the columns of Z has dimension 1, if the design is connected. The estimate of 
the error variance, denoted by s2, is equal to É'É/(n -t-b + Y). 
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