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STELLINGEN

l. Er zijn geen theoretische redenen voor het mijden van dynamische
simulatiemodellen bij toepassingen op regionale schaal. Er zijn slechts
praktische redenen.
dit proefschrift

2. Gebrek aan geschikte bodemgegevens vormt de grootste beperking voor
regionale analyse van teelt- en gewasrotatiesystemen,
dit proefschrift

3. Visualisatie van de regionale mogelijkheden voor teeltsystemen bevordert
multidisciplinaire discussie over en begrip van de opties voor agrarische
ontwikkeling.
dit proefschrift

4. Biofysische doelgerichtheid - zoals in dit proefschrift gedefinicerd - is een
middel voor ruimtelike en tijdgebonden prioriteitstelling door
belanghebbenden bij planning van landgebruik.

5. Dat een mens ook maar een dier is, had bij de consequenties van de in de jaren
‘50 reeds ontdekt Kuru ziekte op Papua Nieuw-Guinea kunnen leiden tot
inzicht waarmee de BSE crisis in koeien had kunnen worden voorkomen.

6. Dat het leven niet gemakkelijk hoeft te zijn, maar wel de moeite waard, zou ons
moeten stimuleren om het hoofd vaker boven het maaiveld uit te steken.
Heterogeniteit in de samenleving is een aanwinst.

7. De perspectieven voor vrouwelijke wetenschappers in ontwikkelingslanden
kunnen worden vergroot door meer mannen aan te nemen op niet-
wetenschappelijke posities.

8. Bij het signaleren van leemtes in kennis, zijn zwarte gaten erger dan witte
vlekken.

Stellingen behorende bij het proefschrift van A.D. Hartkamp:

Learning from biophysical heterogeneity: inductive use of case studies for maize
cropping systems in Central America

Wageningen, 3 juni 2002.




PROPOSITIONS

. There are no theoretical reasons for avoiding dynamic process-based simulation

models in applications at the regional scale. There are merely practical reasons.
this thesis

Lack of appropriate soil data is the major limitation to regional cropping system
analysis,

this thesis

. Visualization of the regional possibilities for cropping systems facilitates multi-
disciplinary discussion and understanding of options for agricultural
development.

this thesis

. Biophysical targeting - as described in this thesis - is a means for spatial and
temporal priority setting by stakeholders in landuse planning.

. If the consequences of the Kuru disease of Papua New Guinea, discovered in
the 50’s, had been studied more carefully, the concept that humans are also
animals would have led to an insight that could have prevented BSE in cows.

. The advancement of women in science in developing countries can be

facilitated by increased recruitment of male personnel in non-scientific
positions.

Life isn’t supposed to be easy, it’s supposed to be worth it; therefore we should
not hesitate to stick our head out above the Dufch mowing field. After all,
heterogeneity is a valuable asset to society.

. When signaling knowledge gaps, black holes are worse than white spots.

Propositions belonging to the thesis by A.D. Hartkamp:

Learning from biophysical heterogeneity: inductive use of case studies for maize
cropping systems in Central America

Wageningen, June 3, 2002.




ABSTRACT!

Global society has become conscious that efforts towards securing food production
will only be successful if agricultural production increases are obtained through
mechanisms that ensure active regeneration of the natural resource base. Production
options should be targeted in the sense of that their suitability to improve agricultural
production and maintain natural resources is evaluated prior to their introduction.
Biophysical targeting evaluates production options as a function of the spatial and
temporal variability of climate conditions, in interaction with soil, crop characteristics
and agronomic management strategies. This thesis contributes to the development of a
system-based methodology for biophysical targeting. Cropping system simulation and
weather generator tools are intertaced to geographical information systems. Inductive
use of two case studies — a green manure cover crop and reduced tillage with residue
management — helped to develop the methodology. Insight is gained into the regional
potential for and the soil and climate conditions under which successful introduction
of these production options may be achicved. The resulting information supports
regional stakeholders involved in agriculture in their analysis and discussion,
negotiation and decision-making concerning where to implement production systems.
This process can improve the supply of appropriate agricultural production practices
that enhance production and conserve soil and water resources.

' Hartkamp, A.D., 2002. Learning from biophysical heterogeneity: inductive use of case studies for maize
cropping systems in Central America. Ph.D. thesis. Wageningen University, The Netheriands, 256 pp.
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1.
INTRODUCTION

This chapter introduces the reader to the focus, aim, objectives and approach of the
study.

Designing and redesigning agricultural production systems

Agriculture is both the cause and victim of worldwide environmental degradation
(Dover and Talbot, 1987).

Numerous quotes such as the above indicate that our global society has become
conscious that efforts towards securing food production will only be successful if
agricultural production increases are obtained through mechanisms that ensure active
regeneration of the natural resource base. Degradation of resources for production has
reached the stage that it seriously limits the productive capacity of some environments
and undermines advances in others (Napier, 1994; Erenstein, 1999). The focus of
agricultural research and development has been widened to include natural resource
management. Equaily evident is that production increases should largely come from
the better use of land that is already in production (Shaxon et al., 1989). Despite the
growing liberalization of global markets, the bulk of food will need to be produced in
the places where it is needed, mainly due to socio economic and political constraints
{Rabbinge, 1999). The design and redesign of agricultural production systems must
therefore focus on the efficient use of the resources for production and on the location
where it can be produced.

Key questions related to the design of these production systems are:

« What are untapped opportunities for production increases?

« Which production systems or practices can slow or reverse resource
degradation?

« Which biophysical and social processes are affected by production systems and
how do these processes increase the efficiency of the use of the resource base?

» Within which time frame do these processes take effect?

- Where is the introduction of these systems and practices most appropriate?

« Which trade-offs and decisions are to be made?

To respond to these potentially complex questions and issues, a problem-solving
approach is fundamental. From the complex reality of societal demand for agricultural
production and other products such as environment, landscape and health,
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Figure 1.1 Design and redesign within a problem-solving approach.

problems or issues must be identified and defined for science to be able to contribute
(Fig. 1.1). In this phase of definition of problems or issues it is highly desirable that
stakeholders and scientists interact. Driven from smaller identifiable problems, the
design of production options asks for innovation. This innovation may come from
science, including on farm research by producers or from society. The intreduction
and implementation of production options should be targeted for their suitability to
improve agricultural production and maintain natural resources. Suitability has several
dimensions: environmental, economical and social. The feasibility of production
options can be analysed through a hierarchy where climate and soil conditions are
viewed as first order determinants. Subsequently, probability of success is revised
based on biotic constraints (e.g., diseases and pests), economic viability and social
acceptability. Promising options are tested and revised on experiment stations or in
farmers’ fields. To extrapolate the suitability from test sites to a wider region, we need
to understand the ‘which, where, when and why’ of suitability of agricultural
production options. The implementation of appropriatc production options is a
complex and often piecemeal engineering process. Scientists and stakeholders interact
and negotiate further on the appropriate options within the societal settings.
Adaptation or redesign of options may take place at this regional negotiation level or
locally, on site. Often, several iterations are needed before a specific question or issue
is ‘resolved’.
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This study focuses on a key component of the design and implementation process,
namely the biophysical targeting of agricultural production options. This dimension of
targeting aims to provide insight in the expected performance of production options
given the spatial and temporal variability of climate conditions in interaction with soil,
crop characteristics and agronomic management strategies. Through interactions with
stakeholders, insights are further developed and used for decision-making. Further
learning on socio-economic settings and possible negotiation on priorities — given
normative, value driven objectives and specification of the target groups — determines
the ultimate targeting of production options.

Biophysical targeting is important because it can:
« Prioritize areas for technology introduction and implementation,
« Reduce inappropriate wide scale introduction and implementation.
« Identify gaps in the options and in the knowledge needed for the (re)design.

Agricultural research and extension can seldom cover all areas and subjects dedicated
to agriculture. Priority setting concerning substance as well as area is necessary.
Biophysical targeting can support decision-making by indicating where, when and
why preduction options are suitable taking into account the climate and soil
conditions. Trade-oft’s and trade-on’s are quantified to guide appropriate choices.
Consequently, socio-economic research on technology development and adaptation
can be targeted more systematically, augmenting the overall efficiency. Through this
process, technological-knowledge gaps can be identified, triggering systematic design
or redesign of production options. As a spin-off, geographical gaps also can be
identified. The visualization and identification of these areas where the option is
inappropriate can facilitate the design of alternative options. The ultimate goal of this
process is to accelerate and improve the implementation of options for agricultural
production.

Traditionally, a top-down supply-oriented linear ‘knowledge’ model for research and
technology transfer has dominated agricultural development. Fundamental research
fed one-way into strategic and applied research. Possibilities for end-user adaptation
were minimal. Agricultural research and development followed a “technology-push’
pathway. Currently, we are aware that the pathway needs to be of a more ‘technology-
pull’ nature. Besides this focus on the need for technology development and
innovation, agricultural research contributes to a learning process that improves
decision-making. A more interactive and iterative knowledge model is needed to
improve the efficiency of answering societal demand for agricultural production
options.
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Methodologies for targeting

Large-scale promotion of single agricultural production options has led to sub-optimal
and occasionally inappropriate introduction of these options. As a consequence, dis-
adoption or abandonment occurs. Such negative experiences imply inefficient use of
research and development resources and can lead to loss of faith in future suitability of
production systems and options (Bunch, 1995). Methodologies to scale up from site-
and term' specific research experiences to larger regional introduction are scarce and
seldom robust. These methodologies are needed to biophysically target the
technology, to identify where, when and why it is biophysically suitable.

Previously, targeting of production systems or technologies emphasized stratification
of farmer groups in ‘recommendation domains’. A recommendation domain is a group
of roughly homogeneous farmers (in the sense of similar socio-economic resources)
for whom we can make similar recommendations (Byerlee and Collinson, 1980;
Harrington and Tripp, 1984; Shaner, 1984). Although heterogeneity among farmers
(resources and objectives) is recognized in general terms, the latter is considered sub-
ordinate in the targeting process. This ignores the fact that success from technologies
is spatially variable and that soil and climate conditions on site are first order
determinants. In other words, technologies are not fixed packages that result in the
same output if a standard input of management practices is applied. Therefore, it can
be argued that recommendation domains fail to guide technology introduction in
defining where, when and how certain agricultural production options work,

More biophysical approaches to targeting are those that classify environments into
homeogeneous ecological units, or agro-ecological zones frequently based on potential
production level for single crops (Aggarwal, 1993; Wood and Pardey, 1993). Agro-
ecological zones have proven useful in identifying large zones of similar production
potential. However, the spatial variability within a zone can be high, and the method is
unresponsive to crop characteristics or agronomic management (Garrity et al., 1989).
For the targeting and implementation of specific cropping systems and management
strategies, a method that is responsive to the heterogeneity of soil and climate is
desired. Other methods include various forms of adaptation or suitability mapping
such as land evaluation, crop geography, clustering aggregations and site similarity
studies. Land evaluation is a physical suitability assessment method in which land
properties are compared with requirements of a specific land use (FAQ, 1976; Dent
and Young, 1981). The land use requirements can represent the demands by a crop for
‘unhindered’ production. Crop geography uses crop requirements to map crop suit-
ability. Site similarity studies indicate how similar climate and soil are spatially to a
certain reference point where a production option has shown success {Corbett and
O’Brien, 1997; Hodson et al., 1999). These methods evaluate the adaptation of one

" Term specific refers to a specific fixed time frame for which the research or result is valid.
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particular crop to climate and soil conditions often on an annual basis, seldom on a
growing season basis, Additionally, individual crops are evaluated instead of cropping
sequences. Climate and soil criteria are evaluated as additive criteria. However, plant
responses to soil and climate are not additive or linear over a growing season and
show complex variation on a daily or hourly basis (Milthorpe and Moorby, 1979,
Goudriaan and Van Laar, 1994). Morcover, crop requirement criteria usually are
assumed fixed or constant, and are not able to describe adaptability dynamically. For
example, a minimal crop rainfall requirement for a sorghum crop is set at 350 mm,
from which areas suitable for sorghum are identified. However,- crop water
requircments for sorghum may change with crop improvement or management
strategies. Also the soil and water status are assumed stable or in equilibrium.
However, this is seldom the case, soil properties and microclimate can be strongly
influenced by altemating crops and management strategies that over time are
constantly subject to change. The equilibrium in agriculture is never reached.

A schematic overview of the use of a few of the abovementioned methods is
illustrated in Fig. 1.2. For instance, in box la, recommendation domains guide intro-
duction of the technology. The dots or sites where introduction is targeted are either
groups of ‘similar’ farmers or sites near to a well-known (farm or experimental) site.
Or as in box 1b, the site is designated ‘representative’ for a whole area. If the tech-
nology proves successfully at the location it is subsequently introduced into the entire
zone for which the site has been designated ‘representative’. The geographic coverage
of this method is often incomplete, resulting in areas where the effect of introduction
is unknown. In box 2, classification, stratification and zoning of individual factors of
soil, climate and topography that affect technology performance takes place before the
targeting process. This yields zones in which technology introduction may be suitable
at a potential, often qualitative, level (shaded areas). In areas where introduction is
unsuitable (white areas) the understanding of the (interacting) factors that limit intro-
duction is low, leaving little suggestive knowledge on how to (re)design alternatives.
The methodology in this study follows the procedures in box 3. The suitability for
introducing agricultural production systems is evaluated by explicitly accounting for
spatial and temporal variability in climate in interaction with soil, crop characteristics
and agronomic management strategies. This results in a quantitative evaluation of a
technology, not only in the sense of production but also though a change of the deter-
mining factors. This output can indicate how (re)design of the technology can be
(re)directed. This is an iterative process open to stakeholders who are thus involved in
a learning experience on the system’s behaviour. To develop the methodology,
inductive use was made of two cases studies for maize based cropping options in
Central America. The need for identifying where, when, why, and how maize-based
cropping options enhance production and potentially conserve soil and water
resources, becomes evident below,
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The case of maize production systems and the need for targeting

Maize production systems in Central America are an important source of income and
employment for resource poor farmers and are key to the food security of consumers,
particularly of low-income urban population. Smallholders in the region commit more
land, throughout a diverse range of ecologies, to maize than to all other food crops
combined (see Smoock and Silva, 1989; Barreto and Hartkamp, 1999). The
productivity of these systems, however, is being undermined by degradation of the
soil and water resource base (Hawkins, 1984; Lopez et al., 1994; Bolafios, 1997).

Productivity-enhancing resource-conserving practices® for maize production systems
have been developed in the region by NARS (e.g., INIFAP, IICA, DICTA)}, networks
(e.g., PRM - Regional Maize Program for Central America), and NGOs (e.g.,
CIDICCO, Rockefelier Foundation, Proyecto Sierra Santa Marta in Veracruz Mexico),
and international research institutes (e.g., CIMMYT, CIAT). Two main groups of
practices have been identified, green manure cover crops (e.g., Mucuna spp.,
Canavalia ensiformis) and variations of reduced or zero tillage with residue retention.
These practices have the potential to improve productivity while conserving soil and
water resources (Erenstein, 1999; Sain, 1997; Sain and Barreto, 1996; Buckles and
Perales, 1995).

The main strength of green manure cover crops and residue retention systems is that
the soil remains covered. This cover has beneficial impact on several soil properties
{physical, chemical, biological and hydrological) through the effects on soil and water
processes. The major processes that are affected are infiltration and consequently,
runoff. Soil erosion 15 reduced and soil fertility is conserved (Fig. 1.3). Cover reduces
the impact of rainfall, and therefore erosivity. Moisture is conserved as soil surface
evaporation is reduced. The cover, when left on the soil to decompose, contributes to
organic matter. Organic matter improves soil physical properties, such as aggregate
stability and porosity. It also encourages growth and activity of soil organisms and can
improve nutrient availability by adding macro- and micronutrients extracted from
deeper soil layers. GMCC, being living covers, have additional benefits, such as the
ability to improve the soil nitrogen status through N-fixation and to suppress weeds.

Experimental evidence for benefits of green manure cover crops and residue retention
systems has been found on-station and on-farm throughout Central America
{Triomphe, 1996; Scopel et al., 1998; Eilittd, 1998; Arreola-Tostada, 2000). In maize
production systems, green manure cover crops® can control erosion, suppress weeds,
and contribute up to 200 kg nitrogen ha~' (Van Eijk-Bos, 1987, Lopez, 1993; Buckles
and Perales, 1995; Triomphe, 1996). The success of conservation tillage with residuc

? Production practice and production options are considered synonymms in this thesis.
* Of all Green Manure Cover Crops in Central America, velvet bean or Mucuna @ucuna pruriens) is one of the most important.
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retention in the tropics has been most pronounced in Brazil (e.g., Busscher et al.,
1996), but positive experiences are also reported from Costa Rica, El Salvador,
Guatemala, Mexico, and Panama (Shenk et al., 1983; Sosa and Bolafios, 1993; Sain
and Barreto, 1996; Scopel, 1997; Pereira de Herrera and Sain, 1999). In semi-arid
areas of the state of Jalisco, Mexico, crop residue retention can double maize grain
yields in low rainfall areas even when only small amounts of mulch (2 ton ha™') are
used, covering the soil surface only 25% at the start of the maize growing cycle
(Scopel et al., 1998). Runoff erosion can be diminished by 80%, while over the total
crop cycle the amount of available water is increased up to 40% (Scopel and Chavez-
Guerra, 1999).

GMCC {Living biomass) ‘?ARVEST
RESIDUE
Dead biomass
Nitrogen Fixation Cover Soil Organic Matter

7

: Water Rainfall . ;’I'{[at?" Soil nti(r)ignt
i | evaporation erosivi Infiltration erodibility
i P v into the soil fluxes
| RUNOFF | .~
P e
Soif Soil Soil Soil

Moisture  Physicat  Chemical Biological

Figure 1.3 Schematic representation of the main soil and water processes influenced
by green manures and residue retention.
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However, many of these successes are site specific and have not been replicated over
wider regions. Experiences from Jalisco show that within an area of 20 km’, the
vatiability in precipitation and soils is such that benefits from CTCRR can vary from
nil to over a 100% vield increase (Scopel, 1997). Similarly in the Mexican states of
Veracruz and Tabasco, eatly adoption of green manure practices by farmers was
followed by abandonment due in part to insufficient growth of the legume in certain
areas (Eilittd, 1998; J. Haggar, per. communication, 1997).

Besides biophysical aspects of site-specific success, economic viability and social
acceptability are subject to spatial and temporal variability. Furthermore, there is
diversity among stakeholders themselves as to individual perceptions on how to
manage resources (see Roling, 1994, 1999). Although this larger context is
recognized, this thesis focuses on learning from the biophysical heterogeneity in the
evaluation of agricultural production options.

Objectives and approach
The objectives of this study are to:

« Develop a methodology to evaluate the biophysical suitability of agricultural
production options that can enhance productivity and conserve soil and water
Tesources.

« Explicitly account for the spatial and temporal variability of climate conditions
in interaction with soil, crop characteristics and agronomic management
strategies in this methodology.

« Operationalize the methodology through inductive use of two case studies of
maize based production systems: green manure cover crop and reduced tillage
with residue management.

The resulting information can support stakeholders involved in agricultural
development and “technology transfer’ such as national agricultural R&D institutes
and their extension services (e.g. INIFAP, CENAPROS, IICA) and NGO’s (e.g.
Rockefeller Foundation, World Neighbors, CIDICCO). An interaction with regional
stakeholders to discuss and evaluate the results of the study was conducted.

The two case study practices and regions were chosen primarily because of their
importance for maize production in Latin American. Secondarily, the contrasting
nature of the different production environments was considered ideal for testing the
methodology. Under the generally wetter conditions of Honduras, fallow season
cropping is an option, while in semi-arid Jalisco, options are sought to improve fallow
management through crop residue retention. Availability of agronomic and spatial
data influenced selection of the regions. General information on the case study areas
and practices is summarized in Appendix 1.1.
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A methodology for biophysical targeting is developed based on systems simulation of
agricultural production options within the larger approach to (re)design (Fig. 1.4).
Part 1 of Fig. 1.4 is the focus of this thesis. Climate and soil conditions delimit the
plausible range of agro-technical options. Using on-station or on-farm experimental
experience, researchers and stakeholders select a smaller set of either newly designed
production options or redesigned (adapted) production options. Agronomic
management information for these production options is translated into input
conditions for crop simulation models. Spatial climate data and daily weather
sequences are created and soil data are defined as input to the model. Different crop
management strategies, e.g., planting dates, plant densities and nitrogen levels, were
geparate input factors. A relatively short-term simulation horizon is applied (12 years).
The outputs of the simulation model are evaluated through production and soil and
water resource driven quantifiable variables, resulting in a spatial evaluation. In an
interaction with regional stakeholders the results are presented, analysed and
discussed. Additionally an evaluation of the methodology itself is carried out.
Stakeholders and researchers can interact on the results and their own experiences,
ncgotiate on collective objectives and prioritize options that should be promoted for
introduction®. This feeds back into the iterative learning process and can initiate
further innovation (design) or adaptation (redesign).

Outline of the thesis

The following chapters deal with the development and application of a methodology
to evaluate potential productivity-enhancing resource-conserving maize-based
cropping systems, The first part of the thesis (Chapters 2 - 6) provides a technical
basis and evaluates the tools used in the proposed framework. The sccond part
{Chapters 7 - 8) of the thesis describes the application of the methodology to case
studies for Honduras and Jalisco.

Chapter 2 reviews strategies for interfacing agronomic simulation models to
geographical information systems. It considers the terminology in use, programming
approaches, issues of data and scale, and presents existing interfaces and applications.
It sumnmarizes the major challenges to future applications. Chapter 3 and 4 describe
different approaches for obtaining spatial input for crop simulation. Interpolation
techniques are used to arrive at spatial climate information on a monthly basis.
Weather generators create daily weather data from monthly climate profiles. In both
chapters, current tools are evaluated using data from Jalisco. Subsequently, the impact
of different weather generators on the simulation of maize and bean systems is
assessed in Chapter 4.

* The adoption per se depends on the farmers’ own perspective, objectives, management orientation and the
resources available to him/her individually.

10
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Chapier 1

Chapters 5 and 6 describe the development and evaluation of a generic green manure
cover crop model for velvet bean (Mucuna pruriens). CROPGRO - Soybean was
adapted to simulate growth and development of velvet bean at three sites in Mexico.
Model performance was evaluated for phenology, growth, senescence and nitrogen
accumulation at multiple locations around the world. The model was modified to track
accumulation of litter.

The application of the methodology to the case study of velvet bean cropping systems
for Honduras is described in Chapter 7, and for crop residue retention systems in
Jalisco, Mexico in Chapter 8. Regional results on maize production and resources are
presented. Analysis of the underlying water and nitrogen processes at individual site
locations are used to understand the variation in system behaviour at the regional
scale.

Chapter 9 documents on two separate interactions with stakeholders from the case
study regions. A preliminary evaluation of the results from the case studies and
methodology per se by the stakeholders is presented.

Chapter 10 provides a concluding discussion that integrates the main findings from the
previous chapters. Recommendations for future research are provided.

Since the chapters of this thesis have been published or submitted as separate journal
articles repetition of introductory information on the study occurs, allowing for the
independent reading of the chapters.
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2.
INTERFACING GEOGRAPHIC INFORMATION SYSTEMS WITH

AGRONOMIC MODELLING: A REVIEW

Abstract

Agronomic models are traditionally used for point or site-specific applications due to
limitations in data availability as well as computer technologies. Interfacing
geographic information systems (GIS) with agronomic models is attractive because it
permits the simultaneous examination of spatial and temporal phenomena. The
objective of this review is to examine strategies for interfacing GIS with agronomic
models. It considers the diverse terminology in use, programming approaches, issues
of data and scale, and existing applications. Linking is defined as merely passing
input and outputs between a GIS and a model, combining is defined as automatic data
exchange and GIS ool functions, and integrating is defined as embedding a model in
a GIS or vice versa. Due to differences in research objectives, spatial and temporal
scales, data sources or formats, and the natural processes being modelled, there is no
universal approach for interfacing. Because of the detailed input requirements for
agronomic models, expanding the models from a point-based application to a spatial
application can greatly increase the volume of input data. Moreover, these extensive
data requirements must be satisfled, while aiso ensuring data quality control. This
review suggests that a major challenge in interfacing GIS to models lies in developing
systems that handle spatial processes by implying interactions among spatial units.

Published as Hartkamp, A.D., J.W. White, G. Hoogenboom. 1999. Interfacing Geographic Information Systems
with Agronomic Modeling: A Review. Agronomy Journal 81: 761-772.
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Introduction

Geographical information systems (GIS) facilitate the storage, manipulation, analysis,
and visualization of spatial data. Most process-based agronomic models have
examined temporal variation using point data from specific sites, and model outputs
thus are site-specific. Agriculture is a spatial activity, however, and there is growing
interest in placing site-specific information in a spatial and long-term perspective.
Precision agriculture requires models that calculate spatial variation in crop growth at
a scale of meters and with a time scale appropriate for management decisions, often
hours or days (NRC, 1997). Efficient targeting of germplasm or production practices
requires models that calculate germplasm x environment interactions on a regional
scale {e.g., 1 to 5 km), usually through modelling at daily time scales (e.g., Chapman
and Barreto, 1996). Climate change research calculates global effects with models that
are often run on scales of 50 to 100 km, on the basis of muiti-century time scales
(NSTC, 1998). Furthermore, there is increasing inierest in understanding how
processes with a spatial component, such as runoff and lateral flow of solutes, affect
system behavior. The interaction of both spatial and temporal issues seems best
handled through interfacing agronomic models with GIS.

Geographical information systems have existed for almost three decades, but only in
the last 10 years have applications been widely used in agriculture and natural
resource management (Burrough, 1986). In the 1980s, the number of applications
grew as a result of vendor-driven efforts to show the capabilities of GIS (Kam, 1993),
and vendors’ perceptions of the market guided the development of these applications
{(Dangermond, 1991). During the 1990s, as access to powerful computer technology
became less costly, the number of GIS applications specific for research and
development has increased. Consequently, a new generation of problems and issues
have surfaced that are more pertinent to researchers and particular research objectives
than to GIS developers per se (Kam, 1993),

An example of such a new issue is the adding of time as a fourth dimension to GIS
capabilitigs. The time dimension can be mcluded in GIS analyses in two ways. In the
first approach, time-series of historic data from surveys or remote sensing can be
examined as a series of overlays (Marble, 1984). These static spatial snapshots may be
analysed with the help of statistical procedures (Croft and Kessler, 1996), such as
Markov chains (Tomlinson Associates, 1987; Stoorvogel, 1995). Such analyses can
document past trends, but their predictive power is weak, especially for new
production practices or conditions. The second approach, that avoids this shortcoming
by using process-based models to represent variation with time, is emphasized in this
paper. The resulting model outputs may be viewed as a time series in GIS.

Use of the words ‘model’ and ‘modelling’ in relation to GIS can cause confusion.
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Firstly, the focus of this paper is on simulation modelling, as opposed to spatial and
environmental modelling. Spatial modelling often refers to techniques such as
reclassification, overlay, and interpretation {Yakuup, 1993). Environmental modelling
refers to techniques ranging from interpolating climate data to the use of data models
and remote sensing. These techniques do not relate to simulation modelling per se,
although environmental modelling in the narrow sense also exists (e.g., simulations of
groundwater flow and the fate of contaminants) (Maslia et al., 1994). Nonetheless,
spatial modelling can be used to facilitate interfaces between GIS and modelling.
Secondly, this paper focuses on process-based models concerned with agricultural
issues (e.g., crop production, soil erosion, or water pollution), as opposed to rule-
based (logical} and empirical (regression) models.

The main attraction of interfacing models and GIS is to facilitate simultaneous
analysis of spatial and temporal variation in processes, Our understanding and
interpretation of the simulation results can not only significantly improve by spatially
visualizing the results of models (Engel et al., 1997) but, more importantly, improve
by advanced spatial analyses of model results (Campbell et al., 1989; Stoorvogel,
19935). Relevant methods include multivariate analysis, spatial autocorrelation, cluster
analysis to define homogeneous zones prior to modelling, point pattern analysis, and
error analyses.

Despite the growing number of computer-based applications, little attention has been
paid to developing conceptual frameworks for the simultaneous use of GIS and
modelling. The objective of this review 18 to examine strategies for interfacing GiS
with agronomic models. We consider the diverse terminology in use, concepts of
interfacing, and issues of data, scale, and error. Examples of applications in agronomy
and natural resource management are discussed, including extraneous major
challenges to effective interfacing.

Strategies for interfacing

Models have been interfaced with GIS since the mid-1980s, but early efforts did not
emphasize process-based models (Nyerges, 1991). Nyerges (1991) noted that GIS
vendors have had few incentives to develop such complex models, because of their
limited market potential. In the past, therefore, GIS-model interfaces were developed
within the various research disciplines in an ad hoc manner by researchers who were
not professional GIS programmers (Stoorvogel, 1995). Because of these
circumstances, a conceptual framework with standards for terminology, formats, and
procedures for interfacing models with GIS does not exist.

Terms frequently used in describing systems that interface GIS and models, and their
definition (Longman, 1984), include the following:
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Interface: The place at which diverse (independent) systems meet and act on or
communicate with each other.

Link: To connect.

Couple:  To link together; the act of bringing together.

Combine: To unite, to merge.

Integrate: To unite, combine, or incorporate into a larger unit; to end segregation.

We suggest that interface and interfacing be used as umbrella words for the
simultaneous use of GIS and modelling tools, since they do not imply a specific level
of interaction between them.

We consider linking, combining, and integrating to be suitable terminology for
degrees of interfacing. Burrough (1996) and Tim (1996) refer to ‘loose coupling’,
‘tight coupling’, and ‘embedded coupling’, which correspond to linking, combining,
and integrating, respectively. Fedra (1993) uses ‘deep coupling’, which corresponds to
integrating. Distinguishing between linking and combining can be difficuit, while
integration is more easily distinguished (Tim, 1996). The terms ‘linking’,
‘combining’, and ‘integrating’ relate to the physical extent to which the GIS and
models are interfaced.

Linking

Simple linkage strategies use GIS for spatially displaying model outputs. This
approach often involves interpolation of model outputs (e.g., White and Hoogenboom,
1995). More sophisticated linkage strategies use GIS functions such as interpolation,
overlay, and slope calculation to produce a database containing inputs for the model.
Model outputs can be exported to the same or a separate database. Communication
between the software systems is achieved through grid cell or polygon identifiers that
link input and output to ficld locations. Simple transfer of files in ASCII format or a
common binary file format is usually sufficient in this strategy. The concept of linking
GIS and models is presented in Fig. 2.1a. Limitations of this strategy often include (i)
the system’s dependence on either the GIS or model output format; (ii) failure to take
full advantage of the functional capabilities of the GIS (e.g., spatial analysis tools);
and (iii) the incompatibility of operating environments and hardware (Tim, 1996).
Lam et al. (1996) and Fedra (1991) have emphasized that users cannot exploit the full
potential of the systems through linking. Examples of linking are GLEAMS to
Arcinfo (Stallings et al., 1992), USLE to MAP GIS (Hession and Shanholz, 1988),
and WOFOST to ArcInfo (Van Laanen et al., 1992) (Table 2.1).

Combining
Combining also involves processing data in a GIS and displaying model results;
however, the mode! is configured with interactive tools of the GIS and the data are
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exchanged automatically (Burrough, 1996). Extensive use is made of mechanisms that
are offered by GIS packages: macro languages, interface programs written in standard
program languages, and libraries of user-callable routines (Tim, 1996}. This approach
usually requires more complex programming and data management than do simple
linkages. The concept of combining GIS with models is presented in Fig. 2.1b.
Examples of combining are AEGIS with ArcView (Engel et al, 1997}, (GIDM)
Gleams with ArcInfo (Fraisse et al., 1994), and WEPP with ArcView (Cochrane et al.,
1997) (Table 2.1).

Integrating

Integration implies incorporating one system into the other. Either a model is
embedded in a GIS, or a simple GIS system is included in a modelling system. Aside
from making use of GIS and modelling tools, integration usually involves automatic
use of relational databases, expert systems, and statistical packages. Full integration
implies systems developed within the same or similar data structures. File transfer and
format conversions are avoided or automated and thus are invisible to the user. The
development of such systems may mean starting from scratch with data organization,
among other tasks. A considerable programming effort is needed to develop these
software systems, not to mention a considerable mutual understanding between the
GIS specialist and modeller, and so only limited attempts have been made to integrate
process-based models with GIS. More often integrated systems make use of simplified
models (Tim, 1996). The concept of integrating GIS with models is presented in Fig.
2.1¢c, Examples of integrating are RAISON {Lam and Swayne, 1991; Lam et al., 1996}
and the interface described by Stuart and Stocks (1993) (Table 2.1).

Additional examples of interfaces that have been linked, combined, and integrated are
presented in Table 2.1. Abbreviations of the model names and interface tools are listed
alphabetically in Table 2.2. In summary, limitations of the different strategies are
related to problems of incompatibility of database structures, software, and hardware
{Stoorvogel, 1995; Tim, 1996; Burrough, 1996). Linking strategies usually underuse
the functional capabilities of GIS to achieve interactivity between the GIS and models.
Point models are run only for a series of locations, and there is no attempt to consider
interaction between neighboring locations, such as runoff or runon in adjacent plots.
In combining and integrating, interactivity can be more readily achieved. Almost all
interfacing activities require considerable effort from the developers and users (Engel
et al., 1997). The ease of use, efficiency, development and maintenance costs, and
necessary human resource training are important considerations for system design
(Fedra, 1991; Nyerges, 1991). The amount of effort needed to develop integrated
systems is large, and probably for this reason most efforts at interfacing have evolved
through linking models with GIS. Stoorvogel {1995) noted that a modular approach
should contribute to the transparency and flexibility of structure and procedures.
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The choice of the interfacing strategy should depend on the research problem, the
application objectives, and the investment the user is able to make. This scunds easy,
but it is not. The research problem often has different relevance at different spatial and
temporal scales (Fresco and Kroonenberg, 1992). The choice of the scale at which the
probiem is addressed may be subjective. It is often difficult to determine an approach
that will provide valid research results at the farm level as well as the regional level.
Procedures for up-scaling and down-scaling exist, but methods for calculating the
effects of these procedures on resulting model calculations are still scarce. Few
investigators have studied the effect of up- and down-scaling {e.g., Izaurralde et al.,
1996; Wagenet and Hutson, 1996, Hijmans and Bowen, 1997). Hijmans and Bowen
(1997) described aggregation of data in time (weather data) and space (soil data) when
models were interfaced with GIS. They found that the effect of the aggregation or
disaggregation on resulting calculations depends on a combination of environmental
variability and model sensitivity. In heterogeneous regions and for models that are
sensitive to changes, this may lead to errors in the resulting GIS-model calculations.
Others have recognized the constraint (e.g., to aggregation to regicnal levels;
Rosenberg, 1992) and explained that this is caused by a lack of efficient means to
incorporate spatial variability in input variables (Carbone et al., 1996).

Structural issues affecting the interface strategy

The physical extent to which modelling and GIS capabilities are interfaced can be
viewed as a programming issue. However, there are stnictural issues that affect the
interface strategy. These are related to the research problem or the purpose of the
application and include the scale, type (lincar, non-linear), and complexity of the
processes modelled and of the data sources, the format and structure of the available
data, and the dynamic relations between model runs and the spatial units.

Scale and complexity

The spatial scale of the research problem may range from the plot to the field, farm,
watershed, region (intranational), nation, region (international), continent, and/or
global level. The temporal scale can vary from seconds to several years or more.
Related scales in interfacing include the data measurement scale, original map and
GIS scale, modelling scale, data manipulation scale, natural scale of the phenomenon,
and scale of application (Burrough, 1996).

Issues of scale for the GIS component of an interfaced system are straightforward. The
map scale is often predefined. For instance, map scales between 1 : 100,000 and 1 :
250,000 are often recommended for regionatl studies, whereas scales of 1:1000and 1 :
2500 are more appropriate for farm-level applications (Garrity and Singh, 1991).
Unfortunately, use of detailed map scales is frequently precluded by practical
constraints, such as poor data availability or inadequate computer resources. Wilson et
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Table 2.1 Examples of GIS-mode! interfaces, organized by interface type, main data
format (polygon or raster) and reference.

Tool/Model GIS Focus Interface DF’ Reference
srysnzm1 typt:2

AGNPS VirGlS Cropland management and pollution L P Hession et al. (i989)
GRAGRO Arcinfo Ley production potential L I Magnusson and Sdderstrim (1994)
PLANTGRO ArcInfo Forest production planning L P Pawitan (1996)
GLEAMS ArcInfo Hydrology, groundwater L P Stallings et al. (1992)
PESTRAS Arcnfo Pesticide fate L P Tiktak et al, (1996}
USLE - Regional Soil erosion L P Ventura et al. (1988)
CMLS Arcinfo Hydrology L P Zhang et al. (1990}
CMLS Arclnfo Solute transport, input data resolution L P/R Wilson et al. {1994}

effect
GOA Arclnfo Land suitability evaluation L R Brisson et al, (1992)
ANSWERS - Erosion R DeRao et al, (1989)
({RYUSLE IDRIS] Ercsion and deposition R Desmet and Govers {1995); Desmet

and Govers (1996)
USLE MAP  Regional Sediment Load L R Hession and Shanholtz (1988)
MODFLOW Arcinfo Groundwater flow R Hinaman (1993)
ANSWERS GRASS Watershed erosion/depasition L R Rewerts and Engel (1991);
Srinivasan and Engel {1991)

SPLR ERDAS Watershed hydrology L R Sasowsky and Gardner {1991}
AGNPS Arc/info Hydrology/pollution L R SathyaKumar and Farell-Poe (1995)
NLEAP GRASS N leaching L R Shaffer et al. (1996)
WOFOST Arclofo  Crop production potential/land use L R Van Laanen et al. {1992

planning
LINTUL - Agro-ecological zoning L R/P Van Keulen and Stol (1995)
CROPSYST ArcView Cropping systems/rotations LiC P Donateiii et al. (1997)
CMLS ArcInfo Pesticide fate L/C P Foussereau et al. {1993}
FLOWCONC ArcInfo Pesticide/herbicide fate L/C P Liicke et al. (1995)
WEPP ArcView Watershed erosion C P  Ccechranc et al. {1997}
AEGISWIN{DSSAT) ArcView Precision farming C P Engel et al. (1997}
GIDM (GLEAMS)  Arclnfo Dairy waste management/water C P Fraisse et al. (1994}

quality
[AEGIS (DSSAT)  Arclnfo Crop management modelling C P  Hoogenboom et al. {1993}
AEGIS+ (DSSAT)  ArcInfo Crop management modelling C P Luijten and Jones (1997)
AGNPS ArcInfo Water quality/pollution C P Tim and Jolly (1994}
CMLS ArcInfo Herbicide fate C P Wilson etal. {1993)
SWAT ArcView Watershed hydrology, water quality € P/R Stallings, pers.comimn. (1996}
AGNPS GRASS Watershed erosion/nutrient C R Engeletal. (1993)

movement
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Table 2.1 Continued.
Tool/Model GIS Focus Interface DF° Reference
sy'steml t)rpe2
GISMO (EPIC) GRASS Erosion; climate variabil- C R Martin and Neiman (1996); Goddard
ity/sensitivity et al. (1996)
AGNPS ERDAS Hydrology/pollution C R Olivieri et al. (199§}
AGNPS GRASS Hydrology/poltution c R Parketal. (1995)
WEPP (RASS Watershed erosion C R Savabi et al. (1997)
SWAT GRASS 'Watershed hydrology, water quality C R Srinivasan and Arnold (1994)
USTED (CLUE) IDRISI  Land use plaming C R Stoorvogel (1995)
SMeRMOD GRASS Rainfall-runoff C R Zollweg et al. {1996)
DSSAT IDRIST* Crop management modelling C R Thornton et al. (1997)
MICRO-FEM ILWIS  Hyvdrology, Groundwater flow C R/P Biesheuvel and Hemker (1993)
TOPMODEL ILWIS Hydrelogy C R/P Romanowicz et al. (1993)
EGIS (MODFLOW) swGIS  Hydrology/poliution Cc1 R Deckers (1993)
RUSLE MAPS  Erosion I R Blaszczynki (1992)
- GINIS  Nitrate leaching I R Jordan et al. (1994)
Terrasoft
RAISON - Envirenmental modelling, fish I P Lam and Swayne (1991}; Lam {1993)
richness
HYDRUS® ArcInfo  Water flow and solute transport 1 Mohanty and Van Genuchten (1996)
TOPMODEL SPANS Hydrology 1 Stuart and Stocks (1993}
' Gis Systems:

Arclnfo, ESRI GIS software; ArcView, ESRI GIS software; ERDAS, GIS software; GEOPACK, Geostatisti-
cal Software Package; GRASS, Graphical Resources Analysis Support System; IDRISI, GIS Software from
Clark University, USA; ILWIS, Integrated Land and Water Information System; MAPS, Montana Agricul-
tural Potential system, GIS software; MAP, Map Analysis Package, GIS software; MAPS, Map Analysis and
Processing System, GIS software; SPANS, Spatial Analysis System (GIS software).

? Interface type: L = linking;

C = combining; | = integrating.

? DF = data format; P = polygon, R = raster,
* IDRISI-based, but handies Surfer and ArcInfo grid files in ASCII format,
* Integrated with soil databases (UNSODA; STATSGO) and geostatisctical package (GEOPACK).
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Table 2.2 Abbreviations and Acronyms of models and interface tools.

Short name Expanded name

AEGIS Agricultural and Environmental Geographic Information Systems
AGNPS Agricultural NonPoint Source

ANSWERS Areal Nonpoint Source Watershed Environmental Response Simulation
CMLS Chemical Movement through Layered Soils

CROPSYST CROPping SYSTems

DSSAT Decision Support System for Agrotechnology Transfer

EPIC Erosion Productivity Impact Calculator

EGIS Evaluation of Groundwater resources Information System
FLOWCONC Unknown acronym for pesticide/herbicide fate model

GIDM Generic Interactive Dairy Model

GISMO GIS and Modelling

GLEAMS Groundwater Loading Effects of Agricultural Management Systems
GOA Grignon-QOrleans- Avignon {Labs participating in Model Development)
GRAGRO Grass Grow Model

HYDRUS HYDRo{water) UnSaturated

LINTUL Light INTerception and UtiLization Simulator

MODFLOW MODular Three Dimensional Finite-Difference Groundwater FLOW Model
MICRO-FEM Finite Element groundwater Model

NLEAP Nitrate Leaching and Economic Analysis Package

PESTRAS PESticide TRAnSport Assessment

PLANTGRO Plant Grow Model

RAISON Regional Analysis by Intelligent Systems ON a microcomputer
RUSLE Revised Universal Soil Loss Equation

SMoRMOD Soil Moisture based Runoff MOdel

SPUR Simulating Production and Utilization of Range Land

STATSGO State Soil Geographical Database

SWAT Soil and Water Assessment Tool

TOPMODEL Topographic Model

USTED Uso Sostenible de Tierras en El Desarollo

UNSODA UNsaturated SQil Hydraulic DAtabase

USLE Universal Soil Loss Equations

WEPP Water Erosion Prediction Project

WOFOST WOrld FOod STudies
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al. (1996), Inskeep et al. (1996), and Wagenet and Hutson (1996) found that the
impact of input map (data) resolution on final model calculation depends on the
processes accounted for by the model.

The scale of a model is more problematic and involves three closely linked
dimensions; space, time, and complexity (Penning de Vries, 1996). Model scale is
often equated with the complexity of the processes that are modelled. However, this is
incorrect. For example, a model of global climate patterns may simulate complex
atmospheric processes but operate at a spatial resolution of 50 km or larger. Simple
models of physiological processes may run on a time scale of minutes. Traditional
point-based agronomic models lack an explicit spatial scale, although it is often
suggested that they are valid at the plot or field scale. However, when such a model is
iterfaced to spatial data in a GIS, the spatial scale is usually predetermined by the
scale of the spatial data or application. The temporal scale of a model may be
influenced by the time span of the types of proccsses being modelled, data
availability, computational constraints or scale of the application.

Model complexity is largely determined by the type (e.g., linear or non-linear) and
detail of the processes represented. However, it can also be influenced by data
availability, computational constraints, and interests in making underlying
assumptions readily understandable.

The choice of an appropriate model scale is often difficult and is a topic of active
debate. Clearly, the answer to the scale and/or complexity issue should lie in the
research problem or application objective itself (Boote et al., 1996). Passioura (1996)
made the valuable distinction between scientific models, which are intended to
improve the understanding of processes, and engineering models, which are intended
to provide sound calculations for decision makers. Monteith (1926) noted that the ease
of software development afforded by modem personal computers may have led some
researchers to develop excessively complex models. However, this view may be
contrasted with that of Leenhardt et al. (1995), who argued that, for modelling effects
of spatial soil and water variability at a regional scale, simplification of models to
facilitate modelling across large regions or long time scales is unjustified on
theoretical grounds. Given equal experimental effort, simple approaches allow a
greater spatial sampling density than more mechanistic ones, but simplifying
processes can reduce the sphere of validity of the outputs. Furthermore, integrated
parameters are often difficult to relate to specific measurable parameters, such as soil
texture or leaf area index. Burrough (1989} related the choice of model complexity
and sampling density to an economic consideration of investment. Stoorvogel (1995)
noted that complex models are often avoided because of limited availability of data.
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Model complexity relates not only to the processes modelled and data requirements,
but also to computational requirements of the model. A simple model, such as the
Universal Soil Loss Equation (USLE) (Wischmeier and Smith, 1978), can be
embedded more easily in a GIS than a model with complex computational
requirements, such as parallel processing, that are not provided by GIS software and
hardware (Burrough, 1996).

Model complexity also affects functionality for end-users (Moore et al., 1993). The
tendency to develop complex, physically based models that are difficult for users to
understand is liable to grow unless common concepts and terminology are developed.
Generic system-integration tools developed under a common conceptual theory have
been proposed as a means to reduce the gap between theoretical GIS practitioners and
discipline-oriented applications specialists (Stoorvogel, 1995).

Spatial distribution and type of data

The spatial distribution of the available data can influence the strategy for interfacing,
Woeather stations and soil samples can have an irregular, sparse distribution. Their
values can show large variation in space. Before these weather and soil data can be
usetul for input into a model they may need to be interpolated. Interpolation methods
include kriging and cokriging (Krige, 1951; Joumnel and Huijbregts, 1978), splining
(Hutchinson, 1991), and spatial domain methods based on state—space models
(Shumway et al., 1989; Wendroth et al., 1992). The choice of spatial interpolators
depends on type and distribution of the data and research objective (e.g., DeBrule,
1983).

The type of data, continuous or discontinuous, can alse influence the strategy for
interfacing. For example, it can be problematic to relate discontinuous peint
measurements, such as soil taxonomic units, to a final polygon or raster structure. If a
variable is discontinuous, point data lose their connection to the polygon or raster
unless borders are exactly delineated by measurement. In this case, Monte Carlo
simulations can be used to capture the varance, as in the work of Foussereau et al.
(1993) on soil variables within discontinuous soil taxonomy units. Also, fuzzy logic
can be used to estimate the spatial distribution of soil types and to derive soil
properties (e.g., Zhu et al., [997).

Spatial data format

The appropriate spatial data format depends on the type of data or data source.
Quantitative data such as climate or soil traits are often provided as interpolated
surfaces in raster (gridded) format, Soil taxonomy maps and land-use data are more
commonly recorded in vector (polygon) formats. The choice of raster or vecior
depends on the importance of spatial interactions in the process being studied and how
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these are handled in the model (Fraisse et al., 1994). Relative advantages and
disadvantages of the two different formats are reviewed in basic texts on GIS {e.g.,
Burrough, 1986). Fortunately, enhancements in recent software have reduced this
format incompatibility, and some interfaces can use both formats (e.g., Wilson et al.,
1996). The spatiat data format has consequences for subsequent analysis, particularly
where spatial scales are varied. Raster data (grid cells) can be easily overlaid and can
be aggregated (lumped to bigger grid cell sizes) more easily than polygon structures,
which have irregular shapes. Furthermore, with polygon structures small ‘splinter’
areas are often formed, which are hard to interpret.

Model simulations in relation to type and size of spatial unit

A model can be run for all spatial units (i.e., grid cells or polygons) in a study area or,
to decrease the number of runs, for a subset of the spatial units. The type (interacting
or non-interacting) and size of spatial units influence the selection of spatial units for
the simulations.

Non-interacting spatial units Non-interacting spatial units are units (grid cells or
polygons) whose value does not affect the value of the neighboring unit. If the total
study area is small relative to the spatial unit size, simulations may be mn on all
possible spatial units, and the spatial database may be used as model input without
alteration. However, if the study area is large and the spatial units are small (with few
classes), simulations may be run for only specific classes of units. Class values that
are not farming areas, such as cities or water bodies, can be masked out. Values can be
sorted and classified in an intermediate database structure, using multivariate analyses.
Studying maize (Zea mays L.) yield potential of East Africa, Collis and Corbett (1997)
created what they called effective environments — climate zones that were defined
through cluster analysis. Model simulations were conducted for each environment
only.

For large databases or small spatial units, a random subset of units can be evaluated
(the Monte Carlo method). In a modified Monte Carlo, units are pre-stratified. For
example, variable numbers of simulations are executed for different regions according
to their relative importance as production areas or for specific soil types. More
simulations may be executed for border cells to reduce edge effects.

Interacting spatial units Spatial units are considered to interact when values of one
unit affect the values of neighboring units. For interacting units, a model may have to
be run for all spatial units, or else sub-sampling has to be carefully managed.
Furthermore, the order of the simulation runs must be determined prior to running the
simulation. In the case of surface runoff, the sequence of the simulations is determined
by identifying the flow path over the terrain, as is done in ANSWERS (Rewerts and
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Engel, 1991) and ZOO (Toannidis et al.,, 1997). Given that traditional agronomic
models are one-dimensional and essentially ignore horizontal flow when interfaced to
a GIS, this potentially important interaction is usually ignored. These applications will
remain less usetul in areas of variable terrain or topography.

Muanaging input and output To analyse different scenarios, many simulations may
have to be conducted for a single spatial unit. A data and programming issue that
arises is how to manage long-term modelling of different inputs for one spatial unit
structure. For example, if three irrigation levels and three fertilizer levels are applied
to five crops for 20 years of variable soil and weather data, a single spatial unit would
have 900 values for each output variable. Fortunately, advances in imaging allow
outputs to be viewed as a series of images, either displayed together or as a dynamic
vigw (animation). For example, yearly images could present differences in yield due
to treatments, with summary statistics used as aids. Further development of viewing
and analysis tools in this area is anticipated.

Applications
In agronomy and natural resource management research, apphcations of interfaces of
GIS and modelling have grown from primarily hydrological applications in the mid-
1980s to the current wide range of applications. Ordered roughly by increasing detail
of spatial scale, examples can be categorized into groups such as the following.
1. Atmospheric modelling (Lee et al,, 1993).
2. Climate change, sensitivity and/or variability studies (Rosenzweig, 1990,
Wei et al., 1994; Beinroth et al., 1998).
3.  Agroecological characterization and zonation (Bouman et al., 1994;
Aggarwal, 1995).
4. Regional risk analysis (Bouman, 1993).
Scenario modelling and impact assessment, ex ante and also ex post (WRR,
1992; De Koning et al., 1993; Lam, 1993; Stoorvogel, 1995; Stockle, 1996).
6. Hydrology, water quality, water pollution (Warwick and Haness, 1992;
Holloway, 1992; Kovar and Nachtnebel, 1993; Maidment, 1993; Corwin and
Loague, 1996; Mamillapalli et al., 1996).
7.  Spatial yield calculation - regional, global (Haskett et al., 1995; Van Keulen
and Stol, 1995; Karthikeyan et al., 1996).
8. Precision farming (spatial yield calculation) (Hoogenboom et al., 1993;
Booltink and Verhagen, 1997a; Engel et al., 1997).

-

However, strict borders between the application groups do not exist. For instance,
nutrient management, particularly minimizing nitrate leaching, is a cross-cutting
theme, especially in Groups 5, 6, and 8. Climate change and variability may be seen as
a scenario, but scenario modelling, as defined here, includes scenarios derived from
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policy goals (e.g., WRR, 1992). Examples of linking the DSSAT family of crop
models to GIS at different spatial scales (field to regional) are presented in Table 2.3,

By interfacing with GIS, models are often run for arcas where they have not been
validated. In this case, the interfacing of GIS to models serves as a sensitivity analysis
of the model. White and Hoogenboom (1995) simulated dry bean (Phaseolus vuigaris
L.) yields over the eastern United States and Canada, varying only weather conditions,
and found that the simulated crop growth roughly matched expectations based on
known crop distributions. These exercises could be extended by varying parameters
such as soil depth and moisture retention. However, caution must be taken to ensure
that potential users understand the difference between sensitivity analysis and
calculation, and consider the limitations of spatial scale.

Table 2.3 Applications of DSSAT models at different scales.

Driving Application Scale Reference

factor

Soil Crop managetment minimizing nitrogen leaching in Farm/ficld  Booltink and Verhagen (1997a)
barley in The Netherlands

Soil Spatial variability of éry bean yield in Puerto Rico Farn/field  Calixte et al, {1992)

Soil Spatial variability of dry bean yield in Guatemala Farm/field  Hoogenboom and Thornton (1990)

Soil Spatial variability of yields of various crops at Georgia Farm/field Hoogenboom et al. (1993}
Experimental Station

Seil Regional productivity analysis Regional Carbone et al. (1996)

Soil Regional productivity analysis in Puerto Rico Regional Laletal. (1993)

Soil Regional productivity analysis Regional Papajorgji et al. (1993)

Soil Regional productivity analysis of sorghum for semiarid Regional Singh et al. (1993)
India

Soi} Regional productivity analysis of matze in Malawi Regional Themton et al. (1995)

Climate Impact of climate change and climate variability on Farm/field ~ Wei et al. (1994)

crop production

Climate Climate change effect on watershed irrigation demand ~ Watershed  Beinroth et al. (1998)
in Colombia

Climate Climate change effect on soybeans in Georgia and Regional Beinroth et al. (1998)
tomato in Puerto Rico

Climate Impact of climate change and climate variability in Regional Papajorgji et al. (1994)
southeastern USA

Climate Crop response to the impact of climate change and Regional Rosenzweig {1990)
variability in southern Great Plains

Climate/Soil  Regional productivity analysis Regional Georgiev et al. (1998)
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Additionally, care must be taken not to assume that the model application remains the
same when it is interfaced to GIS. The model name or acronym may remain
unchanged as the application evolves. EPIC (Erosion Productivity Impact Calculator)
was first developed to examine relations among crop management practices,
productivity, and soil erosion. More recently the GIS-interfaced version of the model
has been used in climate sensitivity, hydrology, and water quality assessment
applications. Consequently, the original acronym has acquired a new meaning,
Environmental Policy Integrated Climate (Ramanarayanan, pers. communication,
1997). In some cases, the confusion is reduced by giving the GIS-meodel interface a
new name, such as AEGIS (Agricultural and Environmental Geographic Information
Systems), which developed within the DSSAT (Decision Support System for
Agrotechnology Transfer) framework.

Challenges for successful applications

The large number of software systems in which models and GIS have already been
interfaced (Table 2.1) suggests that, while interfacing per se is not a trivial exercise, it
is a relatively tractable software engineering problem. In this review, other challenges
are apparent. These inciude developing interfaced systems that achieve interactivity
and satisfying data requirements while ensuring data quality control by developing
methods for error analysis.

Interactivity

As mentioned above in the section on strategies for interfacing, linking interfaces
often does not achicve interactivity, because spatial output is created merely by
interpolating point-based simulations. The points themselves are considered
independent of their neighbors when the simulations are run. A challenge to
interfacing applications is to make the simulations interactive, and so truly achieve
spatial modelling. This interactivity between spatial units can be achieved maore easily
by combining and integrating efforts,

Data availability and information sharing

Because of the detailed input requirements for agronomic models, expanding the
models from a point-based application to a spatial application necessarily expands the
need for data. Although it is not stated in the interfacing studics, data availability must
be enhanced to fully realize the potential of interfacing GIS to models.

Improved data availability may be achieved through use of additional sources,
encouraging data format standards, and improving information sharing management
systems. Remote sensing is thought to be a potentially important additional source of
data in precision agriculture (NRC, 1997) and in county-level yield mapping (Carbone
et al., 1996). It has been used to help estimate parameters for model input, such as leaf

32




Interfacing GIS and agronomic modelling

arca index, soil moisture, and surface soil water evaporation (Reiniger and Seguin,
1986; Bouman, 1995; Moran et al., 1995), and to evaluate and validate results of GIS-
modelling efforts (Maas, 1993; Boutnan, 1995; Booltink and Verhagen, 1997b).

Data availability can also be improved by reducing data incompatibility due to
physical storage (format), syntactic organization (conversion, repackaging needs),
quality and accuracy, or semantic interpretation. The first two problems can be
resolved by standards (Evans, 1994). Efforts to standardize input formats have been
promoted for crop modelling by the International Consortium for Agricultural
Systems Appiication (ICASA} (Hunt et al., 1994; Ritchie, 1995; Tsuji et al., 1998).
These standards facilitate interchange of data, thereby increasing data availability.
Differences in accuracy and semantics are harder to solve and may still inhibit
information sharing (Evans, 1994),

Besides technical issues, data availability and information exchange are often affected
by organizational, legal, cultural, and bureaucratic factors. There is considerable
discussion on whether govermnments should encourage data distribution on a free or
subsidized basis, as opposed to charging the full costs of data coliection and
distribution. Economic analyses (Porter and Callahan, 1994) suggest that data
contributors should receive more benefit than they currently do. Information
management policies that increase the credit to the collector and ensure the
responsibility of quality and documentation are necessary. However, the benefits of
open data access in agricultural systems might include long-term effects on regional
economies or on the natural resource base that are difficult to quantify. Porter and
Callahan (1994) provided a broad review of other issues related to the organizational,
legal, and burcaucratic aspects of data sharing for environmental research.

Error analysis

Spatial data have errors due to measurement, digitization, or interpolation. Similarly,
models, being simplified representations of reality, produce output with error. How
these errors interact when systems are interfaced is poorly understood, and so error
analysis will become increasingly important as more models are interfaced with GIS.
Users become concerned about the reliability and quality of the model outputs
(Loague et al., 1998). Error analysis is also useful for assessing optimal combinations
of sampling density and model complexity (Leenhardt et al, 1995). Uncertainty
analysis is related to error analysis. Quantifying the effects of the uncertainty of
variables on modelling can provide an indication of the reliability of the resulting
calculations (Bouman, 1993; Corwin and Loague, 1996).

Conventional error propagation theory can be used to assess the quality of modelling
results only if they are influenced by random errors. For data or variables stored in a
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GIS or used as model input, sources of error are usually functions of observations,
measurements, and entry. These are random errors. However, some techniques used in
GIS, such as logic models (e.g., suitability ciasses) contain a systematic error of
unknown magnitude that error propagation theory cannot address effectively
(Drummond, 1987). Burrough (1986) recognized this problem and developed
propagation rules for several GIS procedures.

Other attempts at error analysis for GIS have used probability modelling. This
approach is problematic, because of the variety of possible spatial data processing
procedures and the rigorous requirements of probabilistic data gathering. In a GIS,
two major classes of error or uncertainty can be defined, those dealing with positional
error (digitizing, georeferencing) and those addressing thematic uncertainty and error.
For questions of spatial variability, fuzzy surfaces are used for uncertainty analysis
and Monte Carlo methods for error analysis (Davis and Keller, 1996).

In simulation modelling validation {Neelamkavil, 1987), sensitivity analysis and
Monte Carlo analyses can help determine error (Bouman, 1993). Bouman (1995) also
suggested using remote sensing to reduce uncertainty in modelling efforts.

Methods for analysing error propagation in GIS and model interfaces are still lacking.
Hill et al. (1996} estimated error using an iterative Monte Carlo process for a range of
model parameters, grid resolutions, and value estimates where the rules of Burrough
(1986) were not applicable. Data resolution and model organization are often changed
to interface GIS and models. Error can increase because of the aggregation, De Roo et
al. (1989) found that simulations with the GIS-interfaced version of a model
calculated 46% more runoft and 36% more erosion than with the original model.
Stallings (pers. communication, 1997} found that aggregated soil data led to a 100%
error in medel outputs. These results suggest that there is still a poor understanding of
how up- and down-scaling influence error propagation, when models are interfaced to
GIS.

Discussion and conclusions

In reviewing existing GIS-model interfaces, this study identified ‘linking’,
‘combining’, and ‘integrating’ as suitable terminology for characterizing basic
strategies for interfacing agronomic models with GIS. Structural issues such as scale
of models and the type, distribution, and scale of data were discussed.

Although there is an increased availability of user interfaces for linking GIS to
simulation modelling, there is no guarantee that this improves science. On the
contrary, in working with complex interfaces, users have fewer incentives to learn
basic concepts, procedures, and the limitations of the underlying systems. Questions
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on the contribution of complex systems to our problem-solving capacity have been
raised in crop modelling research (Passioura, 1996; Sinciair and Seligman, 1996).
Both GIS and simulation models have been developed with their own conventions,
procedures and limitations. However, linking them at a technical level does not
guarantee improved understanding nor useful prediction (Burrough, 1996). There is a
danger that calibration, validation, and error analysis will be neglected if GIS-
modelling interfaces become oo easy to use (Burrough, 1996).

Major challenges lie in achieving full interactivity of a GIS and a model, and in
satisfying spatial data requirements while ensuring data quality control through error
analysis. Qualitative and subjective procedures are often used for spatial analysis in
GIS, and the resulting information loses much of its relevance and statistical validity
(Stoorvogel, 1995). More quantitative quality indicators, together with spatial
statistics and error analysis, are needed to improve the value of GIS-modelling
interfaces.
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3.
INTERPOLATION TECHNIQUES FOR CLIMATE VARIABLES

Abstract

Understanding spatial variation in climatic conditions is key to many agricultural and
natural resource management activities. However, the most common source of
climatic data is meteorological stations, which provide data only for single locations.
This paper examines statistical approaches for interpolating climatic data over large
regions, providing a brief introduction to interpolation techniques for climate
variables of use in agricultural research, as well as general recommendations for
future research to assess interpolation techniques. Three approaches: (1) inverse
distance weighted averaging (IDWA), (2) thin plate smoothing splines and (3) co-
kriging — were evaluated for a 20,000 kon’ square area covering the state of Jalisco,
Mexico. Validation of the surfaces using two independent sets of test data showed no
difference among the three techniques for predicting precipitation. For maximum
temperature, splining performed best. Taking into account valued ervor prediction,
data assumptions, and computational simplicity; we recommend use of thin-plate
smoothing splines for interpolating climate variables.

Frequently used acronyms and terminology

CIMMYT International Maize and Wheat Improvement Center

DEM Digital elevation model; a digital description of a terrain in the shape of data and
algorithms

ERIC Extractor Rapido de Informacion Climatolagica

GCvV Generalized cross validation, A measure of the predictive error of the fitted surface

which is calculated by removing each data point, one by one, and calculating the
square of the difference between each removed data point from a surface fitted to
all the other points

IDWA Inverse distance weighted averaging
IMTA Instituto Mexicano de Tecnologia del Agua
INIFAP Mexican National Institute of Forestry, Agriculture, and Livestock Research

(Instituto Nacional de Investigaciones Forestales y Agropecuarias)
Interpolation The procedure of estimating the value of properties at unsampled sites within an
area covered by sampled points, using the values of properties from those points

Published as Hartkump, A.D., K.M. de Beurs, A. Stein, JW. White. 1999. Interpolation Techniques for Climate
Variables. NRG-GIS paper 99-01. CIMMYT (International Maize and Wheat Improvement Centerj, Mexico.



Chapter 3

Introduction

Geographic information systems {GIS) and modelling are becoming powerful tools in
agricultural research and natural resource management. Spatially distributed estimates
of environmental variables are increasingly required for use in GIS and models
(Coltins and Bolstad, 1996). This usually implies that the quality of agricultural
research depends more and more on methods to deal with crop and seil vanability,
weather generators (computer applications that produce simulated weather data using
climate profiles), and spatial interpolation — the estimation of the value of properties at
unsampled sites within an area covered by sampled points, using the data from those
points (Bouman et al., 1996). Especially in developing countries, there is a need for
accurate and inexpensive quantitative approaches to spatial data acquisition and
interpolation (Mallawaarachchi et al.