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Stellingen 

1 Ondanks significante verschillen in de structuur van de katalytische 

centra van phenol hydroxylase en p-hydroxybenzoaat hydroxylase, komt 

het mechanisme van substraat-activering in beide enzymen overeen. 

Dit proefschrift, hoofdstuk8 

2 QSARs die gebaseerd zijn op gecombineerde quantummechanische / 

moleculair mechanische berekeningen kunnen gebruikt worden voor 

sterker uiteenlopende reeksen substraten dan QSARs die gebaseerd zijn 

op berekeningen in vacuum. 

Dit proefschrift, hoofdstuk 5 en 7 

3 Het hangt van de temperatuur af welke stap in het reactie-mechanisme 

van catechol-1,2-dioxygenase snelheidsbeperkend is. 

Dit proefschrift, hoofdstuk 4 

Walsh en Ballou (1983) J. Biol. Chem. 258, 14422-14427 

4 Het verschil in substraatspecificiteit tussen type I en type II catechol-

dioxygenasen wordt voor een belangrijk deel veroorzaakt door een 

verschil in het effect van substraatsubstituenten op de zuurstofbinding. 

Dit proefschrift, hoofdstuk 4, 

Dorn en Knackmuss (1978) Biochem. J. 174, 85-94 

5 Wanneer intermediairen in enzymatische readies te instabiel zijn om 

experimented waargenomen te kunnen worden, zijn gecombineerde 

quantummechanische / moleculair mechanische modellen het beste 

middel tot hun karakterisering. 

Dit proefschrift 

6 Experimented data zijn onmisbaar in theoretisch onderzoek. 



7 De toenemende snelheid van computers zal in het quantumchemisch 

onderzoek niet leiden tot een kortere duur van de uitgevoerde 

berekeningen. 

8 In het onderzoek aan toxische stoffen dient optimaal gebruik te worden 

gemaakt van computersimulaties, opdat schade aan proefdieren, 

onderzoekers en milieu geminimaliseerd wordt. 

9 Een betere implementatie van nieuwe technologie in de samenleving 

vraagt eerder een extra inspanning op politiek dan op wetenschappelijk 

vlak. 

10 De toegenomen populariteit van het lange-afstandswandelen in 

Nederland is zowel een negatieve reactie op, als een positief gevolg van 

de grote mobiliteit in dit land. 

11 Succes in de voetbalpool is niet gecorreleerd aan kennis op dit vlak. 

12 Wetenschap is falsificeerbare kunst. 

Stellingen behorende bij het proefschrift "Computer-based studies on enzyme 

catalysis; from structure to activity" van Lars Ridder, Wageningen Universiteit, 

3 oktober 2000 
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1 Introduction: computer-based QSAR 
studies on enzymes involved in 

degradation of aromatic compounds. 

A major challenge in biochemistry is to understand how enzymes catalyse the specific 
conversion of their substrates, on the basis of the structures of the enzyme and the 
substrates involved. For a full understanding of how enzymes work, computational 
methods are becoming increasingly important. Computer calculations can be used to 
derive essential properties of the enzyme and substrate molecules from their 3-
dimensional structures. The simulation of the actual reaction of the enzyme and 
substrate molecules has become feasible using recently developed methods. 
By comparing the results of these calculations with results of experiments, the 
computational models and the hypothesised mechanisms behind these models can be 
validated. Furthermore, the use of theoretical models can provide valuable information 
to supplement experimental results, for example in cases of processes that occur too 
fast to be investigated experimentally. The development and testing of theoretical 
models will ultimately lead to methods to predict if, and how fast, specific biochemical 
processes occur. 

1.1 Deriving biochemical reaction rates from molecular models 

The general objective of this thesis is to investigate and validate computer models of 
molecular structures (i.e. of substrates and enzymes) which provide information about 
mechanisms and rates of enzymatic reactions. The general approach chosen, is to 
correlate experimental rates of biochemical reactions quantitatively to specific 
calculated properties for series of substrate (and cofactor) molecules. These so-called 
quantitative structure-activity relationships (QSARs) demonstrate the ability of various 
computational models to translate structural data on enzymes and substrates into 
information about relative reaction rates and reaction mechanisms. 
In this thesis, three approaches have been used to obtain relative parameters for the 
rate of enzymatic reactions. These approaches are based on the physical relationship 
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Figure 1.1 Orbital energy diagrams for the transition state interactions between a) two occupied 
orbitals of the reactants and b) the highest occupied molecular orbital (HOMO) of the nucleophile and 
the lowest unoccupied molecular orbital (LUMO) of the electrophile. The (non-bonding) interactions 
between occupied orbitals lead to a raise in energy (due to electron repulsion), whereas the (bonding) 
interaction between the HOMO and LUMO leads to a decrease in energy. This energy gain strongly 
depends on the energy difference between the HOMO and LUMO: A smaller energy difference results 
in a larger orbital splitting upon interaction, which yields a larger gain in energy. 

between the rate constant of a reaction and the activation barrier of that reaction, 
which was first described by the Arrhenius equation: kr = Ae'Eac"RT. The activation 
energy in this equation is an empirical quantity, which can be derived from 
experiment. (A thermodynamic formulation of this equation is given on the basis of 
absolute rate theory: fcr = -*fe~AG /RT (Chang, 1981).) From this equation it becomes 
clear that useful parameters for (enzymatic) reaction rates should represent the 
activation energy of the reaction, at least in a relative way. 

The first approach used in this thesis is based on the so-called frontier orbital theory. It 
provides (relative) parameters for electrophilic or nucleophilic reactivity on the basis 
of calculations on the reactant(s) only. The frontier orbital theory explains that, when 
comparing the reactions of series of (soft) nucleophiles and (soft) electrophiles, the 
energy difference between the highest occupied molecular orbital (HOMO) of the 
nucleophile and the lowest unoccupied molecular orbital (LUMO) of the electrophile 
is an important factor determining the variation in the activation energies (Figure 1.1) 
(Fleming, 1976). The HOMO and LUMO energies can therefore be used as relative 
parameters for the nucleophilic and electrophilic reactivity within a homologous series 
of reactant(s). Furthermore, the activation barrier for this type of reaction also depends 
on the densities of the frontier orbitals on the reacting atom centres (Fukui et al, 1952, 
Klopman, 1968, Salem, 1968). The frontier orbital densities can therefore be used as 
relative parameters for reactivity of different atoms within a reactant molecule. The 



Introduction 

a 

1 V ^H 

\ 
AH-- B 

A-

H---B 

"""s"-» 

'x X 
y_\ lAEactV 

/ A—H—B\ 

HB ! 

~H 1 
' ! 

| 
i: 

/| 

> « . - '"' •' 

A E react 

; 

/ 
A—HB 

reaction coordinate 

Figure 1.2 Qualitative illustration of the Br0nsted relationship between the activation energy and the 
energy change from reactant to product for proton transfer. The dotted lines represent the potential 
curves for the proton dissociation of the acid and two different bases respectively. The solid lines 
represent the energy profiles for the two proton transfer reactions. 

frontier orbital parameters for reactivity, based on calculations on isolated reactants in 
vacuum, have been successfully applied in QSAR studies on enzyme reaction 
mechanisms (Cnubben et al, 1994, Peelen et al, 1995, Soffers et al, 1996, Van 
Haandel et al, 1996, Vervoort et al, 1992). In this thesis, frontier orbital parameters 
have been used in chapters 3, 4 and 7. 
The second approach is to calculate the energy differences between the reactant(s) and 
product(s) of a reaction and to use this reaction energy as a relative parameter for the 
activation barrier. The relationship between the reaction energy and the activation 
energy of a reaction was first described by Br0nsted for proton transfer reactions and is 
illustrated in Figure 1.2. The energy difference between reactant and product energies 
in vacuum have also been used successfully as parameters for enzyme activity 
(Rietjens et al, 1995, Soffers et al, 1996, Vervoort and Rietjens, 1996). In this thesis, 
reaction energy parameters have been used in chapters 3 and 7. 
The third and most important approach of the present thesis is to actually calculate the 
activation energy. The activation energy, i.e. the energy difference the reactant and 
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transition states, can in principle be obtained from a calculation of the reaction 
pathway, which describes how the reactants transform into the products. As the 
reaction pathway is approximate and does not include entropic contributions, the 
resulting energy barriers should still be used as relative parameters (see Chapter 2). 
For the reaction pathway calculations in this thesis, a so-called combined quantum 
mechanical/molecular mechanical (QM/MM) method is used. The advantage of this 
type of method is that it enables the inclusion of the protein atoms surrounding the 
reacting substrate and cofactor molecules in an explicit way. This implies that a 
reaction pathway for the reacting substrate and cofactor molecules can be calculated, 
explicitly taking into account the relevant steric restrictions and electrostatic influences 
of the enzyme active site. The QM/MM reaction pathway calculations thus provide a 
sophisticated parameter for enzymatic activity. More importantly, the QM/MM 
reaction pathway approach gives detailed insight into the enzyme mechanism and 
provides an explicit model for unstable reaction intermediates. This QM/MM approach 
forms the basis of chapters 5, 6, 7 and 8 of this thesis. 

1.2 The enzymes studied in this thesis 

Three enzymes, involved in the microbial degradation of aromatic compounds, have 
been chosen as model enzymes in this thesis: catechol-1,2-dioxygenase (1,2-CTD), 
para-hydroxybenzoate hydroxylase (PHBH) and phenol hydroxylase (PH). These 
enzymes have been chosen for several reasons. 
The first reason is that, despite extensive experimental research on these enzymes, 
some mechanistic questions concerning specific steps in their reaction cycles remain 
unsolved, due to the lifetime of the intermediates involved. Thus, computer models are 
useful to simulate and test proposed mechanisms for these reaction steps and to 
characterise the unstable intermediates. 

The second reason is the particular substrate specificity of these enzymes. On the one 
hand, their substrate-specificity is not too narrow: they are capable of converting 
various substituted substrate analogues in addition to the native substrate, which makes 
them suitable model enzymes for the QSAR-type studies of this thesis. On the other 
hand, they are also not highly substrate-wnspecific: previous QSAR studies were 
focused on enzymes with large active sites and broad substrate specificity, such as 
mammalian biotransformation enzymes (Cnubben et al, 1994, Soffers et al, 1996). 
The enzymes studied in the present thesis have smaller active sites with more strictly 
defined substrate specificity, which is in principle a further challenge in the 
development of QSARs. It may require computer methods that take into account the 
specific effects of the active site surrounding the reacting molecules. The development 
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of such models is one of the objectives of this thesis and may ultimately lead to 
QSARs for broader ranges of substrates and/or enzymes. 
In addition, there are some technical reasons for choosing the model enzymes. The 
possibilities to perform accurate calculations on systems containing transition metals 
have increased over the last decade. Due to developments of QM methods based on 
density functional theory, it has (only recently) become feasible to perform reasonably 
accurate calculations on a large transition metal system, such as the iron-ligand-sub-
strate complex of the catechol-1,2-dioxyenase studied in this thesis. With respect to the 
pathway simulation studies of this thesis, the flavin enzymes, PHBH and PH, are chal­
lenging model systems for the QM/MM approach. The simulation of flavin enzymes is 
currently feasible within the capabilities of the QM/MM method used. The quantum 
mechanical part of the applied QM/MM method is based on semiempirical molecular 
orbital theory. The flavin cofactor and the substrates in the model enzymes chosen for 
the QM/MM studies only consist of the bio-organic elements H, C, N, O, S, F and CI, 
for which this semiempirical treatment is reasonably accurate (Dewar and Yuan, 1990, 
Dewar and Zoebisch, 1988, Dewar et ah, 1985). The flavin ring is a large and highly 
polarisable aromatic system, which is involved in a large variety of biological 
reactions catalysed by flavoproteins (Palfey and Massey, 1998). A question of general 
scientific interest is, therefore, how various catalytic functions of the flavin cofactor 
are obtained through differences in the protein environment. This is a typical example 
of the kind of questions that can be studied very usefully by QM/MM simulation. 
Another technical motive for choosing the model enzymes is the availability of crystal 
structures. Especially, the simulation of reaction pathways within the environment of 
the active site requires accurate information about the 3-dimensional structure of the 
proteins. The crystal structure of the enzymes studied in this thesis, available from the 
protein databank, provide this information at a reasonably high resolution. 
Finally, an additional reason for choosing the model enzymes of this thesis is their 
involvement in the degradation of xenobiotic compounds. Insight into factors that 
determine the rates of conversion of substrate analogues by these enzymes is of 
interest for the assessment of the biodegradability of aromatic xenobiotics. 

1.3 Outline of this thesis 

In the present thesis, the reaction mechanisms of specific steps in the catalytic cycles 
of the model enzymes described above are studied by means of three different QSAR 
approaches mentioned in section 1.1. Chapter 2 will introduce the theoretical 
principles of the different computational techniques applied. Then, some practical 
aspects of the application of quantum mechanical models to enzymes, with special 



6 Chapter 1 

reference to flavin enzymes, are discussed in chapter 3. The subsequent chapters 
present the results obtained with the specific model enzymes of this thesis. 
Chapter 4 describes a frontier orbital-based QSAR study which provides insight into 
the mechanism of the rate-limiting step of the reaction cycle of catechol-1,2-
dioxygenase. The QSARs presented in this study are based on the first two approaches 
mentioned in section 1.1, using gas-phase quantum mechanical calculation and 
experimentally determined rate constants for the overall conversion of a series of 
substrate derivatives. 

Chapter 5 presents a QSAR for the conversion of fluorinated p-hydroxybenzoates by 
p-hydroxybenzoate hydroxylase. This QSAR is based on a combined quantum mecha­
nical and molecular mechanical reaction pathway model, being an example of the third 
approach in section 1.1. Further analysis of the QM/MM model is presented in Chapter 
6 and provides detailed insight into the reaction mechanism of the simulated reaction 
pathway for hydroxylation and into the role of specific active site residues. Chapter 7 
presents an extended QSAR study on PHBH, in which the various computational 
approaches/parameters are compared. Furthermore, the QSARs presented in this 
chapter include substitutions on the flavin cofactor as well as on the substrate. 
Finally, chapter 8 presents a QM/MM study on phenol hydroxylase. This chapter 
further establishes the QM/MM energy barriers as useful QSAR-parameters. 
Furthermore, this study provides valuable insight in the reaction mechanism of PH, 
which has not been studied as extensively as PHBH. This chapter also makes a 
detailed comparison of these two enzymes, which yields insight into their structural 
and functional relationship. 

The remainder of the present chapter will now give more specific information on the 
model enzymes, relevant for the investigations in this thesis. First, their function in the 
degradation of aromatic compounds is discussed. Then, a brief overview on the 
cofactors and reaction mechanisms of these enzymes is given. 

1.4 The (3-ketoadipate pathway 

The enzymes studied in this thesis are all part of the P-ketoadipate pathway, one of the 
first studied pathways of aerobic microbial degradation of aromatic compounds 
(Ornston and Stanier, 1964). This microbial degradation of aromatic compounds is an 
important part of the carbon cycle on earth. Among the most abundant substances 
produced in photosynthetic processes is lignin, the main constituent of wood. Lignin 
makes wood strong and rigid. About 25% of the biomass on land consists of this 
relatively stable (and difficult to degrade) compound (Harwood and Parales, 1996). It 
has a very irregular, polymeric structure composed of phenylic building blocks. After 
aerobic splitting of lignin, aromatic acids are the remaining products, which need to be 
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Figure 1.3 The prokaryotic |3-ketoadipate pathway. Two branches involving ortho cleavage of the 
aromatic ring are presented, which proceed via the catechol or protocatechuate key intermediates. In 
bold the enzymes investigated in this thesis. 

further degraded. The degradation of these aromatic compounds occurs most 
efficiently under aerobic conditions, although it is known to proceed under several 
anaerobic conditions as well (Reineke and Knackmuss, 1988). 
Although lignin is the main source of aromatic compounds to be degraded, there are 
other sources of aromatic compounds as well. In chemical industries, man produces 
significant amounts of xenobiotic compounds, which are not necessarily degradable 
via the natural mineralisation pathways. An important group of these xenobiotics are 
the halogenated aromatics, such as the well-known PCBs (polychlorinated biphenyls). 
The various reaction steps of the p-ketoadipate pathway and the enzymes catalysing 
these reactions are presented in Figure 1.3. Two general phases in the aerobic 
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degradation of aromatics can be distinguished. First, the aromatic ring is prepared for 
cleavage by modifying it to specific dihydroxylated benzene intermediates. In the case 
of the P-ketoadipate pathway the intermediates are catechol and protocatechuate. 
These key intermedates are cleaved and further degraded to common metabolic 
intermediates. In the P-ketoadipate pathway, the aromatic ring in catechol or 
protocatechuate is cleaved between the two adjacent carbons bearing the hydroxyl 
moieties. This reaction is referred to as ortho-cleavage, as distinct from meta-cleavage 
(occurring adjacent to the two hydroxyl substituted carbons), which is the entrance to 
another pathway. The product of ortho-cleavage, (carboxy)muconate, is further 
degraded via (carboxy)muconolactone and P-ketoadipate-enollactone to P-ketoadipate 
(3-oxoadipate). The latter is converted into succinyl-CoA and acetyl-CoA, two central 
intermediates in the cell metabolism. 

The eukaryotic pathway differs from the bacterial pathway with respect to the 
protocatechuate branch in that P-carboxymuconolactone is formed, rather than y-
carboxymuconolactone, which is converted directly to P-ketoadipate. Although a great 
diversity exists with respect to induction, regulation and gene organisation of the P-
ketoadipate pathway, the functional activities involved are highly conserved 
throughout various bacterial strains (Harwood and Parales, 1996). 

Degradation of substituted aromatics via the /3-ketooadipate pathway 

An important step in the aerobic detoxification and degradation of the halogenated 
aromatics is the removal of the halogen substituent(s). Dehalogenation can occur in an 
initial phase, such as hydrolytic dehalogenation of 4-chlorobenzoate (Kobayashi et al, 
1997, Marks et al, 1984) or oxidative dehalogenation (Husain et al, 1980, Peelen et 
al, 1995), after which the product may be degraded via the native pathways. 
Alternatively, the halogen substituents may be (spontaneously) removed from the non-
aromatic pathway intermediates after ring-cleavage has taken place (Reineke and 
Knackmuss, 1988). Recent 19F-NMR experiments demonstrated that various 
fluorinated phenols can enter the P-ketoadipate pathway and may lose their fluoro 
substituents later (Boersma et al, 1998, Cass et al, 1987). This spontaneous 
dehalogenation may yield products which are not further degraded by the normal P-
keto-adipate pathway (Boersma et al, 1998, Schlbmann et al, 1990). For chlorinated 
(Reineke and Knackmuss, 1988) and methyl substituted phenols (Powlowski and 
Dagley, 1985) so-called modified ortho-pathways exists, which have specialised 
enzymes (Dorn and Knackmuss, 1978). The chlorocatechol dioxygenase (type II) 
(Dorn and Knackmuss, 1978) and chloromuconate cycloisomerase of this modified 
pathway are closely related to catechol dioxygenase (type I) and muconate 
cycloisomerase enzymes of the normal P-keto-adipate pathway. The subsequent part 
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Figure 1.4 Crystal structures of the catalytic units of a) PH (1FOH.PDB), b) PHBH (1PBE.PDB) and 
c) 3,4-PCD (3PCA.PDB), displayed using MOLMOL. The cofactors and substrates are represented in 
spheres. The substrates are colored darker than the cofactors The overall folds of PH and PHBH are 
similar, except for an extra domain in PH (left top) with an unknown function (Enroth et al, 1998). 
The iron in 3,4-PCD is represented as a larger sphere. The two subunits of the catalytic a(3Fe unit of 
3,4-PCD show considerable sequence homology with the subunits in 1,2-CTD and especially the 
residues involved in iron binding are conserved (Nakai et al, 1990). This indicates that, although no 
crystal structure is available for 1,2-CTD yet, the structure of the dimeric 1,2-CTD may be very 
similar to the catalytic unit of 3,4-PCD. 

of the modified ortho-pathways, during which dehalogenation occurs, are somewhat 
more different (Schlomann, 1994), in order to degrade the intermediates formed upon 
dehalogenation. 

Oxygenases involved in the fi-ketoadipate pathway 

The investigations presented in this thesis concern three oxygenase enzymes of the |3-
ketoadipate pathway: phenol hydroxylase (PH), p-hydroxybenzoate hydroxylase 
(PHBH), and catechol-1,2-dioxygenase (1,2-CTD) (Figure 1.3). Figure 1.4 
schematically presents the structures of these enzymes. Oxygenases catalyse the 
incorporation of either one (monooxygenases) or both (dioxygenases) atoms of 
molecular oxygen into their substrate. Molecular oxygen is a highly oxidative species, 
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Figure 1.5 The reaction catalysed by catechol- 1,2-dioxygenase (1,2-CTD) and protocatechuate-3,4-
dioxygenase (3,4-PCD) 

which generally reacts very exothermic with organic material. It is, in that respect, a 
suitable reactant to attack the relatively stable aromatic nucleus. However, due to the 
fact that oxygen has a triplet groundstate, its reaction with organic compounds, which 
generally have a singlet groundstate, is spin-forbidden. Thus, the reactions of oxygen 
with organic compounds have a high activation barrier and, consequently, are very 
slow. The major task of the oxygenases is, therefore, to somehow circumvent this 
(quantum mechanical) restriction. This is done by means of different cofactors: the 
monooxygenases studied in this thesis use a flavin cofactor, whereas the catechol-
dioxygenase uses a non-heme iron, to facilitate the reaction of molecular oxygen with 
the aromatic substrate. 

1.5 The intradiol catechol dioxygenases 

The intradiol catechol dioxygenases of the P-ketoadipate pathway, catechol-1,2-
dioxygenase (1,2-CTD) and protocatechuate-3,4-dioxygenase (3,4-PCD), are related 
enzymes, which catalyse a similar reaction: the cleavage of the aromatic ring between 
two adjacent hydroxyl-substituted carbon atoms (Figure 1.5). These two enzymes 
share the essential mechanistic features described in the following paragraphs. 
The catechol dioxygenases contain none-heme iron as a cofactor. Instead of being part 
of a heme cofactor, or an iron-sulphur cluster, non-heme iron is coordinated by amino-
acid side chains. In the resting state of the intradiol dioxygenases, the iron is bound to 
two anionic (deprotonated) tyrosine side-chains (Que, 1989, Que and Epstein, 1981) 
and two neutral histidine side-chains (Felton et al, 1982) (Figure 1.6). A fifth ligand in 
the trigonal bipyramid iron site is formed by a hydroxide coming from the solvent 
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Figure 1.6 The catalytic site of the intradiol dioxygenases in the free enzyme and in the enzyme 
substrate complex (Ohlendorf et al, 1994, Orville et al., 1997). After substrate is bound, oxygen 
enters the active site to form a ternary complex. Comparison of the crystal structures of free enzyme 
and the enzyme-substrate complex provides insight into this sequential binding of substrate and 
oxygen. Upon substrate binding, structural changes occur at the a/fJ subunit interface. This may affect 
the accessibility of the active site for oxygen (Orville et al, 1997). Furthermore, the bidentate binding 
of catechol to the active site iron, thereby replacing a tyrosine and hydroxide ligand, appears to change 
the iron coordination site such that an oxygen binding site is created adjacent to the substrate 
(indicated by a dashed circle) (Orville et al, 1997). 

(Whittaker and Lipscomb, 1984a). The iron is in a ferric (i.e. 3+) high-spin state 
throughout the catalytic cycle (Lipscomb and Orville, 1992). 

Overall reaction mechanism 

Upon binding to the enzyme, the substrate catechol (or protocatechuate) coordinates 
bidentately to the iron(III) (Orville and Lipscomb, 1989) (Figure 1.6). The two 
phenolic moieties of the substrate become deprotonated and replace the hydroxide and 
one of the tyrosine ligands (True et al, 1990). These structural characteristics of the 
iron containing catalytic site and the changes upon binding of the substrate, derived 
from spectroscopic studies, were recently confirmed by crystal structures of free 3,4-
PCD (Ohlendorf et al, 1994) and of 3,4-PCD in complex with substrate and various 
substrate analogues (Orville et al, 1997). It is proposed that this binding of catechol to 
iron induces radical density on the aromatic ring, which would enhance the direct 
reaction with triplet oxygen. However, the precise nature of the iron-substrate 
complex is still subject to discussion. On the one hand spectroscopic studies indicate 
that the iron remains high-spin ferric, i.e. Fe3+ (Lipscomb and Orville, 1992, Que, 
1989, Whittaker and Lipscomb, 1984b). On the other hand an Fe2+-semiquinone 



12 Chapter 1 

product catechol 

Figure 1.7 The reaction mechanism proposed for the intradiol dioxygenases. 

radical resonance structure has been proposed to contribute to the activation of the 
substrate (Figure 1.7). 
Substrate binding is proposed to cause structural changes, which result in an oxygen 
binding site (Figure 1.6). Oxygen enters the active site, without being coordinated to 
the iron. Due to its partial radical character, the substrate can react with this oxygen 
molecule via a nucleophilic attack. The subsequent reaction steps lead to cleavage of 
the aromatic ring between the two hydroxyl-substituted carbons (Figure 1.7). 
The extradiol dioxygenases, which cleave the aromatic ring adjacent to the two 
hydroxyl-substituted carbons, have found a different solution to circumvent the spin-
forbidden reaction with triplet oxygen. The substrate is, also bidentately, bound to 
ferrous iron (Fe2+). In this case, however, the oxygen molecule does not directly react 
with the aromatic ring. It binds to iron first, to form a substrate-enzyme-Fe2+-0-0 
complex, thereby changing the electronic configuration of the dioxygen (Shu et al, 
1995). Subsequently, the distal oxygen reacts with the extradiol carbon centre. 
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Figure 1.8 The chemical structures of FAD (flavin adenine dinucleothide) and FMN (riboflavin-5'-
monophosphate) 

The QSAR-study on catechol- 1,2-dioxygenase, presented in chapter 4 of this thesis, 
focuses on the crucial reaction between the iron-bound substrate and molecular 
oxygen. In order to perform calculations relevant for the reaction within the enzyme 
complex, the extent of charge transfer from the dianic catechol to the iron was 
investigated by means of a calculation on the complete iron-ligand-substrate model. 
This model system was build on the basis of the crystal structure of the related 
protocatechuate dioxygenase enzyme, since the active sites of catechol-1,2-
dioxygenase and protocatechuate dioxygenase are expected to be similar. Sequence 
alignment shows that the active site residues are conserved in both enzymes (Orville et 
al, 1997). 

1.6 The flavin dependent monooxygenases 

Many hydroxylation reactions involved in the conversion of the various aromatic 
compounds to catechol derivatives (as a preparation for ring cleavage) are catalysed by 
flavin dependent monooxygenases (Dagley, 1987). Flavin is the general name for a 
group of compounds that contain an isoalloxazine ring (Figure 1.8). This isoalloxazine 
ring can adopt a whole series of electronic states (Zheng and Ornstein, 1996) and is 
capable of supporting a variety of reactions. Flavin is found as a cofactor in various 
groups of enzymes, for example as FMN (riboflavin-5'-monophosphate) or as FAD 
(flavin-adenine-dinucleotide) (Palfey and Massey, 1998). 

The most widely studied flavin dependent monooxygenases are phenol hydroxylase 
(PH) and p-hydroxybenzoate hydroxylase (PHBH), which will be discussed in the 
remainder of this paragraph. PH and PHBH catalyse the hydroxylation of phenol and 
p-hydroxybenzoate, respectively, at the ortho position of the hydroxyl moiety. These 
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Figure 1.9 The reactions catalysed by phenol hydroxylase (PH) and p-hydroxybenzoate hydroxylase 
(PHBffi 

related enzymes (catalysing homologous reactions) use NADPH and molecular 
oxygen, and produce catechol and protocatechuate respectively (Figure 1.9). The 
PHBH enzyme studied in this thesis is from the soil bacterium Pseudomonas 
fluorescence (Howell et al, 1972). The enzyme is very homologous to PHBH from 
other Pseudomonas strains (Hosokawa and Stanier, 1966, Nakamura et al, 1970), but, 
due to its high stability, PHBH from Ps. fluorescence has been most widely studied 
(Van Berkel and Miiller, 1991). The most widely studied phenol hydroxylase, which 
has also been subject to investigation in this thesis, comes from the soil-yeast 
Trichosporon cutaneum. 

Overall reaction mechanism 

PH and PHBH are to believed operate via a similar overall reaction cycle (Figure 
1.10). The first step in this common reaction mechanism is binding of the substrate. 
The binding of substrate induces the reduction of the FAD cofactor by NADPH, i.e. it 
stimulates the rate of reduction up to 105 fold (Howell et al., 1972). The reduced flavin 
then reacts with molecular oxygen to yield the C4a-peroxyflavin. For this reaction 
with triplet oxygen the ability of the flavin to form radicals is probably essential. The 
reaction is believed to proceed via a one-electron transfer from the flavin to oxygen 
(Harayama et al, 1992, Kemal et al, 1977). The resulting superoxide and flavin-
semiquinone radicals quickly "collapse" to form the C4a-peroxyflavin (Palfey and 
Massey, 1998). The peroxide moiety is then protonated to generate the C4a-
hydroperoxyflavin (Maeda-Yorita and Massey, 1993, Schreuder et al, 1990). 
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Figure 1.10 The proposed reaction cycle for the flavin dependent monooxygenases phenol 
hydroxylase and p-hydroxybenzoate hydroxylase 

How the resulting C4a-hydroperoxyflavin subsequently reacts with the substrate has 
been subject to many experimental studies and to a lot of speculation. Among the 
proposed reaction mechanisms are dioxygen transfer to the substrate (Kemal and 
Bruice, 1979, Keum et ah, 1990), homolytic cleavage of the peroxide bond (Anderson 
et ah, 1987, Anderson et ah, 1991, Perakyla and Pakkanen, 1993) and a mechanism 
which proceeds via an open ring form of the flavin (Entsch et ah, 1976, Husain et ah, 
1980). Recent studies (Maeda-Yorita and Massey, 1993, Ridder et ah, 1999a), 
however, have lead to consensus in support of an electrophilic aromatic substitution 
proceeding by heterolytic cleavage of the peroxide bond and resulting in the formation 
of a deprotonated C4a-hydroxyflavin intermediate of the cofactor and a hydroxy-
cyclohexadienone as an initial form of the product (Figure 1.10). This hydroxy cyclo-
hexadienone non-enzymatically converts to catechol via keto-enol tautomerisation 
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(Maeda-Yorita and Massey, 1993). The C4a-hydroxyflavin splits off water to yield 
oxidised flavin, which makes the enzyme ready to enter a next reaction cycle. 
The simulations of PHBH and PH presented in this thesis concern the hydroxylation 
step. This reaction step has been proposed to be rate-limiting in the reaction cycles of 
PHBH and PH (Peelen et al, 1995, Vervoort et al, 1992), and is therefore most 
relevant for calculating the energy barriers to be compared with experimental rate 
constants. For the construction of the computational models, two aspects of the 
reaction mechanism by PHBH and PH are of importance: the position of the flavin to 
be modelled (in relation to flavin mobility) and the protonation state of the substrate. 

Flavin mobility 

Mobility of the flavin plays an important role in the reaction mechanism. Different 
conformations of the flavin cofactor have been observed in crystals of PHBH. In the 
crystal structures of the PHBH-substrate complex (Schreuder et al, 1989, Wierenga et 
al, 1979) and the PHBH-product complex (Schreuder et al, 1988b) the flavin ring is 
buried in the interior of the protein and closes the active site. This conformation makes 
the active site inaccessible to solvent (Schreuder et al, 1988a). It is referred to as the 
"in" conformation, to distinguish it from the "out" conformation, in which the flavin is 
moved away from the active site and exposed to solvent. This "out" conformation has 
been observed in crystal structures of PHBH in complex with 2,4-dihydroxybenzoate 
and 2-hydroxy-4-aminobenzoate (Schreuder et al, 1994), of the Tyr222Ala (Schreuder 
et al, 1994) and Tyr222Phe (Gatti et al, 1994) mutants of PHBH, and of PHBH in 
complex with a stereochemical analog of the cofactor, arabinoflavin adenine 
dinucleotide (a-FAD) (Van Berkel et al, 1994). The crystal structure of the free 
enzyme has recently been described and contains a "flexible" FAD, located at an 
intermediate position between the "in" and "out" conformations (Eppink et al, 1999). 
Mobility of the flavin to the "out" conformation is believed to be important for 
accessibility of the active site for substrate (Gatti et al, 1994, Schreuder et al, 1994). 
Furthermore, it was found that the isomeric form of the enzyme-substrate complex 
with arabino-FAD, in which this isomeric cofactor preferentially adopts the "out" 
conformation, is reduced faster by NADPH than the native enzyme-substrate complex 
(Van Berkel et al, 1994). This supports the proposal that the reduction of the flavin by 
NADPH occurs in the "out" conformation (Schreuder et al, 1994). Recently, A model 
for the ternary enzyme-substrate-NADPH complex was proposed with the flavin in 
the "out" position (on the basis of kinetic effects of mutations on the interdomain 
surface) (Eppink et al, 1998). 

Once the FAD cofactor is reduced, it is believed to move back into the active site, as 
supported by a crystal structure of the reduced enzyme-substrate complex with the 
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flavin in the "in" conformation (Schreuder et ah, 1992). In this position the reduced 
flavin may react with molecular oxygen, and the resulting peroxide can be protonated 
(Schreuder et ah, 1990), while the solvent accessibility is minimised. The latter is 
important to prevent decomposition of the C4a-hydroperoxyflavin into oxidised flavin 
and hydrogen peroxide (referred to as "uncoupling", see Figure 1.10) (Kemal et ah, 
1977, Van der Bolt et ah, 1996) and to allow efficient hydroxylation of the substrate 
(Entsch and Van Berkel, 1995, Schreuder et ah, 1992). The recently refined x-ray 
structure of PH, in which both the "in" and the "out" conformations are present in a 
single crystal, indicates that the flavin mobility is relevant as well in the reaction cycle 
of PH (Enroths ah, 1998). 

In line with the above, the models of the C4a-hydroperoxyflavin intermediates for 
PHBH and PH presented in chapters 5 to 8 have been based on the crystal structure 
with the flavin in the "in" conformation. 

Substrate deprotonation 

A second important factor in the catalytic cycle of PHBH is the deprotonation of the 
substrate hydroxyl moiety. The substrate p-hydroxybenzoate becomes deprotonated, 
directly upon its binding to the active site of PHBH. Deprotonation of the hydroxyl 
moiety at C4 of the aromatic substrate is achieved via a hydrogen bonding network 
formed by Tyr201, Tyr385 (Entsch et ah, 1991, Eschrich et ah, 1993), two solvent 
molecules and His72 (Gatti et ah, 1996, Schreuder et ah, 1994). This deprotonation 
appears to be essential for substrate conversion, based on the observations that 
compounds lacking this hydroxyl moiety are not converted (Entsch et ah, 1976) and 
that mutants in which the hydrogen bonding network had been disabled showed a 
considerable decrease in efficiency of hydroxylation (Entsch et ah, 1991, Eschrich et 
ah, 1993). Molecular orbital studies on the p-hydroxybenzoate substrate have 
demonstrated that deprotonation increases the nucleophilic reactivity of the C3 centre 
in the substrate, which could be essential for an electrophilic attack on this C3 centre 
by the C4a-hydroperoxyflavin cofactor (Vervoort et ah, 1992). 

In addition to its requirement for the hydroxylation step, deprotonation has recently 
been proposed to facilitate movement of the flavin to the "out" conformation, possibly 
by inducing a conformational change in the active site loop around residue 294, 
thereby stimulating flavin reduction (Palfey et ah, 1999). This coupling of flavin 
reduction to substrate deprotonation may help to prevent hydrogen peroxide formation 
and, more importantly, would provide PHBH with a selection mechanism to 
distinguish between the substrate p-hydroxybenzoate and a related compound p-
aminobenzoate. The latter can not be deprotonated and is therefore not converted by 
the enzyme (Palfey et ah, 1999). Such a conversion would yield a toxic aminophenol. 
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In PH, binding of the substrate also accelerates the reduction of FAD (Neujahr and 
Kjellen, 1978). However, the proton channel present in PHBH does not exist in PH 
(Enroth et al, 1998). Furthermore, several studies indicate that the substrate is not 
deprotonated in the oxidised enzyme-substrate complex (Detmer and Massey, 1985, 
Neujahr and Kjellen, 1978, Peelen et al, 1993). Nevertheless, 19F-NMR experiments 
and molecular orbital calculations suggested that deprotonation of the substrate is 
relevant later in the reaction cycle, in order to activate the substrate for an electrophilic 
attack by the C4a-hydroperoxyflavin intermediate (Peelen et al, 1993). The 
importance of substrate deprotonation for the hydroxylation reaction has been further 
investigated in the simulations described in chapters 6 and 8 of the present thesis. 

In this thesis, the reaction mechanisms of the specific rate limiting steps in the 
catalytic cycles of the enzymes described above have been studied in more detail, by 
comparing experimental results with outcomes from computer calculations. The next 
chapter will provide some background information about the computational techniques 
applied in this research. 



2 Introduction to the theoretical principles 
of molecular orbital theory and its 

combination with molecular mechanics 

Due to the increasing power and availability of computers, the use of theoretical 
techniques to simulate and study enzyme reactions becomes more and more accessible 
to biochemists. Although the size of protein molecules prevents computer calculations 
of absolute accuracy, a theoretical simulation of protein reactions can already offer 
very useful information to complement experimental data. 

In general, computer calculations of reactions, or of molecular properties determining 
reactivity, require a method based on quantum mechanics, such as molecular orbital 
calculations. The first part of this chapter will briefly introduce the theoretical 
principles that form the basis of molecular orbital theory. More practical aspects of the 
application of quantum mechanical calculations in biochemical research will be 
discussed in chapter 3. 

The second part of the present chapter will focus on the theoretical aspects of the 
combination of quantum mechanics and molecular mechanics, which enables the 
simulation of reactions within the actual environment of the enzyme. 



20 Chapter 2 

2.1 Quantum mechanical methods 

The basis of all quantum mechanical calculations is the time-independent Schrodinger 
equation* H*F = ET 
This equation describes how the energy of a molecular system depends on its structure 
in terms of quantum mechanical theory. The system is described as a wavefunction *F, 
which is a function of the coordinates of all electrons and nuclei in the system. The 
Hamiltonian H is a so-called energy operator, which by definition means that 
operating the Hamiltonian on the wavefunction *P results in the energy of the system 
multiplied by the wavefunction. This equation has multiple solutions: the 
eigenfunctions *P describe different states of the molecular system and the eigenvalues 
E present the corresponding energies of these states. 

For molecules, containing at least three particles (for example Hi* has two nuclei and 
one electron) the Schrodinger equation is too complex to be solved analytically. The 
following paragraphs describe a number of approximations, which need to be made in 
order to solve this problem. 

The Schrodinger equation (Szabo and Ostlund, 1982) 
The Schrodinger equation defines the Hamiltonian operator as the energy operator of a quantum 
mechanical particle: 
# ¥ = £ ¥ 
For a molecule the Hamiltonian is given by: 
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In which the five summations represent the kinetic energy of all electrons i, the kinetic energy of 
all nuclei a, the repulsion between electrons i,j, the repulsion between nuclei a,fi and the attraction 
between electrons i and nuclei a. 
The energy is given by: 

When the Born-Oppenheimer approximation is applied, the Schrodinger equation is solved for the 
electrons only, with the nuclei regarded as point-charges fixed in space. Consequently, two terms 
in the Hamiltonian, the kinetic energy of all nuclei a, and the repulsion between nuclei a,/) vanish: 
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The Born-Oppenheimer approximation 

A fundamental approximation made in quantum mechanical calculations on molecules 
is the Born-Oppenheimer approximation. Due to a difference in mass, electrons move 
much faster than nuclei and respond almost instantaneously to changes in the nuclear 
positions. Therefore, the electrons can be described as moving in a static field of fixed 
nuclei. This assumption leads to the Born-Oppenheimer approximation, stating that the 
Schrodinger equation can be solved for the electrons only, with the nuclei regarded as 
point-charges fixed in space. For each configuration of the nuclei (i.e. geometry of the 
molecule) the potential energy can be evaluated as the sum of the electronic energy, 
obtained by solving the Schrodinger equation, and the nuclear repulsion. This energy 
as a function of the nuclear coordinates is referred to as the Born-Oppenheimer 
potential energy surface. 

How the electronic Schrodinger equation is tackled 

The Schrodinger equation for the electrons only is still too complex to be solved for all 
but the simplest molecules (i.e. H2+). A further approximation, the so-called molecular 
orbital (MO) approximation is made by assuming that the electronic wavefunction of a 
specific electronic state can be described as a set of individual molecular orbitals, 
which are occupied by electrons according to that specific electronic state. In the 
ground state, for example, the electrons occupy the molecular orbitals with the lowest 
energies. A next step of approximation is achieved by the assumption that the 
molecular orbitals can be described as linear combinations of atomic orbitals (LCAO). 
These atomic orbital functions are derived from solving the Schrodinger equation for 
the hydrogen atom, and therefore are often referred to as hydrogen-like (Slater) atomic 
orbitals (Atkins, 1983). The set of atomic orbital wave-functions used to build the 
molecular orbitals is called a basis-set.# 

By introducing these two approximations (the MO-LCAO approximation), the 
problem of solving the Schrodinger equation for the electronic system is transformed 
into the problem of finding the correct set of coefficients, which determine the 
contributions of the atomic orbitals to the various molecular orbitals in the system. 
This problem is mathematically feasible via an iterative process which results in a so-
called self consistent field*. This level of approximation is referred to as the Hartree-
Fock method. Hartree-Fock computations (using sufficient basis sets) often give 
reasonable descriptions of both the optimal geometry and the electronic structure of 
many closed-shell molecules. However, various adaptations/extensions have been 
made to the HF method to either speed up the calculations or to further improve the 
results. 
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# Basis sets 

Different basis sets exist, which vary in the number of atomic orbital wavefunctions included in the 
LCAOs, describing the molecular orbitals. A so-called minimal basis set contains only the atomic 
basis functions occupied by electrons. An example of a minimal basis set is the STO-3G basis set. 
(3G denotes that the Slater type orbitals are approximated by a combination of 3 gaussian 
wavefunctions, which speeds up the calculations). However, larger basis sets have been developed, 
imposing fewer restrictions on the spatial distribution of the electrons and therefore resulting in a 
better approximation to the exact molecular orbitals (the so-called Hartree-Fock limit). The first 
extensions to the minimal basis set are the so-called split valence basis sets, such as 3-21G, 6-31G 
and 6-311G, which include two or more basis functions, with different sizes, for each valence 
orbital. In the 3-21G basis set, for example, each inner shell orbital is described by one basis 
function (obtained by combining 3 gaussian functions), while the valence shell consists of two sets 
of basis functions (built from 2 and 1 gaussian functions respectively). These basis sets can be 
further extended by adding so-called polarisation functions, i.e. basis functions of higher angular 
momentum than required to describe the ground state of each atom (e.g. p-type functions on 
hydrogens and d-type functions on C, O and N, etc.) These polarisation functions allow for the 
possibility of small displacements of electronic charge away from the nuclear positions and are 
denoted by adding the type of the additional function in brackets, e.g. 6-31G(d) or 6-31G(d,p), or 
with an asterisk, e.g. 6-31G* or 6-31G** respectively. Finally, for the description of negatively 
charged species, so-called diffuse functions, generally designated via a V-sign, should be included 
in the basis set. These are 'oversized' orbital functions to allow for an expansion of the orbitals due 
to electron-electron repulsion in the anionic molecule (Foresman and Frisch, 1996). 

# The self-consistent field (SCF) 

The shape of a molecular orbital in the Hartree-Fock approximation, determined by the 
contributions of the various atomic orbitals (the so-called atomic orbital coefficients), depends on 
the electrostatic field due to all nuclei and other electrons, and thus on the shape of the other 
molecular orbitals. In other words, the MOs can only be calculated directly if the solution is 
already known. This problem is solved by using an iterative process which starts from a guess of 
the molecular orbitals, on the basis of which new (and better) molecular orbitals are calculated. 
These then serve as the input for another calculation of the molecular orbitals, and so on. This 
process converges towards a point where the input orbitals are identical to the output orbitals. In 
practice, this so-called self-consistent field (SCF) is recognised as the point where the Hartree-
Fock energy doesn't change anymore (to within a certain tolerance.) 

Including electron correlation 

The HF approximation of introducing molecular orbitals, describing individual 
electrons within the average field of the other electrons, neglects the fact that the 
movement of the electrons is correlated (due to interactions between the electrons). 
Due to this electron correlation, the actual field influencing the electron is not identical 
to the average field as assumed in the MO approximation. One way to improve on the 
MO approximation is by applying configuration interaction (CI). This involves mixing 
(i.e. combining) all (in case of full CI), or a number of, different configurations built 
up from the molecular orbitals, which leads to a better wavefunction. This 
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computationally expensive procedure is often applied in an approximate way (based 
on perturbation theory) via M0ller-Plesset theory, denoted as MP2, MP4, etc. 
Inclusion of configuration interaction, together with an increase in the size of the basis 
set, leads to a systematic convergence of the ab initio calculations towards the exact 
solution of the Schrodinger equation. 

A second approach to account for electron correlation is based on density functional 
theory (DFT). By using the principle that electron correlation is a function(al) of the 
electron density, the DFT methods provide very accurate results (especially the hybrid 
density functional methods like B3LYP) in a relatively inexpensive way (Foresman 
and Frisch, 1996). 

Semiempirical methods 

The ab initio and DFT calculations involve the evaluation of numerous integrals over 
the atomic orbital functions. Semiempirical methods introduce further approximations, 
to reduce the number of integrals to be calculated and to replace them by 
parameterised, semiempirical expressions. A first approximation, referred to as neglect 
of differential overlap, assumes that integrals involving the overlap terms between 
atomic orbitals of different atoms, can be neglected (Dewar, 1975). Furthermore, the 
various remaining integrals are replaced by simpler functions containing parameters 
which are optimised to fit the results with experimental data (Dewar and Thiel, 1977). 
In this way the semiempirical calculations are much faster than HF calculations. In 
many cases, they also yield better results than HF, due to a correction of shortcomings 
in the HF theory (i.e. lack of electron correlation) by the parameterisation on the basis 
of experimental data. Various schemes and parameterisations have been applied, 
among which MNDO (Modified Neglect of Differential Overlap, Dewar and Thiel, 
1977), AMI (Austin Model 1, Dewar et al., 1985) and PM3 (Parametric Method 3, 
Stewart, 1989) were most successful. 

2.2 The molecular mechanical approximation 

The computation time required for quantum mechanical calculations increases with at 
least the square of the number of basis functions, which in practice limits the number 
of atoms that can be included in the quantum mechanical model. Quantum mechanical 
treatment of systems as large as proteins is therefore either impossible or impracticle 
for most purposes. Therefore, computational methods designed to model complete 
proteins often make a more rigorous approximation. A type of methods, which is 
widely used for protein modelling, is referred to as molecular mechanics, which 
assumes that molecules can be described by classical mechanics. Instead of (quantum 
mechanically) calculating the average electronic distribution, all the electronic 
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phenomena which govern the behaviour of a molecule, e.g. chemical bonds, spatial 
configurations of atoms and electrostatic interactions, are described by empirically 
derived (classical) potential energy functions. A set of such simple analytical 
expressions is called a forcefield.* 
Due to the simplicity of the empirical potential energy terms used, molecular 
mechanical calculations on very large systems like proteins are efficiently performed. 
Molecular mechanics is therefore a useful basis for various biochemically relevant 
computational techniques, including homology modelling or structure prediction, 
molecular dynamics and docking. However, the molecular mechanical potential is not 
suitable for studying processes which involve changes in electronic structure, e.g. 
charge redistributions and chemical reactions involving the breaking and/or formation 
of bonds. To illustrate this, Figure 2.1 compares the potential energy curves for the 
stretching and dissociation of the HF molecule obtained from high level quantum 
chemical calculations and with the harmonic bond potential of the CHARMm 
forcefield. The minima are located at the same H-F distance and the shape around the 
minima of both energy profiles is similar, which illustrates that the molecular 
mechanical potential can be used to describe the optimal geometries and dynamics of 
groundstate molecules. However, molecular structures further away from the 
equilibrium geometry, for example an intermediate state towards the breaking of a 
bond, are not well described by the CHARMM forcefield. The harmonic potential for 
the covalent bond incorrectly predicts an infinite rise in energy upon breaking of this 
bond. 

Forcefield 
In this thesis, molecular mechanical calculations are performed with the program CHARMM 
(Brooks et at, 1983). The CHARMM forcefield consists of harmonic potential energy terms for all 
covalent bonds, bond angles and dihedral angles in the molecule. In addition, Van der Waals 
interactions and electrostatic (Coulomb) interactions, due to defined point charges centred at 
various atoms within the molecule, are included in the total potential energy. Thus: 

Em=JJKb{b-bQf 
b 

e 
+ 5 X ( l + a>s(fi0-$)) 

IMIN 

M N>M L)R.MN 
11 

-11^ R, R, 

Bonds 

Bond angles 

Dihedral angles 

Coulomb interactions 

Van der Waals interactions 



Theoretical principles 25 

200 T 

Figure 2.1 Comparison of high level quantum mechanical (QCISD(T)/6-311+G(2d,p) - solid line) and 
molecular mechanical (CHARMm 22 forcefield - dotted line) potential energy curves for the 
dissociation of the HF molecule in vacuum. These curves have been calculated using Gaussian98 
(Frisch et al., 1998) and CHARMM v24bl (Brooks et al., 1983) respectively. 

2.3 Combined quantum mechanical and molecular mechanical methods 

During the last decade, combined quantum mechanical and molecular mechanical 
(QM/MM) potentials have been developed* which enable the simulation of reactions 
within the environment of complete proteins. The QM/MM approach combines the 
strengths of the two theoretical methods, i.e. the accuracy of quantum mechanical 
methods for required for modelling reactions and the efficiency of molecular 
mechanical methods required for large systems like proteins. The QM/MM method 
implies that a computationally expensive quantum mechanical description is applied 
only to the atoms involved in the reaction of interest, whereas a fast molecular 
mechanical method is used to describe the large number of surrounding enzyme and/or 
solvent atoms. The two parts of this QM/MM model system interact through 
electrostatic and Van der Waals interactions. The electrostatic QM/MM interactions 
are accounted for by including the point charges of the surrounding MM atoms in the 
Schrodinger equation for the QM atoms. Since no electron density is calculated for the 
MM atoms, a classical energy term for the Van der Waals interactions between the 
QM and MM atoms needs to be included. The remainder of this section describes 
some technical aspects of the QM/MM approach which require special attention for a 
proper application of this method to biochemical models. Some of these technical 
aspects are still subject to discussion and scientific development. The solutions 
implemented in CHARMM, and applied in the present thesis will be described. 
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The QM/MM potential 

The QM/MM potential is the sum of the QM and MM potentials plus a QM/MM interaction 
potential: EQM/MM = EQM + EMM + EQM/MM 

The QM/MM interactions involve three terms. 
a The interaction between the QM electrons and the MM (point) charges 
b The interaction between the QM nuclei and the MM (point) charges 
c Since no electron density distribution is calculated for the MM atoms, no Pauli repulsion and 

no London dispersion interactions are included in the terms above. Therefore, a classical 
Lennard-Jones (VDW) interaction energy is calculated between the QM and MM atoms. 

Thus, the total QM/MM potential is given by: 

EI 
Z A {y¥*Hy¥ 7 7 

J T * T a pxx nap 

+ 2 > , (b -b0)
2 + 2 > „ (9 - 60 )2 + £ * , ( 1 + cos(n</> - 5 ) ) + £ X 

a M K„M 

<IM<IS 

M N>M LSRMN 

• 1 X 4 6 . Ru Ru 
-XX*. 

V2 

ft. /?„ 

In which the Hamiltonian is given by: 
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The labelled boxes mark the terms that account for the QM/MM interactions. The other terms are 
identical to those for pure QM or pure MM calculations as presented in the textboxes on page 20 
and page 24. 

Link atoms 

One of the problems that arise when QM/MM methods are applied on proteins is that 
it is often necessary to use the QM and MM treatment for atoms within the same 
(protein) molecule. In such cases, covalent bonds need to be defined between QM and 
MM atoms. The QM atom requires this bond to be described in terms of orbitals in 
order to obtain a correct valence shell. The MM atom, however, for which electrons 
are not treated explicitly, does not allow the calculation of such a bonding orbital. 
The approximate solution implemented in CHARMM, is to introduce dummy atoms, 
which are referred to as link-atoms (Field et al, 1990). These link atoms are treated as 
hydrogen atoms in the QM system, whereas they are invisible to the MM atoms 
(Figure 2.2). In addition MM energy terms are used to calculate QM/MM bonded 
interactions. In this way realistic geometries can be obtained for the QM and MM 
atoms at both sides of the QM/MM boundary. 
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Figure 2.2 A link atom can be used to obtain realistic structures around covalent bonds crossing the 
QM/MM boundary. No interactions between the link atom and MM atoms are calculated. The 
QM/MM covalent bond is accounted for by an MM type harmonic energy term. Furthermore, MM 
type angle energies are calculated for all angles and dihedrals involving one or more MM atoms, to 
ensure a realistic geometry around the QM/MM boundary. 

The dielectric constant in proteins 

The strength of electrostatic interactions between charged particles depends on the 
dielectric properties of the medium in which the particles are present. In water, for 
example the dipolar water molecules interact with, and adjust themselves around, a 
charged moiety, thereby shielding it and diminishing its interaction with other charged 
particles. Consequently, electrostatic interactions in water are 80-fold weaker than in 
vacuum, which is accounted for by a dielectric constant of 80, in the classical 
Coulomb law. In proteins, the presence of water molecules as well as the polarisation 
of protein atoms and the reorientation of polar groups lead in a similar way to a 
decrease of electrostatic interactions relative to vacuum. The actual dielectric effect of 
a protein on charge-charge interactions, however, depends strongly on the specific 
local environment, such as its hydrophobicity and the presence of polar groups 
(Warshel, 1978). In many MM methods, which do not account for polarisation of 
atoms explicitly, a dielectric constant of up to 4 is considered a reasonable scaling of 
the electrostatic interactions in proteins (Grootenhuis and Van Galen, 1995). Some 
MM methods provide an option to use a "distance dependent dielectric constant". (For 
example e = 1 at a distance of 1A, e = 10 at a distance of 10A.) Such a treatment takes 
full account of short distance interactions, which yields more realistic results for 
hydrogen bond interactions, whereas the interactions are scaled down as the distance 
increases, to account for dielectric screening. 

QM methods do not allow the scaling of the electrostatic type interactions by such a 
classical parameter as the dielectric constant. In QM/MM calculations, therefore, the 
use of a dielectric constant of 1 for the MM and QM/MM electrostatic interactions can 
be considered to be most consistent. This means, however, that the electrostatic 


