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Summary

Trend results from climate data (precipitation @aewchperature) were analysed in relation to
trends in water flow and forest fire occurrencerav@0 year time span in the Ebro watershed
in Spain. An important part of the study was deidato data selection and preparation.
Water and climate data are notorious for containgagps and therefore artificial neural
networks (ANN’s) were tested and proved to be bédiato fill up those gaps, but were
unfortunately too time consuming. After the selectof unaltered gauging stations (i.e. no
influence by dams or irrigation, etc.) and climatations with data availability from 1976 —
2006, linear regression analysis was applied toeVeuation of changes in water flow
regime, climate and forest fires. The results caméd that there were changes in those
variables, however limited to some locations (Mewy for forest fire occurrence). To identify
regionalization of the compounded regimes a cluatalysis was performed based on a
principal component analysis (PCA) of the slopenestes (trends). A clear regionalization
could not be delineated but some locations showetarkable changes in water flow and
climate over time. The spatial overlay of trendagréndicated that climate change could be
related to water flow regime change, to some extardome of the locations where gauging
and climate stations indicated the highest ratshahge over time.



1 Introduction

Global changes are a major issue in the 21st geana attention to this subject is growing
steadily (e.g. the Climate Congress in CopenhaBenmark in March 2009). The possible
effects are widespread and could have very selimp$ications on human society and the
environment (Arthington et al. 2010, Bales and Pap61, NASA 2010, Poff et al. 1997,
Vorosmarty et al. 2000, Woodward and Diament 1991).

The possible effects on the environment have bésussed by many researchers (Alquilar
2009, Arnell 1999a, Bates et al. 2008, Dios e2@07, EPA 2010, NASA 2010, Woodward
and Diament 1991), but uncertainties about glolteinge and especially climate change
remain, particularly in regions most expected tooemter changing climate patterns, like the
Mediterranean area. This region is known for itsrwaummer periods with low precipitation
so a further increase of temperature and decrdgseapitation could have serious impacts
on the water availability. Also forest fire occumce could be influenced by climate change
and in turn have an indirect influence on wateflp.e. through loss of vegetation). The
absence of vegetation causes a faster water rwioth means that there is a larger input
after a rainfall event but no gradual input of wateer the following days.

Since water availability and forest fire preventame important issues in Spain we focused in
this study on the relationships between climatenghafire occurrence patterns and water
resources distribution and availability in a Mediamean watershed (figure 1).

Climate change Relation? Yes/mo
(precipitation &
temperature)

-

Historical fire
occurrence

Relation? Yes/no Relatio; ‘es/no

Water flow regime

Is there climate change?

Is there a change in
forest fire occurrence?

regime changed?

Figure 1: Flow chart of the variables used in thistudy

Effect of climate change on hydrology

Various climate models developed over the lastsyshow consistent results in a reduction of
water availability with increasing temperature aadreduced precipitation, which are
supported by observed studies (Arnell 1999a, Arb@89b, Poff et al. 1996, Vorosmarty et
al. 2000). It is a fact that during the last decsada increase in climate extremes has been
observed. Precipitation patterns have changed,caméntly the ice caps on the North Pole
are melting at a high rate. Many previous studieggsst that freshwater supplies are



diminishing, especially in countries located in #mthern latitude from 10°S to 30°N (Bates

et al. 2008).

In Europe this seems to translate in reduced veat@itability and increased forest fires in the

Southern part (which is the case in Spain) andyhenioccurrence of floods in the Northern

part of Europe, where reduced snowfall and snowt has shifted towards an earlier period in

the season (Arnell 1999a, Bates et al. 2008, Cuatlied. 2007, Poff et al. 1996).

Many studies in the Mediterranean show trends tdsvaincreasing temperature and

decreasing precipitation which indicates a gendealrease in annual runoff (Arnell 1999a,

Bates et al. 2008, Cuadrat et al. 2007, Poff €136, Vorosmarty et al. 2000). There are also
indirect consequences of climate variability to sider; the urban water consumption

increases, more irrigation is needed and the aaetgins of new dams adds to the ecological
impacts (Batalla et al. 2004). All these factordl \ikely further decrease the already scarce
available water in the Mediterranean region.

Effect of climate change on forest fires

Climate change also may have a high influence oestdfire occurrenceClimate directly
influences fuel conditions, ignition and spreadfioés and the lack of water in summer
months will make fires even more frequent and sevémthropogenic pressure (range
management, agricultural burning, recreation, dehfanirrigated lands, etc.) is an important
factor when evaluating forest fires in Spain (Di2elgado et al. 2004), a factor that caused
increasing trends in human-caused fires in thedastades. Also in past years, shrublands,
woodlands and forests have increased in rural Sgaa to land abandonment. Climate
change in combination with rural abandonment angh hhuman risk will cause more
favorable conditions for fires on the short-mediterm (Dios et al. 2007, Vega-Garcia and
Chuvieco 2006, Vega-Garcia et al. 2010) becausendalveed regions are likely to be
dominated by fire prone shrub and pine commun{gesondary vegetal succession). On the
long term, expected impacts are unfathomable, aoduge for concern given that forested
areas in the Mediterranean are likely to be evememeduced in the future due to harder
drought conditions. Furthermore, forests could beEomore susceptible to pathogens.
Normally trees and pathogens are in balance ang webk trees will die, but because
unfavorable environmental conditions a larger numdfetrees will be at risk (Dios et al.
2007). This increases the amount of highly flamreadad wood material.

In order to explore the hypothesized effects ahalie change on fire occurrence and on water
resources distribution and availability, the foliagy research questions are formulated:

1) Are there indications that climate has changedhe Ebro watershed over the past 30
years?

2) Are there indications of hydrologic alterationthe Ebro watershed in the past 30 years
and if so, is it possible to find a relationshipgvioeen hydrologic alterations (water flow) in the
Ebro watershed and climate change parameters?

3) Are there indications that the fire regime haanged in the Ebro watershed in the last 30
years, and if so, is there a relationship betweea dccurrence and climate change
parameters? Is there a relationship between ficaroence and water flow parameters.

This study mainly focused at temporal trends imalie, water resources data and forest fire
occurrence’s, but also an analysis of the spatitems was included to observe if changes
had a local or regional character.



2 Materials and methods

Figure 2 shows an overview of the methods usecdhis éxplorative study to answer the
research questions and will be explained in detahis chapter.

Climate change Forest fire occurrence

1. Data selection 1. Data selection

2. Parameter selection and calculation | Intersect X 2. Parameter selection and calculation

3. Trend analysis (linear regression) i o 3. Trend analysis (linear regression)

4. Principal Component Analysis (Pca) | (by ArcGIS) 4, Principal Component Analysis (PCA)

5. Cluster analysis 5. Cluster analysis

6. Thiessen polygons 6. Watershed delineation from the water flow regime
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Trend analysis (linear regression)
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Figure 2: Overview of the methods used in this stud

2.1 Database

The selected study area is the Ebro River BasBpiain which is located at the northeast of
the country and has an approximate area of 85530(Kkloazar et al. 2008) (Figure 3). It is
the largest river in Spain, having a total lengt®b0 km, and the foremost in terms of flow,
with an average water discharge of 430 m3/s. Theo Eiver is of major importance for
ecological and human purposes, holding heavy desmdram hydropower generation,
irrigation of agricultural fields, recreation andoan uses (Alcazar and Palau 2010). Within
the watershed there are a total of 240 gaugingpe&a(GS’s) that record daily water flow
levels of tributaries and 1700 climate stations '§CSvith temperature and precipitation
recordings.

0 25 50 100 150
=

Figure 3: The Ebro watershed - highlighted (sourcebased on figure of Wikipedia 2007)



The water flow data are freely available at therifeéderacién Hidrogréfica del Ebro’ from
the Spanish Government (source: http://www.oph.cheb). They have online data
containing daily water flow records (m3/s) and thgimaps with the locations of a.0. GS’s
(point data) without known accuracy, river brancllese data) with a scale of 1:50000, the
delineation of the study area (polygon data) aeddigital elevation model (DEM) with a grid
size of 100m.

Climate data with daily temperature and preciptatrecords were ordered from AEMET
(Agencia Estatal de Meteorologia) from the Spagiehernment. The data were stored in a
Microsoft Excel file and contained several climpgameters and also the xy — coordinates
which allowed adding the CS’s as point data in AB®.3. No information about accuracy
was available.

The fire history records are collected from the E®Vildland Fire National Statistics of the
Protection against Forest Fires Area (ADCIF) of @eneral Directorate for Environment and
Forestry Policy (DGMNPF) (Ministerio de Medio Ambie y Medio Rural y Marino). The
Spanish Government data provides individual fingores from 1988 till 2008. The data are
stored in a Microsoft Access database and contamdocation (xy — coordinates), frequency
and the burned area on several administrative de\d information about accuracy was
available.

2.2 Data Preparation

221 Filling gaps in water flow and station selection

First a selection of suitable GS’s has been madause within the Ebro watershed many
rivers have altered regimes due to dams, hydro pgeats, irrigation channels and urban
consumption. Therefore, all GS’s in rivers witheadtd/variable water flows were excluded
from further analysis in order to keep out any horaused influence. Only stations without
sudden alteration or very low variability in watkow were selected and if they had also
reliable data from 1976 till 2006.

The selection of the CS’s was based on the avhilabf a long enough registry (i.e. data
available from 1986 to 2006), data quality andlmirtproximity to the selected GS's.

Water flow and climate data are notorious for comtg missing data periods, especially
when considering a 30 year time span. Dependintherpositioning of the gap (e.g. at the
beginning of the time series) the analysis couldldss reliable, therefore double mass
analysis (Brooks et al., 1991 and Ponce, 1994)usad for small gaps and if nearby GS’s or
CS’s were available.

Also artificial neural networks (ANN) were testear fiilling up the gaps of water flow data.
ANNs are universal approximation functions, robwastd data distribution-independent
mathematical models that are especially useful wdtatistical models cannot be applied. In
this case, climate variables would be expected ¢o highly correlated spatially and
temporally, violating assumptions required for istadtal model building. Over the last 10
years forecasting models based on artificial nenetlvorks (ANNs) have been increasingly
applied in many fields of hydrology and have provkair reliability (Alcazar et al. 2008,
Besaw et al. 2010, Dastorani et al. 2010a, Dastetaal. 2010b, Kuo et al. 2010, Decuyper,
2011). There are many types of networks, but aipeuultilayered feed-forward type of
ANN was used in this study, the cascade-correlatiaalel defined by Fahlman & Lebiere
(1990), which has the advantage of optimizing neftvarchitecture in the so called ‘training’
or ‘learning’ process (Alcazar et al. 2008). Bynggihistorical data it is possible to fit the
ANN models to the patterns in the data (Besaw.e2@10, Dastorani et al. 2010a, Dastorani



et al. 2010b, Kuo et al. 2010, Decuyper 2011). hmbase for analysis is split in training
test and validatiod groups, and the iterative learning algorithm was t® improve the
correlation (Pearson R) between observed and peedmutcomes: the known flow values
(average daily water discharge in m3/s) and thpuduif the net.

To predict daily water flow in GS’s nearby CS’s dpipitation records) were used. A
preliminary study was done for five GS’s with eamhe or two nearby CS’s. They were
selected because all of them presented unimpaieggdral flow regimes with a reliable data
range of 30 years (1976 — 2005) of daily climatel dlow records (average daily water
discharge in m3/s), and no more than three gaps.s€lected GS’s showed a mainly rainfall-
dominated hydrological regime. The database predeattotal of 10 gaps or discontinuities
ranging from 17 to 272 days (nine months). Thealdes used for completing gaps in the
database were Julian day, the precipitation (mmjhenday of the missing value, and the
precipitation up to five days before the date @ thissing value. Given the small size of the
watersheds, that was considered time enough farvi@m the watershed divide to reach the
watershed outlet (time of concentration) regardimg particularities of shape, topography,
vegetation and soil characteristics of the wateafststudied.

Several transformations were applied to the inddgen variables and tested through a
genetic algorithm provided by Predict® software (idware 2009) previously to model
building. The cases were randomly shifted betweengs at least three times for each model,
and we built 5 replicas with different sets of ramd weights for each grouping at the
beginning of training. Correlation was used to na¢eformance, but convergence of the 15
trials for each model (each gap) to a same or ainsiiructure was also considered a trait of
robustness of the solution. A sensitivity analysighe variables in the best model through
partial derivatives was used to rate their relaitmportance in the models.

Six different approaches (scenarios) were defimedptimize the predictive models of water
flow for each gap in any gauging station. They wemguired because the natural variability
of flow regime (inter and intra-annual variabilityg) a key aspect in defining the functioning
and structure of a river (i.e. Ritcher et al. 1996ff et al. 1997, Stewardson and Gippel 2003,
Poff and Zimmerman 2010), especially in Meditereanecosystems. But this high variability
of the streamflow database could induce large gmtren developing prediction models from
large time spans (30 years, Scenario 1). Consdgueet/eral scenarios were proposed to
reduce errors induced by a high inter and intraiahdaily flow variability while keeping the
observations for model building representative (aces 2, 3, 4, 6). We also considered that
the hydrological response of watersheds is infledriwy the basin characteristics that regulate
runoff, such as geomorphology, geology and vegwtatover. Changes in land cover over
time due to either natural causes or human a@svitiay influence the hydrological behaviour
of the watershed, i.e. the relationship betweegipitation and runoff. Then, the accuracy of
streamflow prediction models based only on preatjmh data over a long period of time may
be decreased by errors related to vegetation atheanges, for instance. Scenario 5 tried to
reduce this possible source of error by reducirggtiime span of the observations used for
modelling.

Scenario 1 (Sair): we used the whole range of 30 years of weatheflanddata.

Scenario 2 (Sout): we removed extreme years (outliers) if presenty ariien the gap was not
located within those years.

Scenario 3 (Sinter): We looked at inter-annual variability of flow regas All available years
were classified into three types, Wet, Normal amg {&ar, based on the characterization of

! Training data is used for learning/fitting the gmeters (weights) of the classifier (Ripley 1996).

2 validation data is used to tune (transform) theapeeter of the classifier (e.g. to choose the nurabkidden units in the ANN) (Ripley
1996).

® Test data is used to assess the performanceuty aecified classifier (Ripley 1996).



the regime’s inter-annual variability, and accoglion the following criteria (Martinez Santa-
Maria and Fernandez Yuste 2010):

» A year was considered to be ‘Wet’ if its annualume in natural regime is greater than the
volume corresponding to the 25% exceedance peleenti

» A year is considered to be ‘Normal/Average’ g @nnual volume in natural regime lies
between the volume corresponding to 25% and 75%esbance percentile.

* A year is considered to be ‘Dry’ if its annuallwme in a natural regime is lower than the
volume corresponding to the 75% exceedance peleenti

Water flow data were divided in Wet, Normal and Dears, and only years of the same type
as those where the gaps were occurring were usédef@orresponding analysis.

Scenario 4 (Sintra): we looked at intra-annual variability of flow regesi Annual flow
regimes were divided in Low, Medium and High floverjpds based on an analysis of
seasonal flow variability, and only data of the sgmeriod as that where the gaps were located
were used for the analysis.

Scenario 5 (Sayears): we selected short periods of time where the basanacteristics could be
considered invariable and therefore the hydroldgresponse of the watershed did not
change. Only data of the two years before and #feegap were used for the analysis.
Scenario 6 (S4-5): Combined scenarios 4 and 5. Only data of the saasosal flow period of
the two years before and after the gap were ugetiécanalysis.

When gaps were too big (i.e. several gaps of ayleavs) and no nearby GS’s were available
(in the same river and unaltered), the GS was disca The same applied for CS’s.

2.2.2 Watershed delineation

Watersheds are the unit of analysis since the wikier regime and the possible effect of
climate change on water runoff is not affected het tocation of the GS but the whole
upstream area until the GS. To create the exaata@ranfluence (i.e. the watershed area until
the GS) a ‘watershed delineation’ was drawn by gighgital Elevation Models (DEM’S) in
ArcGIS.

2.2.3 Fire occurrences

The fire records were added as point data in ArclBtSusing the xy -coordinates, but had

some positional inaccuracies (e.g. some points Veegded in the Mediterranean Sea and no
information about accuracy was available). Thisbpgm was solved by summing up the fire

records for each townships (the lowest administeatevel) since the forest fire database
relates each ignition to the townships. To asskgn forest fire data to the watersheds an
overlay with the areas of the townships was madareGIS and only those which had an

overlay of more than 50 percent were assignedgadhresponding watershed.

2.3 Parameter selection

2.3.1 Water flow

After a thorough literature review a selection spects (i.e. magnitude, frequency, variability
and rate of change) was made based on the worlchbfeR et al. (1995; 1996; 1998), Brizga
et al. (2001) and Clausen and Biggs (2000). Inrordl@lescribe those aspects a number of
parameters was selected based on Martinez Sania-Blest Fernandez Yuste (2010) which
resulted in a reduced selection of parameters baiséde work of Ritcher et al. (1995; 1996;
1998), but covering a wider range of environmeatgdects (including seasonality) that made
them more specific and appropriate to the charattes of Mediterranean river flows (see
overview in table 1). These aspects/parameters wardied for ordinary and extreme
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conditions (habitual and extreme values componeiitsg list with all parameters and the
description and the calculation of the less comroes can be found in appendix I.

Components of the natural regime | Aspect Parameter
Yearly values Magnitude - Average annual water discharge
Variability - Difference between monthly min. and max.
water discharge per year
Habitual - Difference between Quoe and Qoo
values Magnitude - Average monthly water discharge
Monthly values Variability - Difference between daily min. and max.
water discharge permonth
Seasonal - Month with the min. and max. water
nature discharge per season
Magnitude & | - Max. daily flow per month
Maximum values frequency - Average monthly max. flow per year (based
(floods) on max. daily flow) Qe
- Bank full flow/effective discharge (Qzp)
- Flushing floods (Q=0Q5%)
Extreme - Monthwith the lowest flood frequency
values (Q=Q3%)
Variability - Coefficient of variation of the max. daily
flow per year
Rate of - Increasing rate of change
change - Decreasing rate of change
Magnitude - Average of the min. daily flow per year
Minimum values - Flows corresponding to droughts (Q =Qss5%)
(droughts) - Monthwith the lowest flood frequency
(Q=Qes2)
Variability - Coefficient of variation of the min. daily

flow per year

Table 1: Overview of the components, aspect and pameters for water flow included in this study




2.3.2 Climate change

To study climate change the same components asterilow were used. The selection of
aspect and parameters was based on the study efté¢iSerrano and Cuadrat-Prats (2006)
and Cuadrat-Prats et al. (2007) and on data av#yafe.g. daily or monthly data), which
resulted in: magnitude, seasonality and frequeseg pverview in table 2). The list with all
parameters can be found in appendix I.

Components for precipitation | Aspect Parameter
(P) and temperature (T)
Magnitude |- TotalannualP
P Seasonality | - Total seasonal P
Habitual Magnitude | - Average annual T
values T Seasonality | - Average seasonal T
P (high values) | Magnitude & | - Max. seasonal P in one day (24 hours)
Seasonality | - Max. seasonal P per year
T (high values) | Magnitude |- Average of the Max. monthly T
Seasonality | - Max. seasonal T per year
L Frequency - t of days wfth T = 30°C (seasonal & annual)
- # of days with T = 25°C (seasonal & annual)
values :
Seasonality | - Min. seasonal P per year
P (low values) | Frequency | - # of days without P (seasonal & annual)
T (low values) | Magnitude |- Average of the Min. monthly T
Seasonality | - Min. seasonal T per year
Frequency - # of days with T < 5°C (seasonal & annual)

- # of days with T = 0°C (seasonal & annual)

Table 2: Overview of the components, aspect and pameters for climate included in this study

2.3.3 Forest fires

The database of the forest fire records containadynparameters not used in this study (e.g.
the person who detected the fire, firefighting tegbe, wind direction, etc.). Some
parameters are also susceptible to the interpoatafi the observers like the type of fire (e.g.
canopy —or ground fire) and the location of igmitis not always very accurate. To solve the
latter problem we summed up the fire occurrencesqrenship (see ‘data preparation’).

Only the reliable (physically measurable) and far ctudy important parameters were
selected, which resulted in forest fire occurrefraember of fires per township) and the total
amount of burned area (km2) over a time span ofebfs (1988-2005). An example of a fire
occurrence form (in Spanish) can be found in appelhid

2.4 Modelling/ analysis

24.1 Temporal analysis

Once the parameters of the different variables waleulated they were subjected to a linear
regression analysis (single linear structure) whaheach parameter indicated if there was a
change in water flow regime (per watershed), clenahange (per CS) and forest fire

occurrence (per watershed) over the 30 years’ sipa@. The significant slope estimate values
indicated the amount of change or trend of eackifsp@arameter over the study period (an

example of a non-significant trend can be fountigare 4). The parameters where the plot of
the residuals showed a under — or over —estimatere re-analysed after exclusion of the

outlier(s) (an example can be found in figure 5).
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Figure 4: The average water flow of august (X11) Slope estimate = -0.80; SE= 0.37549; P=0.0430*, but
after removal of the two outliers: P>0.05 and slopestimate was set to zero .
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Figure 5: The residuals of the average water flowni August — an overestimation in the first years dudo
two high values

2.4.2 Spatial patterns

In order to identify spatial patterns in GS/CS diodest fire occurrence with similar
characteristics (regimes), a non —spatial clustedyais was performed based on the slope
estimate values (non-significant values were assigthe value zero). A prior Principal
Component Analysis (PCA) was done to convert théemga@lly correlated parameters
(avoiding then problems of collinearity) into a étvalues of uncorrelated parameters. For
the water flow and precipitation principal compotsewere used which range of eigenvalues
contributed up to 85% of the variance (otherwise thvision between clusters was too
vague), while for temperature and fire occurrentepancipal components were used to
perform the cluster analysis.

A hierarchical cluster analysis using Ward’s praredWard, 1963) was performed to sort
the GS’s, CS’s and forest fire occurrences andmgtbham by their relatively similar regimes.
The loadings of the original data on the principamponent axes were used as the new
variables in the cluster analysis.

The next step was to build a spatial data baseraGFs to find spatial relationships within
(regionalization) and between the variables, bagethe cluster analysis and with the use of
the stations’ XY -coordinates. Water flow regimesl dorest fire occurrences were assigned
to the watersheds as mentioned before. CS’s (patd) could not be assigned to the
watershed database because of multiple CS’s wittiffarent regime within or near a
watershed or there was a lack of a close-by CShé&umore, in some cases several CS’s
influenced the same watershed, but were situatstdgutside the watershed perimeter and
averaging the original data (i.e. before the patamealculation) of the CS’s would result in
the loss of the local characteristics. TherefoeeTthiessen Polygon’ function in ArcGIS 9.3
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was used to create a spatial database of climat@bles. Due to the lack of data, not all CS’s
had both temperature and precipitation data. Treated a difference in location (different
CS’s) and amount of stations between the two cbnvatriables, so one layer for each was
made.

Once all coordinates systems were adjusted to anoomeference the datasets were overlaid
by using the ‘intersect’ function.

We could not pair temperature or precipitation megi(cluster) to water flow regime one-on-
one because one watershed (unit for water flow)dcbe influenced by several temperature
or precipitation regimes and averaging trends tgpoegsible. The problem with averaging the
original data was mentioned above. A solution wasnfl by making contingency tables
which were a result of overlaying the data layaréicGIS 9.3. These tables show how much
the area of each cluster of variable A is influehbg the clusters of variable B which enables
us to identify the relationships between the regirfodusters) of the two variables.

The tables were analyzed in a descriptive way dineeontingency tables have many classes
(i.e. clusters) per variable and more than fivaigalwere below five, which makes it easy to
get highly significant results in the chi squarelgses when there are actually not very big
differences (type Il error).
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3 Results

3.1 Data preparation

The best models for each GS or the best outcomefdis runs for each scenario and gap are
presented in Tables 3 to 7. An overview of the miwgiortant results for the three gaps in

GS-7 can be examined in Table 3. The results o7@®&re based on climate stations 354 and
350A, but in some models a whole station’s variglbere left out. Models for scenarios S1,

S2 and S3 all had R < 0.50. S4 was the best folotiger 1988 spring gap (87 days). S5 was
best for the shorter 91’ summer gap (17 days). Besstlts were achieved for the 55-days gap
in summer 1984 in which the S6 model reached R§ r the trained dataset and R= 0.82

for the test and validation datasets.

Table 3: Results of ANN for GS-7 (the best performace is marked)

I35 | Cs S | Excludedvariables | Training R | TestR Validation R | Date and size of gaps.
7 | 354 and3s0a [ 1 04719014 | 0385536 | 03784908 | All gaps
7 | 354and3504 | 2 04719014 | 0385536 | 0.3784908 | All gaps

354 and 3504 | 3 0.2882581 | 02005485 | 02187318 | All gaps

16/06/1991-04/071991 (17 days) &
7 | 354and3504 | 4 05701082 | 05369969 | 0.5279167 | 30/06/1984-23/08/1984 (55days)
7 | 354and3504 | 4 07340653 | 0.56200938 | 0.5217793 | 16/02/1988-12/05/1955 (87 days)
7 | 354 4 05043471 | 02386446 | 02549841 | All gaps
7 | 3504 4 0.4065346 | 02188785 | 0.4683616 | All gaps
7 | 354and3504 | 5 0.6012151 | 0.6022697 | 0.6238819 | 18/06/1991-04/07/1991 (17days)
7 | 354and3504 | 5 0.6163304 | 0560811 | 0.6639273 | 18/06/1991-04/071991 (17days)
7 | 354and3504 | 5 07177097 | 05450608 | 0470026 | 16/02/1988-12/05/1958 (87 days)
7 | 354and3s04 | 5 0.6955229 | 0.6019796 | 0.6586597 | 30/06/1984-23/08/1984 (55days)
7 | 354and3504 | 5 0.689842 | 0.6715547 | 0.6962118 | 30/06/1984-23/08/1934 (55days)
7 | 354and3504 | 5 0.6429316 | 0.6091658 | 0.6707178 | 18/06/1991-04/071991 (17days)
7 | 354 5 07044174 | 07002445 | 0.6189693 | 18/06/1991-04/071991 (17days)
7 | 354 5 0.680967 | 0.6477133 | 0.6456955 | 13/06/1991-04/07/1991 (17days)
7 | 354and3504 | 5 | NotPP4&S 07026513 | 05626603 | 0.6545003 | 18/06/1991-04/07/1991 (17days)
7 | 354 5 | NotPP4&5 0.6547109 | 0.6457863 | 0.6335687 | 18/06/1991-04/071991 (17days)
7 | 3504 5 | NotPP4&5 0.6745606 | 0.5540047 | 0.603172 | 18/06/1991-04/07/1991 (17days)
Not PP3 (354) &

7 | 354and350A | 5 | NotPP4&5 (350A) | 0.6087984 | 0.6064831 | 0.6026835 | 18/061991-04/07/1991 (17days)
7 | 354and3s04 | 6 07052527 | 0.49416 0.4851857 | 18/06/1991-04/07/1991 (17days)
7 | 354and3504 | 6 0.5950004 | 05866454 | 0.4648952 | 16/02/1988-12/05/1955 (87days)
7 | 354and3504 | 6 0.7608629 | 0.8187535 | 0.8166268 | 30/06/1984-23/08/1984 (55days)
150 | 279 1 05740629 | 05448150 | 0.564397 | All gaps
150 | 279 5 0.6622621 | 0.6625042 | 0.6096148 | 26/07/1986-12/09/1936 (49days)
150 | 279 5 07390342 | 075811 07175101 | 24/02/1994-11/051994 (77days)
150 | 279 5 07108593 | 07723696 | 0.8088687 | 16/10/2004-16/11/2004 (32days)
150 | 279 5 0.8238573 | 05427486 | 0.7622485 | 16/10/2004-16/11/2004 (32days) |

Station GS-57 was nearby the same climate statisidS-7 were used. Analysis of the water
flow curves over all the years based on the avemagethly volume showed no extreme

years. No homogenous period within the year coeldkntified (heterogeneous data over all
months), so scenarios S2, S3, S4 and S6 could ena@pblied. The other scenarios gave
unsatisfying correlation values R < 0.50 for applieas. An overview of the best results can
be found in Table 4.

Table 4: Model results for GS-57 (best performances marked)

G5 | C5 S | Excludedvariables | Training R TestR ValidationR | Date and size of gaps.
57 | 350A 1 | Mone 0.4182885 | 0.4326839 | 04296383 | Allgaps
57 | 354and350A | 5 | Mone 0.5577001 | 0.4061961 | 0.3932632 | 11/06/1991-30/06/1991 (20days)

12



Station GS-78 water flow did not show any extrerearg. The two gaps present overlapped
the periods with homogenous very low water flow dnel period with high heterogeneous
water flow so also here S2, S3 and S6 could natdeel. S1 and S4 gave low R values. The
S5 model produced the best results for the 28-@aywénter gap with an R=0.60 for the
trained dataset and an R=0.69 for the validatidas#d (Table 5).

Table 5: Model results for GS-78 (best performances marked)

Gs | CS S | Excludedvariables | Training R TestR Validation R | Date and size of gaps.

78 | 2454 1 | Mone 0.4711653 | 03314248 | 0.475306 All gaps

78 | 245- 5 | Nong 0.6018427 | 0.5472923 | 0.6962058 | 17/11/1992-14/12/1992 (2Bdays)
78 | 245 5 | Mone 03342236 | 0.2539122 | 0.5499468 | 08/03/2004-19/07/2004 (134days)

GS-86 shared climate station with GS-78. In this &ISscenarios could be applied for
modelling, but none of them gave good results (Res&< 0.50). An overview of the most
important results can be found in Table 6.

Table 6: Model results for GS-86 (best performances marked)

GS | CS S | Exdudedvariables | Training R TesiR Validation R | Date and size of gaps.

B6 | 2454 1 | None 0.5085366 | 04283653 | 04445611 | All gaps

B6 | 2454 5 | MNone 0.4348041 | 05139971 | 03255738 | 01/110/1992-29/06/1993 (272days)
B6 | 2454 4 | MNone 0.4058686 | 03707844 | 04223284 | 01/10/1992-29/06/1993 (272days)
B6 245- 6 | Mone 0.4185559 | 0.5047016 | 0.3755853 | 01/10/1992-29/06/1993 (272days)

GS-150was modelled with independent weather variablesnfidimate station 279. S1
showed R values close to 0.56 for training, tesk alidation data for all three gaps. S2, S3
and S6 could not be applied to the longer gapsd&® and 77-days) because the gaps
overlapped both High and Low flow periods. Modealsthe gap in the High period (32-days)
gave bad correlations in general (R valge6.50), except for S5. S5 provided reasonably
good results for all the gaps, with R=0.66-0.6@ifting-validation datasets) in the 49- days
86’ summer gap, R values above 0.71 for the 77-8dYysvinter spring gap and R= 0.71-0.80
for the shorter autumn 32-days 2004’ gap (Table 7).

Table 7: Model results for GS-86 (best performances marked)

G5 | CS S | Excludedvariables | Training R TestR ValidationR | Date and size of gaps

150 | 279 1 | None 05749629 | 05448159 | 0.564397 All gaps

150 | 279 5 | None 06622621 | 06625042 | 0.6096148 | 26/07/1986-12/09/1986 (49days)
150 | 279 5 | None 0.7390342 | 0.75811 0.7175101 24/102/1994-11/05/1994 (77days)
150 | 279 5 | None 0.7108593 | 0.7723696 | 0.B08B6AT 16/10/2004-16/11/2004 (32days)
150 | 279 5 | MNone 08238573 | 05427486 | 0.7622485 16/10/2004-16/11/2004 (32days)

In most models, structures were parsimonious ardtigns converged. The difference
between the R values of the training, test anddatibn datasets were well balanced
indicating good reliability in the best models. Thariables excluded from most models or
with partial derivatives that did not indicate redat contribution were usually the
precipitation values 4-5 days before the daily gap.

Despite the good results in some stations the AN&thod was considered too time
consuming because there was not one single scenatable for filling up gaps in all GS’s.
Only four GS’s could be filled up using the doubteass technique. After the selection
procedure and filling up gaps a total of 56 GS3,&ES’s for precipitation and 35 CS’s for
temperature were selected and used for analysih Bathe 56 GS’s were assigned to a
watershed (area of influence) and based on thetershads forest fire occurrence has been
determined, so also this variable has 56 records.
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3.2 Waterflow

The detailed results from the general trends aadlinster analysis can be found in appendix
Il.

3.2.1 General trends

Habitual values

Most of the gauging stations (GS’s) (~79%) did slodw changes in most magnitude related
parameters. Some GS’s showed a decrease in avewdge flow (WF), especially in the
months February, May, June and the annual dataX85X9 and X13). The annual data in
particular showed more decrease in WF (~36%) themtonthly data (~18%), but also in this
parameter the majority of the GS’s did not showngjes (~63%). GS’s where an increase in
WF was noted were negligible (~1%).

All of the variability related parameters, the ditnce between the min. and max. daily and
monthly discharge and between Q10 and Q90 - peledpl4-X27, X30), did not show
many changes over the years, only in ~12% of this @t difference became smaller and
those with a higher variability were negligible ¢61 When separating the monthly and
annual parameters, respectively ~10% and ~21%edG®'s had less variability.

Also in the seasonal data the same trends weredfamainly no change (~94%) in the
number of the month with the lowest and highestewdischarge (X28, X29), only one GS
(~2%) for low water flow and ~7% of the GS’s forghi water flow indicated a shift of
towards an earlier time in the season. GS’s thadtahshift in low and high water flow towards
a later period in the season were absent or nbigigi

Extreme values (floods)

The magnitude and frequency related parametersm#éemum daily flow and average
maximum monthly flow - Qc (X31-X57, X59), did nobh@w significant changes in ~62% of
the GS’s and respectively a decrease and incrdas@48o and ~13% in the remaining GS’s.
However the monthly data of the effective dischai@g) (X44-X55) had many significant
trends, ~39% of the GS’s had a lower maximum WFH8ams the previous 10 years, but over
a 30 year time span) and ~34% a higher maximum Egpecially the months December &
September had a higher maximum WF (in 51% of thé&s)a$d November, April and May
had a lower maximum WF (in 58% of the GS’s). Oraanual base the effective discharge or
bankfull flow (X56) summarizes the monthly result® changes in ~34% of the GS’s, a
lower maximum WF in ~36%, and a higher maximum WFB0% of the GS’s. Flushing
floods (X57) had known a reduction in maximum WFRb% of the GS’s, but other stations
did not show changes. The maximum daily flow (X342X did not show so many changes
(~88% of the GS’s) and an increase in maximum dboly did not occur.

There were also no changes in variability (coeffitiof variation of the monthly maximum
flows - X58) over time (~96% of the GS’s), only+4% of the cases a higher variability was
observed.

There was mainly no variation in the increasin@ r@tchange (X76) over time (~86% of the
GS’s), while the remaining ~13% GS’s showed a stog@ange in hydrological conditions
(water level). GS’s with fast change (~2%) wereligdge. The same trend is confirmed by
the decreasing rate of change (X77): ~82% of this @i not changed significantly over the
years, while the remaining GS’s (~16%) showed &dhange of daily WF. GS’s with slow
change in daily WF (~2%) were negligible.
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Extreme values (droughts)

The magnitude and frequency related parametersmthenum daily flow and the average
minimum monthly flow per year and the annual ordyndrought discharge (X60-X73, X75),
did not show a significant trend in ~77% of the &8hd a further reduction of minimum flow
in ~22% of the GS’s. An increase in the minimunwflas negligible. The same results were
obtained when only looking at the minimum dailywl@nd the average minimum monthly
flow per year separately. The differences betweenths taught us that the autumn months
and January did not show any changes in minimurty deter flow, while in the other
months ~30% of the GS’s a decrease was found. thelyannual ordinary drought discharge
showed a slightly larger amount of GS’s with a low&nimum annual discharge (~33% of
the GS’s).

There were almost no changes in variability (X7¥grotime in the GS’s (~88%). Of the
remaining only ~5% of the GS’s had a smaller arddo-had a larger difference between the
minimum monthly WF’s.

3.2.2 Cluster analysis

The dendrogram was divided into eight clusters thasethe dotted line in figure 6. A lower

number of clusters was nearly impossible becausavawdd have only one cluster, while a
higher number of clusters was undesirable singeiild make regionalization and relations
with other variables (e.g. precipitation) very ditfit. Since the distinction between clusters
was not the same over all parameters, the chaistateror different water flow regimes were

described per parameter or group of parameterBisnsection (see below). The differences
between clusters could range from many changestionerto no changes at all.
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Figure 6: Dendrogram for the GS's. The dotted lineindicates where the dendrogram was split into
clusters

Analysis of the dendrogram clearly showed very weécluster sizes (i.e. the number of
GS’s per cluster) (see figure 6).

Habitual values

With regards to the magnitude related variables,cthster analysis did not show completely
different behaviors among clusters. The minor déifiees indicated that the WF in the GS’s
of C4 and C5 did not changed a lot over time, but4 the annual WF became lower.

In C6, followed by C1, most changes towards a deaen average WF could be observed,
while the other clusters were comparable to eabbrand a further hierarchy was difficult.

One exception was found in GS153 of C2, which slibese opposite trend, an increase in
average WF.

The variability related parameters were lackingfisigint significant changes to see a
difference between clusters. Only in C6 more charggaild be observed (i.e. less difference
between the minimum and maximum WF’s) in the moribbruary, May and June. When

looking at the annual data there were (almost)hanges in variability for C6 and the other
clusters, only C4 tended towards a decrease ierdiite between minimum and maximum
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WEF. The monthly difference between the minimum amdximum WF and difference
between the € and Qo percentile had similar results, except C5, C6 @ddwhere the
majority of the GS’s showed smaller variation otlez years, all other clusters were mainly
dominated by GS’s without changes. Only GS153 haddjposite trend in the last two
parameters.

Extreme values (floods)

From the general trends it was indicated that dméyend of spring (May), summer (June and
July) and February somewhat larger amount of G&®bdsignificant reduction in maximum
daily WF. Within these months C6 and C1, followed ® had a majority of GS’s with
changes. When generalizing towards annual daty, ©4l had a majority of GS’s with a
reduced maximum WF. Other clusters had only fewghka, but with the same trend.

The bankfull flow or effective discharge per mor{kd4-X55) showed many significant
trends. There was a lot of variation within groupspecially the months October, January,
March, June, July and August showed positive, megand no trends depending on the GS.
December and September were dominated by GS’sanhiigher maximum flow or bankfull
flow over the 10 years’ return period (positivenal and November, April and May had
mainly GS’s with a lower maximum flow or bankfulbv (negative trend). The trends based
on annual data (X56) showed the same variation d@mvwpositive, negative and no trends
within groups. Because of this high variability kit groups no difference between clusters
could be made.

The reduction in WF of flushing floods (X57) wasinig found in C5, C6 and C8, where in
other clusters no changes were noted (only GSaB3bain an opposite trend).

In the variability related parameters, the coeéinti of variation (CV) of the maximum
monthly flows per year (X58) and the month with tiighest flood frequency (X59), there
were almost no changes in any of the clusters aetore it was not possible to divide the
clusters.

The same accounted for the increasing rate of &dK@6), only the decreasing rate of
change (X77) had some changes towards a lowerofatdhange (positive trend), but not
sufficient for making a division between clusteardcteristics.

Extreme values (droughts)

The minimum daily WF (X60-X71) did not show enoughanges in the months from

October to April to find differences between thastérs. In the other months (from May to
September) however a distinction between C1, C3a@bC8 with a large amount of GS’s
showing a decrease in minimum daily flow and thHeeotlusters with mainly no changes. In
C2 a sub-cluster could be distinguished (GS 7&r&b86) which had a majority of GS’s with

a reduction in minimum WF. Also in C2, GS 153 wagaia the outlier with an opposite trend.

The generalized annual data (X72) showed fewer ggsgnonly in C1, C3, C8 and the

previously mentioned sub-group of C2 a decreaseimmum daily flow was observed. The

ordinary drought discharge (X73) had very similesults than X72, so the same distinction
between clusters was made.

Almost no changes in the variability related partarse (X74 and X75) occurred, so no
difference between clusters could be inferred basedariability of drought extreme values.

3.2.3 Spatial distribution

The mapping of the water flow regimes did not iadkc a differentiated spatial pattern
between the clusters (figure 7). Some clustersappleonly in the north and one only in the
south, but they were mainly clusters with one &nghtershed. Some semi-large clusters
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(ranging from 3 to 7 GS’s) showed spatial patte@kwas only present in the Northwest and
C4, C6, C7 in the North. Contrariwise, the GS’sresponding to C2 were spread over the
map, not showing any spatial pattern.

Water flow regimes
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Figure 7: Spatial distribution of the water flow regimes (C: cluster)

3.3 Climate - Precipitation
The results from the general trends and the clastalysis can be found in appendix Ill.

3.31 General trends

Habitual values

Most of the CS’s (~83%) did not show a significarend in the magnitude related parameters
total and average precipitation (Y5, Y6). The Ciat showed a change indicated mainly a
reduction in the amount of precipitation (~13%).

The same trends were found in the seasonalityectlparameters, the total precipitation per
season (Y1-Y4), where ~90% of the CS’s did not slgotvend. CS’s indicating a decrease
and increase in precipitation were negligible, eespely ~6% and ~4%.

Extreme values (high rainfall)

The maximum seasonal precipitation per year (Y@d)rdit show a significant trend in ~91%

of the GS’s and respectively a lower and higher amaf rain in ~7% and ~2% in the

remaining CS'’s. Also the seasonality related pataragthe maximum precipitation within 24

hours, did not indicate many changes over time (88%e CS’s). CS’s indicating a decrease
and increase in maximum precipitation were neglggitespectively ~2% and ~5%.

Extreme values (low rainfall)

The minimum seasonal precipitation (Y8) did noticate changes (~96% of the CS’s), with
only a few CS’s showing an increase in minimum fedir{~4%).

The frequency related parameters; the number o datyrout precipitation per season (Y18-
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Y22) did not show a significant trend in ~79% o0ét@S’s and a decrease in ~13% of the
CS’s. An increase of rain free days was observeazhip ~8% of the CS’s. There was a high
variation in trends between the seasons. Wintersanumer hardly showed any changes, but
in spring the number of days without precipitatdecreased (~41% of the CS’s against ~59%
without change), while autumn had more days witcimitation (~19% of the CS’s against
~78% without change). The more general annual slatamarized the seasonal data, ~72% of
the CS’s without change, ~17% had less days widtipitation and ~11% had more days
with precipitation.

3.3.2 Cluster analysis

The dendrogram was divided into eight clusters dbasethe vertical dotted line in figure 8. A
lower number of clusters was nearly impossible bseathe relationships between CS'’s
would become too vague, while a higher number o$ters was undesirable since it would
make regionalization and relations with other Jalga (e.g. water flow) very difficult. Each
cluster had its own characteristics or precipitatiegime per parameter ranging from many
changes to no changes and were explained in dethils section.
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Habitual data

The total and average precipitation (Y5-Y6) showsihilar results; C4, C7 were
characterized by lower precipitation values over years, as did few stations of C1. In C2,
C6 and C8 no changes occurred and in C5 there wasdtowards more precipitation.

In winter (Y1) and summer (Y3) there was no differe between the clusters since there were
only very few changes. In spring (Y2) only in C#najority of the CS’s showed a decrease in
precipitation. In other clusters very few changegenfound; besides C1, C2 and C7 where
some CS’s showed also a decrease in precipitatixeept 1 CS’s in C2 which had a positive
trend), all other clusters did not show any changes

Extreme values (high rainfall)

Making a distinction between clusters based on rémults of the maximum seasonal
precipitation (Y7) was difficult since almost alusters had very few or no changes. Only C7
tended towards a lower maximum precipitation an€#hone GS had the same and one an
opposite trend. The maximum precipitation in orsy Y14-Y17) did not show many
changes within the seasons to make a separatiaedetclusters, only in autumn (Y17) there
was an increase in maximum precipitation in moshefCS’s of C8.

Extreme values (low rainfall)

The minimum seasonal precipitation (Y8) did notwsufficient trends and also the number
of days without rain did not show changes for theter (Y18) and summer (Y20) season.
Only spring (Y19) and autumn (Y21) had enough cleantp find a difference between
clusters by their changing regimes. In spring C#4,a8d C8 showed a clear trend towards a
reduction of days with precipitation, while othdusters had no or very few CS’s with
changes. In autumn the opposite trend (more daifs nain) was found for C1 and C3 and
quite some CS’s in C2 and C8, while other clustad no or few changes. In the annual data
there was a quite large variation between the eélsasC5 and especially C1 and C3 had CS’s
with an increase in days with rain, while C4, C&l aspecially C7 were characterized by a
decrease in days with rain.

3.3.3 Spatial distribution

A spatial pattern that could be recognized was ttatlargest cluster (C2) is mainly situated
in the North —and Southeast, but in this area @g&sscarce. Furthermore only C4 and C8
show a clear pattern (all are situated in the Nee#it), but all other clusters (precipitation
regimes) had spread stations (see figure 9).
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Figure 9: Spatial distribution of the precipitation (C: cluster)

3.4 Climate - Temperature
The results from the general trends and the clastalysis can be found in appendix IlI.

3.4.1 General trends

Habitual values

The average annual temperature (Y27) showed a tmwards an increase in temperature in
~49% of the CS’s and except two CS’s decliningp#tler stations did not had a change over
time.

Also the seasonal trends indicated a raise in testyre, especially in spring (Y24) and
summer (Y25) with ~69% of the GS’s. In winter andtuann very few changes were
noticeable (~13% of the CS’s). CS105 was an exaepshowing in all seasonal and annual
averages a decrease in temperature.

Extreme values (high T)

The average of maximum monthly temperatures (Y28) ho trend in (~46%) of the CS'’s,

~9% had a lower temperature and quite some CS8®%)Y4howed an increase in maximum
temperature.

Maximum seasonal temperature (Y30) was dominated®yg without change

(~86%) and the small amount of CS’s that showedendt (~14%) were all indicating a

decrease.

The frequency related parameters; the number of dath a temperature higher than 30°C
and 25°C per season and per year (Y32-Y39) didhotv a significant trend in ~59% of the
CS’s and a decrease of days with high temperatur®% of the CS’s. The most remarkable
was a considerable amount CS’s (~35%) with a tendéowards an increase in days with
high temperature. There was no difference whenragpg seasonal and annual data.
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Extreme values (low T) — Magnitude, seasonality faeguency

In ~57% of the CS’s there was no change in theameemonthly minimum temperatures
(Y29), while the rest of the CS’s showed an incee&s40%). The CS’s with a tendency
towards lower minimum temperatures were negligible.

The seasonal minimum temperature (Y31) was notuénited over time (~94% of the CS’s
did not show a trend), because CS’s with an inereasdecrease in minimum temperature
were negligible.

The frequency related parameters; the number of daty a temperature lower than 5°C and
0°C per season and per year (Y40-Y47) did not shosignificant change in ~72% of the

CS’s and a lower number of days with low tempermtur ~28% of the CS’s. Especially

winter and spring showed a decrease in number y§ dalow 0°C, with respectively ~66%

and ~31% of the CS’s. The same pattern is fourthlerannual data, with a lower number of
days with low temperature in ~60% of the CS’s. iBtet with an increase in days with low

temperature were absent.

3.4.2 Cluster analysis

The dendrogram was divided into seven clusterschasethe vertical dotted (see figure 10).
A lower number of clusters was not made becausedlaionships between CS’s would
become unclear, while more clusters will compliddwe regionalization (clusters will be too
small to make conclusions). Similar to the previwasiables, also in this case each cluster
had its own characteristics or temperature regierepprameter ranging from many changes
to no changes and were explained in detail ingégtion.
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Figure 10: Dendrogram for the CS’s — temperature. Tie dotted line indicates where the dendrogram was
split into clusters




Habitual data

The average seasonal temperature in winter (Y28)aantumn (Y26) and the annual results
(Y27) showed very few trends, only in C4 there \wmasajority of CS’s with an increase in
average temperature. In spring (Y24) and summers YRany significant increases in
average temperature can be observed for all clusrit was not really possible to make
large distinctions between clusters for the habitlzda. The only CS that had a decrease in
average temperature was GS105 of C1.

Extreme values — high temperatures

The average of maximum monthly temperatures (Y2@wkan increase in most of the CS’s
in C2, C3, C4 and C6 but no change in C5 and C30 Al this parameter some GS’s showed
a decrease in temperature (i.e. CS322 of C2, C8283 and CS105 of C1).

The maximum seasonal temperature (Y30) indicatey fesv trends in all clusters, so in this
case no difference between clusters could be found.

Number of days with a temperature 30°C (Y32-Y34) occurred more over the years,
especially in spring many clusters (i.e. C2, C4, C6 and C7) had a majority of CS’s, but
also C1 and C3 showed many CS’s with the same .t#&lsd in summer the same tendency
was found, but only C3 and C6 this was the majaitgl in C7 no changes were found. Again
some CS’s had an opposite trend, i.e. CS105 ofr@1G5322 of C2. In autumn only a few
significant increases were found, especially in @hen looking at the summed up annual
data (Y35) it was mainly C4 and C6 that had mongsdaith a temperature over 30°C, while
C1 and C7 showed no changes. The number of dapsaniémperature 25°C (Y36-Y38)
has similar results as in Y32-Y34, but in this casgnly C3-C6 were characterized by these
changes. Only C1 and C7 in spring and C7 in sunftaémo changes. In autumn only C5 and
C7 were affected by these changes. The more gemanall data (Y39) showed an increase
in days with a temperature above 25°C in C3 andw@dle in C1 and C5-C7 no changes
were perceptible. In C2, CS322 had an oppositeltfdacrease).

Extreme values — low temperatures

The number of days with a temperatdgr8°C did not have sufficient significant trendsidgr

all seasons (Y40-Y42) to mark a difference betweduster characteristics for these
parameters. Only when looking at the more genemalal data (Y43) a distinction could be
made between C4 and C7, which had a decrease iharurhdays below 5°C, but the other
cluster remained indistinct for extreme variablEse number of days with a temperatsre
0°C per season (Y44-Y46) did show negative slopienates, especially in winter almost all
clusters (except C7) had CS’s with fewer days bed@. In spring only C4 had a majority of
CS’s with this trend. In other clusters mainly r@aoges occurred, but all of them had some
CS’s with the same decreasing trend. In C1 againl@% and in C2 CS91o showed an
increase in days with frost. In autumn there wenly dew changes, so cluster differences
were absent for this season. Annual data had simakults than winter so the same cluster
characterization could be used.
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3.4.3 Spatial distribution

Some clusters followed spatial patterns; C3 onlgeaped in the Southern region. C4 was
placed in the North (Pyrenees) and C6 was locatede Northwest. C7 had only one CS, so
no pattern could be inferred. All other clustergluding the largest, are disaggregated over
the map (see figure 11).
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Figure 11: Spatial distribution of the temperatureregimes (the numbers are standing for the clusters)

3.5 Forest fire occurrence

351 General trends

The forest fire occurrence did not change over ime73% of the watersheds, while there
was more occurrence in ~21% of the watershed arghs lower occurrence in ~7% of them.
The burned area was about constant over time; ~5#e watersheds exhibited no trend.

3.5.2 Cluster analysis

The dendrogram was divided into six clusters basethe vertical dotted (see figure 12). A
lower number of clusters was not made because dlagianships between CS’s would
become indistinct and a larger number would malkedisters too specfic and too small
which would obscure regional patterns and maketiogls with other variables (e.g.
temperature) very difficult.
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Figure 12: Dendrogram for the forest fire occurren@. The dotted line indicates where the dendrogram
was split into clusters

The forest fire occurrence clusters had clear diewia from each other since there were only
two parameters included, i.e. frequency and buraed. C6 had the highest increase of
occurrence over time, followed by C4 and C3, bas#hclusters had no change in burned area
trends. In C2 there was no change in occurrendauored area and in C5 there was only a
change towards a decrease in burned area.
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3.5.3 Spatial distribution

The map of the forest fire occurrences did indieagpatial pattern for some clusters; C4 was
only located in the South, while the largest clug@?) was mainly present in the Northern
part. Other clusters did not show patterns or wapesmall to assume patterns (see figure 13).
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Figure 13: Spatial distribution of the forest fire occurrence regimes (C: cluster)

3.6 Relationships between the variables

In this section the relations (the amount of spati@rlap in knf) between the regimes of the
variables are shown as indicated by ‘intersectigare 2.

3.6.1 Relations between water resources and climate data

From table 8 and figure 14 it is possible to diaatiat WF1 is mainly related to P1 although
in some cases they also appear to be related tB3and P5. Also WF6 is related to P1, but
this WF regime has some additional relations, nyamth P2, P4 and P7. All other water

flow regimes are mainly related with P2.

Table 8: Relations between water resources (WF + udter number) and precipitation (P + cluster
number). The values are indicating the overlappingreas (km2).

WE/P 1 2 3 4 5 6 7 8

1 1068 814 707 576 211 0 230 733
2 1338 10159 675 310 293 0 401 329
3 0 558 0 0 0 0 0 0

4 494 1150 0 1 0 0 0 284
5 16 2948 0 0 0 0 0 30
6 2572 787 217 1284 482 0 1470 62
7 0 521 0 108 0 0 0 0

8 0 235 0 30 0 0 0 0
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Figure 14: Relation between water flow regimes (indated by C in the legend) and precipitation (the
clusters of precipitation are indicated by the numler within the map)

From table 9 and figure 15 it can be noticed th&1Wé mainly related to T6, although there
is also a relation with T1, T2, T4 and T5. WF2 iginty related to T4, but also a large area of
T2, T3 and T7 is overlapping with this water floegime. WF3 is only related to T7 and WF4
to T2 and T4. WF5 and WF6 are mostly related tobit,in the latter WF regime also T2, T4

and T5 are related. WF8 was mainly related to T4.

Table 9: Relations between water resources (WF + udter number) and temperature (T + cluster

number). The values are indicating the overlappingireas (km2).
WF/T |1 2 3 4 5 6 7
1 678 787 0 703 928 1244 0
2 265 1877 2843 3943 1927 0 2786
3 0 0 0 0 0 0 559
4 0 873 97 824 134 0 0
5 2617 310 49 0 17 0 0
6 2015 1952 0 1452 1456 0 0
7 139 0 0 0 0 0 0
8 0 0 0 235 30 0 0
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Relationship between water flow regimes and tempetare
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Figure 15: Relation between water flow regimes antemperature (the clusters of temperature
are indicated by the number within the map)

3.6.2 Relations between water resources and forest firecourrence

The influence of forest fire occurrence on the w#m@v regimes is mainly related to FF2,
although in some cases (WF1, WF2 and WF6) theresigectively also quite some overlap
with FF1, FF4 and FF6 (see table 10 and figure 16).

Table 10: Relations between water resources (WF Huster number) and forest fire occurrence (FF+
cluster number). The values are indicating the ovédapping areas (km2).

WEF/FF 1 2 3 4 5 6
1 1455 2615 75 0 196 0
2 1590 8046 153 3287 564 0
3 0 559 0 0 0 0
4 0 1645 284 0 0 0
5 0 2447 546 0 0 0
6 0 4079 0 0 0 2796
7 0 623 0 0 0 0
8 0 266 0 0 0 0
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Relationship between water flow regimes and foredire occurrence
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Figure 16: Relation between water flow regimes antbrest fire occurrence (the clusters of forest

fire occurrence are indicated by the number withinthe map)

3.6.3 Relations between forest fire occurrence and climatchange

Table 11 and figure 17 show that all forest firewcence regimes, except FF6, are mainly
related to P2. FF6 is mostly overlapped by P4. Sother precipitation regimes that also

have a considerable amount of overlap are P1 oraREBZ28 for FF3.

Table 11: Relations between forest fire occurrencéFF+ cluster number) and precipitation (P + cluster

number). The values are indicating the overlappingreas (km2).

FF/P 1 2 3 4 5 6 7 8

1 371 1669 675 98 211 0 0 20
2 4305 11437 707 868 168 0 2075 724
3 31 546 0 20 0 0 26 436
4 528 2566 0 57 0 0 135 0

5 0 438 0 0 126 0 0 196
6 252 516 217 1266 482 0 0 62

29



Relationship between forest fire occurrence and p@pitation
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Figure 17: Relation between forest fire occurrence and prepitation (the clusters of precipitation
are indicated by the number within the map)

From table 12 and figure 18 one can see that FRhastly related to T7, FF2 is mainly
related to T1 and T2, FF3 to T1, but also to TS5 BR4 mainly to T4 and T1. FF5 is mainly
overlapped by T1, while FF6 is mostly related to T4

Table 12: Relations between forest fire occurrenc@F+ cluster number) and temperature (T + cluster
number). The values are indicating the overlappingreas (km2).

FF/T 1 2 3 4 5 6 7

1 361 228 0 70 795 0 1590
2 6186 3935 226 5952 2370 973 643
3 577 0 0 20 387 75 0

4 589 97 0 824 134 0 0

5 1280 310 49 0 17 0 0

6 252 482 0 1434 628 0 0
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4 Discussion

4.1 Data preparation

Natural and rainfall-dominated flow regime wateidhevith a reliable data range of 30 years
of daily weather and flow records were not abundanthe Ebro river watershed. These
conditions were not easily met and consequently,ddita used in this study was limited to
five GS’s. Nevertheless, the selection of the gaggtations spread North and South of the
main stream and include paired, nearby gaugingostat Ten gaps were modelled under
different conditions of inter and intra-annual flaa&riability. The variables used to build the
models were purposely few, because Julian day eepitation data are considered the most
important variables to make predictions on streamf(Besaw et al. 2010; Cuadrat et al.
2007; Wu and Chau 2011), and they are usually @vailwithin the area of interest. Data
availability is always an issue in this type ofdas. Existing data at GS’s nearby, either
upstream or downstream of the same watercourseraaedy available. Complex rainfall-
runoff models can be built, but they also requirangndata, and watershed characteristics
(shape, soil, elevation, vegetation) are not alweasly acquired. Instead, we tested simple
models based on generally available weather dataawiew to use them for filling gaps in
water flow series. In many instances the artifici@ural network models (ANNSs) further
reduced the amount of variables in order to impro&iming results (as in Vega-Garcia et al.
1996; Klutowski and White 1993), mainly precipitati values delayed 4-5 days from the
gaps. This fact backed the assessment of the simalbf the watersheds and the selection of
precipitation variables (previous 1-5 days) basetirne of concentration.

Like in other hydrological problems (Alcazar et 2008, Araujo et al. 2011, Besaw et al.
2010, Poff et al. 1996, Wu and Chau 2011), ANNsehproven their potential value for
modelling complex processes with limited data, I variability of the Pearson R
correlation values between observed and predictedomes under different scenarios and
GS’s indicate that procedures cannot be generalidetiall models performed well enough
for their intended filling gaps application.

The results of the study suggested that there whsme single scenario suitable for filling up
gaps in all gauging stations, but S4, S5 and Sé ga best results. Different scenarios would
have to be tested, if applicable, but this apprasdmed promising if seasonal variability is
accounted for and short periods before and aftergép are considered. Using the full 30
years of data did not give satisfactory resultsciwiprobably were related to changes in water
flow over the years, more likely with longer timpasis. Gaps in Low water flow periods
gave better modelling results, probably caused ligweer variability in the data typical of
these periods. High heterogeneity in the water fitata negatively influenced the training of
suitable models, like in case of GS-57 and GS-8@y@ stations, where no suitable model
was found for any scenario or gap. Future work rhaye to look into neural network
algorithms better suited to identify extreme valunestead of general trends.

4.2 Waterflow

42.1 General trends

The habitual parameters to determine if there walamge in water flow regime during the
30 years’ time span indicated that on an annua Haere was a decrease in water discharge
in a considerable amount of rivers (GS’s), but ne tmajority of rivers no change was
noticeable. Summarizing the monthly results resulte leveling out most of the seasonal
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influence because in most months almost no chawges appreciated, but it is remarkable
that the decrease found in annual data is mairilyanced by the month’s spring (May and
June) and the beginning of summer (July). This ¢daé¢ an indication that the period of
drought, normally taking place in summer, is extegdiowards spring and could maybe
cause more severe drought stress in summer. Suitsekeiis already dry so that is possibly
the reason why in August and September no significhanges were noted. A somewhat
strange observation in the results is the decreagater flow in February which was not in

line with the expectations. GS153 was an exceince it is the only river with an increase
in water discharge. No explanation could be fougddmoking at the trend results of other

variables at this location or topography. Includifiagtors such as vegetation or soil could
maybe have explained more but were out of the sobties research.

The variability had not changed in most of the rhentexcept in February, May and June
some changes towards a lower variability were fodrds was also the case for the annual
data. This could be explained by the fact thatdacgon in maximum water flow reduces the
difference between the minimum and maximum flowsoAhe difference between the Q10
and Q90 percentile of the flow duration curve coné these observations.

Seasonality was included to see if climate charmgidccause a shift in the water flow regime.
Maybe an increase in temperature could had anenfle on the snow melt, causing a shift in
high water flow towards an earlier period in thewyand affecting the water availability later

in the year (Bates et al. 2008, Arnell 1999a, Ard®99b, Cuadrat et al. 2007, Poff et al.
1996). However both the months with maximum andimirm water discharge presented
very few changes.

Trends similar to those in habitual data were foumthe maximum values or floods. The
monthly maximum in most GS’s did not change ovaeti only in the months February, May,
June and July some changes towards a lower maxiwater flow were apparent, similar to
the trends in the monthly average data. Also trerame maximum monthly discharge had
similar results. The effective discharge or barlktolv enabled us to see if the peaks in water
flow, measured over a period of 10 years (retumodefrom the year of interest till 10 year
before), decreased or not. In general it seems ttiateffective discharge was very site
specific because the monthly data showed, besioe® stations without change, stations
with decrease and increase within the each paran@itdy for the months September and
December there was a tendency towards higher peakater discharge and in the months
November, April and May towards lower peaks. Thedo peaks could be the result of a
generally lower water discharge over the yearoaad in the average and maximum flows.
The increase in peak flows is probably caused ligeme weather events (heavy rainfall) in
some days although it could be the case that tteofethe time precipitation was reduced
(Arnell 1999a, Bates et al. 2008, Cuadrat et aQ720Poff et al. 1996). The results of the
flushing floods over time indicated a reductiorfloods, which supports the decreasing trends
in bankfull flows.

There was no change in the variability of maximloavé. That could be because lower peaks
in winter and lower peaks in summer level eachrothe, but it is also possible that there are
no changes in variability. Also the months with thghest flood frequency did not show any
changes, which means no shifts occurred in floools fone month to another over time.

The increasing and decreasing rate of change (aureeor how rapidly a flow raises or falls
from day to day) did not show many changes. Thes@8Wwhich a change was observed were
indicating rate of change became lower, probablged by the reduction in water flow.

The reduction of water availability is also found some of the GS’s when looking at the
minimum daily flows per month. This trend is mairdpserved in spring, summer and in
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February, strengthening the earlier findings inituab and maximum data. The ordinary
drought and the average minimum monthly —dischaaydirms previous results. Similar to
the maximum values there was almost no variabifityninimum values, probably because
annual data is too general.

4.2.2 Cluster analysis

The temporal results of the habitual data had aontyjof stations without change which
somewhat complicated the comparison between thierelift clusters (few differences)
However as described in the general trends sonaameders had still many GS’s indicating a
change, enabling us to distinguish the differenoesharacteristics between clusters and thus
the type of water flow regime. Unfortunately thesimilarities in characteristics that separate
these clusters are different from parameter torpatar which makes it impossible to make a
clear division into clusters with many changes hose with no changes. Therefore the
characteristics had to be explained per parametdriahas to be noted that this is an
explorative study. Nevertheless it was possible@note that the clusters which seemed to
have changed most over the 30 years’ time spaheinmonths with sufficient changes were
C1 and C6, while the GS’s of C2 and C4 indicatezl ldwest amount of changes. This was
not the case for C4 when looking at the annual.data

In the variability related parameters with feweacbes, C6 was again the most remarkable
cluster showing a decrease in variability in thenthe with sufficient changes (as found in the
general trends). These trends were also foundédnatinual data and the in the difference
between the @ and Qo percentile for C6, together with C5. In most okdh (latter)
parameters C2 and C4 were indicating only very ¢banges. C3, C7 and C8 were too small
(1 or 2 GS’s) to categorize them as having manfewar changes, especially because within
those clusters with 2 GS’s the results were mixexghange and decreasing trend) and this
was also the case when looking over all the paremseatf the habitual data. In general C6,
followed by C1 were the clusters with their watesciarge most affected, and C2 and C4 less
affected over time.

The same patterns as in the average water flow feerel for the maximum values; C1 and
C6, and in some extent C5 had lower maxima. Howtisrwas not found in the annual data
of maximum water flows, probably the other monthsgdise the effects found in some
months. In this case only C4 was indicated as beiogt affected. The effective discharge
was, as mentioned before in the results, verysgeeific and could not be used on a cluster
level because of the large variability within eathster. From all other parameters only the
‘flushing floods’ had sufficient changes and alaahis case C6, and C5 were characterized
by lower peak flows. In general the maximum val(fesods) had similar clusters which had
been affected by changes (C1 and C6), but in #pea also C5 had many changes.

The months in which there was an influence on tih@mum daily discharge (see ‘general
trends’) indicated that these changes mainly oecumn C1 and C6. The annual data had
similar results, but in this parameter no changeseviound in C6. This could be because the
other months disguise the effects found in somethso(as found in the ‘maximum values’).
What was also remarkable was C8; despite thisarusid only one GS, this station had a
change in minimum water flow in all of the montlagd annual parameters. When looking at
the results of the annual drought discharge, ordlyh@d a majority of GS’s which showed a
decrease in minimum discharge. In general this asplso indicated C1 and C6 as the
clusters most affected by changes.

The map of the water flow regimes did not indicatspatial pattern between the clusters
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(figure 7). Some clusters only appear in the nantld one only in the south, but they are
mainly clusters which comprise only one single w&tied and their uncertainty is too high to
speak of pattern (i.e. it is not sure that if thex@uld be more stations in this cluster, they
would be near each other. Nevertheless for some Isege clusters (ranging from 3 to 7

GS'’s) we could say with some confidence that thelicate a spatial pattern; C1 was only
found in the Northwest and C4, C6, C7 in the Nortbwever, the GS’s corresponding to C2
in the contrary were spread over the map, not shgpany spatial pattern

4.2.3 Spatial distribution

When looking at the location of the clusters arkin@ into account the results from the
cluster analysis it can be clearly found that b©thand C6 have rivers which had a change in
water flow regime over time and both are locatedhie North to Northwest. C8 which
showed changes in the minimum values is also |dcatéhe North but this cluster, together
with C3 and C7 is actually too small to speak ditgras. The cluster containing the GS’s
with the least change was C2 and is spread ovenépe

4.3 Climate — precipitation

4.3.1 General trends

The annual data did not indicate changes in pratipn, only in a small amount of stations

there was less rainfall over the years and thesidiniinto seasonal data did not show different
results. Only in spring there was a slight decréasainfall and in autumn an increase which
to some extent could indicate wetter autumns aret dprings. Maybe the effects in summer
could increase the already dry summer period andecproblems regarding drought.

Also the extreme events of high (maximum) rainfedire mainly not influenced over time. It

is possible that over the 30 years’ time span hab{taverage) rainfall events were occurring
less frequently, but their intensity remained thens (that could explain the drop in water
flow in some rivers, but not their maximum flowsjaybe including parameters, which did

not look at the absolute maximum values, but faneple the amount of days with a rainfall
above a certain threshold or the average of théar@st rainfall events per season would
maybe reveal more changes.

Similar results were observed for the minimum val@@roughts), but in this regard some
remarkable trends were found in autumn, tendingatd&s more days of rainfall and spring
tending to fewer days with rain as indicated byeRat al. (2008), Arnell (1999a) and Arnell
(1999Db). Especially the changes in the spring sease important; as mentioned before this
could be an indication towards an extension of dharacteristic dry summer which could
maybe cause water stress (for vegetation) andafeudf water availability (e.g. irrigation).
Overall it would have been useful to look at mopedfic monthly data in addition of
seasonal and annual data. Annual data often semmngeneral and therefore not always
shows the changes that occur on a seasonal lgyetifi8ally, opposite trends in the seasonal
data causes annual data to be non-significantd$rare disguised).

4.3.2 Cluster analysis

Since for habitual data the majority of CS’s wer# imdicating changes, it was difficult to
separate the cluster characteristics. However saasgata, and especially spring and autumn
enabled us to select clusters with different charatics such as C4 and C7 which had a
lower total precipitation in spring and C8 with ieased total precipitation in autumn. C2
displayed the least changes.
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Similar patterns were found in the maximum valugg;indicated a decrease in maximum
precipitation in the annual data, while C8 showedharease in autumn.

Also the minimum rainfall parameters were supperi¥ previous findings. The annual data

seems too general (as mentioned in the generalsyehut the seasonal data indicates that
spring had more days without rain in C4, C7 and I@&utumn the trend was opposite in C1

and C3 and to some extent in C2 and C8. In sumn@4y,C7 and to some extent C8

indicated a decrease in precipitation events imgpwhile in autumn an opposite trend was

found in C8 especially, but also in C1, C2 and C3.

4.3.3 Spatial distribution

Figure 9 indicates that C4 is only located in th@tNwest, while C7, the other cluster with a
decreasing precipitation regime, is more disper&&j.which showed an increase in rain in
autumn and a decrease in spring, was also locatetiei Northwest. The other clusters
existing only out of one CS could not be considexedhaving a pattern because with so little
stations we cannot speak of groups. Another rerbékaattern is that C2 (least changes) is
mainly located East, but this is a less reliableuagption since in that area only very few
stations were useful for analysis (due to lackaiajl

4.4 Climate - temperature

4.4.1 General trends

When compared to the other two variables, temperashowed most changes over time.
Habitual data indicated clearly that in many loga$ an increase in temperature occurred
which was especially discernible in spring and s@&mm

Also in the averages of maximum monthly temperapgeyear an increase was found, but
when looking at the absolute peaks in temperatuex tme there were only few changes.
This indicates that although temperature raises magbe temperature peaks are more
frequent, they are not becoming more severe. Frexyueelated parameters supported the
trend results of the habitual data: the increagenmperature was also found in the number of
days above 25°C and 30°C during spring and sumémetual frequencies were showing less
significant results but that could be caused byirbkision of autumn.

To explore if these trends were also taking placend around the winter season, maybe
influencing snowfall and/or snow melt (regarding thift in water flow), the frequency of
days below 0°C and 5°C were analysed. The resulised indicated a decrease in days with
low temperature, mainly in the days below 0°C imter and spring, which are the most
important months regarding snow melt and the eftecivater discharge. These results are
also supported by Bates et al. (2008), Arnell (E99%rnell (1999b), Cuadrat et al. (2007)
and Poff et al. (1996). Despite the small amounC8fs one can still conclude with some
certainty that there is a tendency towards an asgen temperature in almost all parameters,
although this does not seem true in all areas.

4.4.2 Cluster analysis

Since the habitual values the annual data and uhere season did not show a sufficient
amount of changes (see general trends) for divitliegclusters by their characteristics the
emphasis lays on the increase in temperature itewispring and summer. In the habitual
data only C4 stuck out (significant increase ingienature in all parameters) and this was also
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the case for the number of days above 30°C in gptmthe last mentioned parameter also
C2, C6, C7 and especially C5 had a majority of O&ith an increase in days with high
temperature. In summer this was the case for CX#&navhile C7 had no changes at all. Also
for the days with a temperature above 25°C C3 afdv€re the clusters with most changes
towards an increase in days with high temperatnde the CS’s C1 and C7 had no changes.
The trends in low temperatures in winter indicaéedifference between C7 (no change) and
all other clusters (especially C3, C4 and C5) whickd a decrease in days with low
temperature (0°C). In spring only C3 had a majodfyCS’s with a decrease in the last
mentioned parameter, while in C7 again no changesreced.

Overall one can conclude that C3, C4, C5 and inesexrtent in C6, most changes towards an
increase in temperature. This was not the cas€7oand other clusters could be found as
intermediate.

4.4.3 Spatial distribution

The location of the clusters suggested that masttets which showed a change towards an
increasing temperature had a spatial pattern: G3sitaated in the Southern part of the Ebro
watershed, C4 only in the northern part and CéheNorthwest. Only the CS’s of C5 were
scattered. The cluster with few or no changes (@d)only one CS, so here one cannot speak
of a pattern. In general the number and extenhef@S’s was poor because of the lack of
data. However regarding the relationship with theeopvariables (water flow and forest fire
occurrence) the reliability is quite high since m&S’s are situated within or near the
watersheds.

4.5 Forest fires

451 General trends

In most watersheds forest fire occurrence did i@inge over the 30 years’ time span, but
some areas suggested an increase. The amountnafdbairea did not change, and it has been
speculated this is due to improvement in monitoramgl technological advancement in
techniques for firefighting. Also, the awarenesstied danger of fires increased during the
years which lead towards preventive measures ddamspread (fire roads, hazard reduction
through fuel treatment). To be able to fully undemsl the trends regarding forest fires,
though, more parameters are needed, especiallydiagavegetation type and structure,
amount of dead wood, shrubs/understory, but alst lmanagement is important.

45.2 Cluster analysis

Since only two parameters were included in theteluanalysis the cluster division of the
dendrogram is very clear, showing mainly watershetiere no fires occurred (C2). C6,
followed by C4 had the highest changes over tinreem&ntioned before more parameters are
needed to have a full understanding and more cdmalel reliable cluster division.

45.3 Spatial distribution

The clusters indicating most change towards areas® in fire forest fire occurrence, C6 and
C4 were respectively located in the North and thetls However C6 only had one watershed
so it is difficult to make any hard conclusionsasdjng its location. Since C4 and C6 had a
similar regime, we would expect them to be locatedr each other if there was a spatial
pattern, but this was not the case. Therefore tiseaehigh uncertainty regarding any spatial
relationship.
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4.6 Spatial relationships between the variables

4.6.1 Relations between water resources and climate cha@ag

The main interest is on the clusters with the nadfgicted water flow regime and if there is a
relation with to the most affected clusters of jp&ation. This was found for the water flow
regime of C1, which was mainly related to the goitation regimes in C4 and C8 (see figure
14). This was to some extent also the case for Gighwvas mainly related to C4 and C7
together, although the precipitation regime in @lered most area (see table 8). Other
relations were found in water flow C2 (charactattizgy ‘no changes’), which is mainly
related to C2 of precipitation (also characteribgdno changes’). However in the latter case
one needs to be aware that the relation is alstyphre to the large size of the clusters of
both variables as indicated in the dendrogram (&g8). Other relations were not found
because they are not clear (i.e. clusters with satge changes and/or overlapped by multiple
clusters with different regimes or the clusteros small).

The decreasing water flow regime in C1 is mainlgtes to the increasing temperature in the
CS’s of C6, but there was also an overlap with @8 &5 from which C2 had only few
changes. Water flow C6 (decrease in water dischasgmainly related to C1 and C2 and in
some extent to C4 and C5, so in this case temperaad not much influence on the water
discharge. C8 (decrease in water discharge) waslymalated to C4, but this is only a small
area, not enough for making hard assumptions. wWhsalso the case for C7 (no changes in
temperature) covering C2 (no changes in water drgg). Other relations were not found
because they are not clear (i.e. clusters with satge changes and/or overlapped by multiple
clusters with different regimes).

4.6.2 Relations between water resources and forest firecourrence

Forest fire occurrence did not have any influencetloe water flow regime besides the
relation between C6 of both variables with watemflshowing a decrease in water flow and a
higher forest fire occurrence. This one relatiomlddbe coincidence, but a more plausible
assumption is that this was mainly the effect @cppitation and temperature changes in this
area. Forest fire occurrence is actually an indirefiluence, i.e. replacing the effect of
vegetation on water flow (they cause removal of s@fithe vegetation).

More important is the effect the last mentionedalaes on the water flow regime (see above)
and forest fire occurrence (see below).

4.6.3 Relations between forest fire occurrence and climatdata

The area where most forest fires occurred (C6) wamly influenced by C4 which showed
most decrease in precipitation. Other relevanticeia were not found.

In the case of temperature the area where mosstfdmes occurred (C6) was mainly
influenced by C4, characterized by many trendsiofdasing temperature.

This means that there is a probability that thedase forest fire occurrence in that area is
related to a combination of more droughts and arease in temperature over time. However
we need to keep in mind that this is an explorastedy and this means that also other
variables could cause an increase in forest ficeiwence.

This is only the case for forest fire C6, but othlsters did not show these relationship. To
thoroughly analyze forest fire occurrence more p&tars are needed. Especially vegetation,
land management (abandonment) and the amount dfwead (fuel) as also mentioned in
Diaz-Delgado et al. (2004), Dios et al. (2007) &edja-Garcia & Chuvieco (2006).
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5 Conclusions

The artificial neural network modeling part (ANNS) this study was a stepping stone used
for the estimation of daily water flow in five gang stations with rainfall dominated natural

hydrological regime located in watersheds of theoERiver. We concluded that no general
rule applied to all stations and gaps investigabed,if seasonal variability is accounted for

and short periods before and after the gap arddemesl this approach may be useful. Models
for low water flow periods apparently performed tbet probably because of the lower

variability in the data typical of these periods.

The main goal of this study was to explore effgetdations) of climate change on fire
occurrence and water regimes in a Mediterraneaerslad. Before the relations could be
made between climate change, water flow regime lasirical forest fire occurrence, the
change in climate, water flow regime and fores éccurrence had to be tested to see if there
were changes in the first place:

» Are there indications of hydrologic alteration imetEbro watershed in the past 30
years and are there spatial patterns?

Changes in water flow occurred, but the majorityieérs (GS’s) did not show changes over
the 30 year time span. The stations with changkgahted towards a reduced water
discharge which was most detectable during theagpfiihe reduction of water flow in spring
was an important observation because it could &xten characteristic dry summer period
which could cause ecological problems. Most charagesgrouped in the clusters located in
the North to Northwest, but in general we cannokena regionalization of the water flow
regimes since most gauging stations and/ or ckistier widespread.

» Are there indications that climate has changedhéEbro watershed over the past 30
years and are there spatial patterns?

The variables of the climate analysed, precipitatod temperature, both indicated changes.
The changes in precipitation were limited to somoeations, showing a decrease in
precipitation mainly discernible in spring. Ther@asvalso an increase in precipitation in
autumn. Especially the number of days without taghlighted these changes. Also in this
case two of the three clusters with most changes Veeated in the Northwest of the Ebro
watershed.
Temperature was the variable with most changes towey, displaying an increase in almost
all parameters. The main seasons showing an irergagemperature were spring and
summer, in the habitual data and the high tempesatata. But also around the winter period
some remarkable changes were found; there was sadevable decrease of days with frost
which could have a large effect on the water fldlwve assumption of a reduction of snow or
earlier snow melt could cause a shift in water lthgsge towards an earlier period in the year,
causing reduction of water flow later on and magben shortage.

» Are there indications that the fire regime has geahin the Ebro watershed in the last
30 years and are there spatial patterns?
To measure the changes in forest fire occurrenbetato parameters were included, but the
most important parameter, the occurrence, showednarease in fires in some (few)
locations. Except for the cluster with most chandesated in the North, no other spatial
patterns were evident.
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* Isit possible to find a relationship between theables?
When testing the relations between the variablesnaticed that there is a considerable
amount of overlap between the clusters most afflettg changes, but not everywhere.
Despite the fact that this part of the study isyaéscriptive and explorative we can say that
there are quite some indications that there idatioa between water flow and climate change
(combination of precipitation and temperature). Effect of climate change on forest fire
occurrence (despite some relation with the clusteracterized by a decrease in rainfall)
could not be proved. Forest fire ignition is maisgused by humans (but also influenced by
climate) and therefore is very complex to model.
Even though some quite clear trends and some itnalisaof spatial relationships were found,
this is an exploratory report and we concludedhierrtanalysis were needed to improve the
reliability of our findings by including other imp@nt variables as vegetation and soll
characteristics.
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Appendix |: Parameters for water flow and climate cata

Parameters WaterFlow Data

Par. nr. Name

X1 Average discharge — m3/s (oct)

X2 Average discharge — m3/s (nov)

X3 Average discharge — m3/s (dec)

X4 Average discharge — m3/s (jan)

X5 Average discharge — m3/s (feb)

X6 Average discharge — m3/s (mar)

X7 Average discharge — m?/s (apr)

X8 Average discharge — m3/s (may)

X9 Average discharge — m3/s (jun)

X10 Average discharge — m?/s (jul)

X11 Average discharge — m3¥/s (aug)

X12 Average discharge — m3/s (sept)

X13 Average discharge — m3/s (annual)

X14 Difference between the min. and max. daily discharge — m3/s (oct)
X15 Difference between the min. and max. daily discharge — m3/s (hov)
X16 Difference between the min. and max. daily discharge — m3/s (dec)
X17 Difference between the min. and max. daily discharge — m3/s (jan)
X18 Difference between the min. and max. daily discharge — m?/s (feb)
X19 Difference between the min. and max. daily discharge — m3/s (mar)
X20 Difference between the min. and max. daily discharge — m3/s (apr)
X21 Difference between the min. and max. daily discharge — m3/s (may)
X22 Difference between the min. and max. daily discharge — m3/s (jun)
X23 Difference between the min. and max. daily discharge — m3/s (jul)
X24 Difference between the min. and max. daily discharge — m?/s (aug)
X25 Difference between the min. and max. daily discharge — m3/s (sept)
X26 Difference between the min. and max. daily discharge — m3/s (annual)
X27 Difference between the min. and max. average monthly discharge — m3/s (annual)
X28 Month with the max. water discharge — number of the month (annual)
X29 Month with the min. water discharge — number of the month (annual)
X30* Difference between Qio% and Qgoy% — M¥s (flow duration curve)
X31 Max. daily discharge — m3/s (oct)

X32 Max. daily discharge — m3s (nov)

X33 Max. daily discharge — m3s (dec)

X34 Max. daily discharge — m3/s (jan)

X35 Max. daily discharge — m3s (feb)

X36 Max. daily discharge — m3/s (mar)

X37 Max. daily discharge — m3s (apr)

X38 Max. daily discharge — m3/s (may)

X39 Max. daily discharge — m3/s (jun)

X40 Max. daily discharge — m3s (jul)

X41 Max. daily discharge — m3s (aug)

X42 Max. daily discharge — m3/s (sept)

X43 Qc - Average max. monthly discharge — m3s (annual)

X44** Qep - effective discharge — m3/s (oct)

X45 Qep - effective discharge — m3/s (nov)

X46 Qep - effective discharge — m3/s (dec)

X47 Qep - effective discharge — m3/s (jan)

X48 Qep - effective discharge — m3/s (feb)




X49 Qep - effective discharge — m3/s (mar)

X50 Qep - effective discharge — m3/s (apr)

X51 Qep - effective discharge — m3/s (may)

X52 Qep - effective discharge — m3/s (jun)

X53 Qep - effective discharge — m3/s (jul)

X54 Qep - effective discharge — m3/s (aug)

X55 Qep - effective discharge — m3/s (sept)

X56 Qep - effective discharge — m3/s (annual)

X57** Qs - flushing flood — m3/s (annual)

X58 Coefficient of variation of the max. monthly discharges (annual)
X59**** | Q=Qsy - Month with the highest flood frequency - number of the month (annual)
X60 Min. daily discharge — m3/s (oct)

X61 Min. daily discharge — m3/s (nov)

X62 Min. daily discharge — m3/s (dec)

X63 Min. daily discharge — m3/s (jan)

X64 Min. daily discharge — m3/s (feb)

X65 Min. daily discharge — m3/s (mar)

X66 Min. daily discharge — m3/s (apr)

X67 Min. daily discharge — m3/s (may)

X68 Min. daily discharge — m3/s (jun)

X69 Min. daily discharge — m3/s (jul)

X70 Min. daily discharge — m3/s (aug)

X71 Min. daily discharge — m3/s (sept)

X72 Qs - Average min. monthly discharge — m3/s (annual)

X73***** | Qgsy, - Ordinary drought discharge — m3/s (annual)

X74 Coefficient of variation of the min. monthly flows (annual)

X75 Q=Qgs% - Month with the lowest flood frequency - number of the month (annual)
X76 Increasing rate of change (annual)

X77 Decreasing rate of change (annual)

Remarkithe stars * indicate that this parameter h¢ explanation/formul below

Explanation/formula of the less common parameters:

* Difference between £, and Qo — m3/s (X30)

Explanation: Is a measure for variability and isdxhon the flow duration curve.

Calculation: This curve is a cumulative frequencyve that shows the percentage of time
that a discharge is equaled or exceeded (Searc9).19%he percentiles are derived by

rescaling the number of days (365) to 100% andlibe&harges (Q) are obtained by sorting the
daily data descended for each year. For this paemis that Q10% - Q90%, with:

10% exceedance (Q10), as flow which on averagenlg equaled or surpassed during 10%
of the year, i.e., ~37 days. Similarly, 90% exceega(Q90) indicates flow which on average
is equaled or surpassed during 90% of the year,inalaily terms, on ~329 days (Martinez

Santa-Maria and Fernandez Yuste, 2010).

** Effective discharge or  (X44-X56)

Explanation: The effective discharge is the wakewfwith a geomorphological significance
of peak flows, as the flow that shapes the chaandlthey represent the aspects magnitude
and frequency (Martinez Santa-Maria and FernandsteY 2010)

Calculation: The maximum of the year of interesd #me nine year before.
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*** Flushing flood — m3/s or Q5% (X57)

Explanation: flushing flood is the flow that willdnsport small particles within the river bed.
Calculation: Also based on the flow duration cu¢see above) and is the 5% exceedance), as
flow which on average, is only equaled or surpaskeihg 5% of the year, i.e., ~18 days.

*xx Q >Q5% - Month with the highest flood frequency - nardd the month (X59)
Explanation: Is used to find if there is a shifpak flows towards an earlier or later period in
the year over the 30 year time span.

Calculation: The same as the above parameter butm® month with the highest frequency
(related to the values of the 5% exeedance) istezle

*rekk Q95% - ordinary drought discharge — m3/s (XY 3

Explanation: This is the flow representing the nastmon low flow periods.

Calculation: The flow corresponding to the 95% extaace based on the flow duration curve
(see above).

Parameters Climate Data
Par.
nr. Name

Y1 Total P — mm (winter)

Y2 Total P — mm (spring)

Y3 Total P — mm (summer)

Y4 Total P — mm (autumn)

Y5 Total P — mm (annual)

Y6 Average P — mm (annual)

Y7 Max. seasonal P — mm (annual)
Y8 Min. seasonal P — mm (annual)
Y14 | Max. P in 24hour — mm (winter)
Y15 | Max. P in 24hour — mm (spring)
Y16 | Max. P in 24hour — mm (summer)
Y17 | Max. P in 24hour — mm (autumn)
Y18 | # of days with P=0 (winter)

Y19 | # of days with P=0 (spring)

Y20 | # of days with P=0 (summer)
Y21 | # of days with P=0 (autumn)

Y22 | # of days with P=0 (annual)

Y23 | Average T — C (winter)

Y24 | Average T — € (spring)

Y25 | Average T — € (summer)

Y26 | Average T — € (autumn)

Y27 | Average T — € (annual)

Y28 | Average of monthly max. values — C
Y29 | Average of monthly min. values — C
Y30 | Max. seasonal T — € (annual)
Y31 | Min. seasonal T — C (annual)
Y32 | # of days with T=30<C (spring)
Y33 | # of days with T=30C (summer)
Y34 | # of days with T=30C (autumn)
Y35 | # of days with T=30<C (annual)
Y36 | # of days with T=25<C (spring)
Y37 | # of days with T=25C (summer)
Y38 | # of days with T=25C (autumn)
Y39 | # of days with T=25C (annual)
Y40 | # of days with T<5C (winter)
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Y41

# of days with T<5C (spring)

Y42

# of days with T<5C (autumn)

Y43

# of days with T<5€C (annual)

Y44

# of days with T<OC (winter)

Y45

# of days with T<OC (spring)

Y46

# of days with T<OC (autumn)

Y47

# of days with T<OC (annual)

48



49
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GS# Cluster # | X32 X33 X34 X35 X36 X37 X38 X39 X40 X41 X42 X44 X45 X46 X51 X53 X54 X56 X57
3 1 0 0 0 0 0 0 -1.67 -2.19 0 0 0 0 -2.35 3.31 -4.51 1.61 -1.25 -6.02 0

63 1 0 0 -2.21 -3.58 0 0 -2.21 -1.59 0 0 0 0 -10.28 -3.42 -6.09 0 0 -6.93 -1.04
157 1 0.24 0 0 -0.20 0 0 0 0 0 0 0 0.49 0.69 3.57 0.29 0.87 0.70 0 0
158 1 0.30 0 0 -0.29 0 0 0 0 0 0 0 0.49 0.50 271 0.70 0.43 -0.86 0.71 0

93 1 0 0 -0.81 0 0 -1.00 -0.74 -0.96 0 0 0 0 -2.10 2.73 -2.62 0.31 -1.91 0 -0.46
189 1 0 0 -0.70 0 0 -0.82 -0.16 0 -0.03 0 0 . 0 -0.38 -0.88 -0.64 -0.08 -1.05 -3.46 0

40 1 0 0 0 0 0 0 0 0 0 0 0 0 -11.42 -28.08 17.57 -14.13 0 0 0 0

8 2 -0.02 0 0 -0.05 0 0 0 0 0 0 0 0 -0.22 -0.05 0.01 0 0 -0.03 111 0

21 2 0 0 0 -0.34 0 0 0 -0.32 -0.16 0 0 0 -0.61 -2.05 2.34 0 -0.48 -0.20 1.57 0

30 2 0 0 0 0 0 0 0 0 0 0 0 0 1.78 -1.87 0 0 0 -0.03 0 0

43 2 0 0 0 0 0 0 0 0 0 0 0 0 0.08 -0.15 0.19 0 -0.08 0 0 0

46 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -0.95 1.35 0 0.39 0.16 0 0

58 2 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.03 0.17 0.04 -0.05 -0.03 -0.22 0

62 2 0 0 0 -0.66 0 0 -0.37 -0.34 0 0 0 0 1.93 -0.52 1.49 -0.69 0.34 0 1.30 0

64 2 0 0 0 -3.30 0 0 -1.81 0 0 0 0 -2.24 3.94 -7.09 0 -4.04 1.86 0.60 -1.97 -0.74
71 2 0 0 0 0 0 0 -1.06 0 0 0 0 0 2.23 0 0 -1.41 0 -2.94 0 0

78 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0.18 -0.03 0.01 0 0.28 0

85 2 0 0 0 0 0 0 -0.47 -0.28 0 0 0 - 0 -0.53 -0.42 -0.74 0.25 -0.98 -0.37 0

86 2 0 0 -0.08 0 0 0 0 -0.04 -0.01 0 0 - -0.61 -0.37 -0.20 0.26 -0.07 0.20 -0.77 -0.04
88 2 0 0 0 -0.08 0 0 0 0 0 0 0 0 0.45 -0.36 0 0 -0.19 0.07 0.50 0

95 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -1.36 3.21 0.36 0 -1.45 2.00 0
100 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -0.05 0 0.28 -0.03 0 0.24 0
127 2 0 0 0 0 0 0 0 0 0 0 0 0 -0.35 -0.20 0.37 0 0 0.19 0 0
129 2 0 0 0 -0.01 0 0 0 0 0 0 0 0 0 0 0 0 -0.08 -0.01 0 0
148 2 0 0 0 0 0 0 0 -0.08 -0.01 0 0 0 0.49 0 0 -0.18 -0.05 0 0.46 0
150 2 0 0 0 0 0 0 -0.03 -0.02 0 0 0 0 -0.01 0.03 0.07 -0.12 -0.02 0.04 0.11 0
177 2 0 0 0 0 0 0 0 0 0 0 0 0 7.59 -1.23 0 1.06 0 0.60 6.22 0
190 2 0 0 0 0 0 0 0 0 0 0 0 0 -0.07 -0.13 1.45 0 0 0.32 0 0
221 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -0.20 0 0 0.19 -0.58 0.23 0

7 2 0 0 0 0 0 0 0 0 0 0 0 0 0.10 0.91 1.01 0 1.03 0.83 0 0

57 2 -0.05 -0.01 -0.01 0 -0. 0 0 0 0 0 0 -0.06 -0.02 -0.19 0 0 0.04 -0.11 -0.25 -0.01
80 2 0 0 0 -0.23 0 0 0 0 0 -0.04 0 0 -0.59 -1.04 0.59 -0.10 0.32 0 -0.72 0

91 2 0 0 0 0 0 0 0 0 0 0 0 -1.61 -2.63 -3.59 3.74 0 1.01 -0.87 0 0
110 2 0 0 0 0 0 0 0 0 0 0 0 0 -0.67 -0.58 0.12 1.37 0 0 0 0

33 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -4.79 10.90 0 0 -0.47 11.02 0

44 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -0.77 2.06 0.62 -0.25 0 1.37 0
113 2 0 0 0 0 0 0 0 0 0 0 0 0 0.16 0 0.01 0.01 0 0 0.15 0
135 2 0 0 0.24 0 0 0 0 -0.17 -0.10 0 0 0 -0.19 0 0.91 -2.24 -0.48 0.09 -2.02 -0.10
153 2 0 0 0 0 0 0 0 0 0 0 0 0 9.13 -6.78 0 0 0.16 0.29 0 0.24
154 2 0 0 0 0 0 0 0 0 0 0 0 0 10.07 -0.51 0 0 0 -0.10 0 0
155 2 0 0 0 0 0 0 0 -0.11 -0.01 0 0 0 0 -0.30 0 -0.34 0 0 -0.73 0
187 2 0 0 0 0 0 0 0 0 0 0 0 0 0 -0.43 0.87 -0.20 -0.41 0 0.80 0

6 2 -0.02 -0.02 0 -0.04 0 0 0 0 0 -0.01 0 0 -0.21 -0.05 0.01 0.33 -0.17 -0.03 0.86 0

56 3 0 0 0 -0.14 0 0 0 0 -0.08 -0.04 0 0 -0.18 -0.09 0.69 0 -0.38 -0.10 0 -0.08
123 4 0 0 0 -2.27 0 0 0 0 0 0 0 0 -4.44 -14.02 8.40 -17.29 -5.21 0 -12.75 0
165 4 0 0 -2.22 0 0 0 0 -2.31 0 0 0 -3.96 6.95 -2.96 -6.88 -5.70 0 -18.38 -6.57 -0.44
197 4 0 0 0 0 0 0 -2.44 -1.87 0 0 0 -3.90 0 -0.45 0.28 -12.82 0 -0.92 -12.37 0

22 5 0 0 0 0 0 0 0 -2.55 -0.79 0 0 -1.47 4.85 4.03 -2.08 -1.19 -0.84 0 -1.02
111 5 0 0 0 0 0 0 -1.49 -2.96 -1.24 0 0 0 0 28.08 0 -1.72 -0.16 14.87 -1.02
41 5 0 0 0 0 0 0 0 0 0 0 0 -0.19 -0.04 0.02 -1.16 -0.25 -0.21 -0.95 0

4 6 0 0 0 0 0 0 -5.55 -4.76 0 0 0 12.53 0 12.41 -13.41 -2.31 -18.42 0 0

65 6 0 0 -8.95 -7.41 0 0 -7.12 -3.30 0 0 0 17.61 -9.82 0 -17.99 0 6.45 0 -2.32
170 6 0 0 0 -7.48 0 0 0 -5.17 0 0 0 0 -17.23 10.82 -22.76 0.80 0 -17.88 -1.67
47 7 0 0 0 -0.97 0 0 0 0 -0.26 0 0.41 0 0 9.43 -1.55 -0.56 0.15 7.93 -0.36
79 7 1.78 2.75 -3.71 -1.71 0 0.75 -1.46 0 0 0 0 -10.55 -8.94 -12.74 -7.27 0 0.46 -12.30 -0.46
67 8 0 0 0 -1.65 -2. -1.37 -1.89 0 0 0 0 0 -2.69 0 -6.56 0 -6.50 20.26 -0.72
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Precipitation
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Temperature

Cs# Cluster # Y23 Y24 Y25 Y26 Y27 Y28 Y29 Y30 Y31 Y32 Y33 Y34 Y35 Y36 Y37 Y38 Y39 Y40 Y41 Y42 Y43 Y44 Y45 Y46 Y47
202 1 0.54 0.98 0.86 0 0.57 0.74 0.40 0 0 0.07 0 0 0 0.32 0.64 0 0 0 0 0 -0.41 -0.79 -0.46 0 -1.12
279 1 0 0.74 0.52 0 0.29 0.53 0 0 0 0.08 0.48 -0.20 0 0.32 0.60 0 0.68 0 0 0 0 0 0 0 0
322 1 0 0 0 -0.95 0 -0.75 0 -1.98 0 0 -1.16 -0.46 -1.50 0 0 -0.95 -1.54 0 0 0 0 -1.72 -0.41 0 -2.35
499 1 0 0.37 0.62 0 0 0.27 0 0 0 0.14 0 -0.29 0 0 0 0 0 0 0 0 0 0 0 0 0
713 1 0 0 0 -0.72 0 0 0 -1.18 0 0 0 0 0 0 0 0 0 0 0 0 0 -1.64 0 0 -1.67
948 1 0 0 0 0 0 0 0 0 0 0 0.73 -0.33 0 0 0 0 0 0 0 0 0 -0.78 0 0 0
237i 1 0 0.91 0.92 0 0.53 0 0.73 0 0 0.08 0 0 0 0 0 0 0 0 0 0 -0.75 -1.92 -0.75 0 -2.66
910 1 0 0.57 0.81 0 0.36 0.89 0 0 0 0.11 0.76 0 0.78 0.38 0.73 0 1.04 0 0 0 0 0 0.08 0 0
207 2 0 0.84 1.28 0 0 0 0.60 0 0 0 1.10 0 151 1.10 0 1.55 0 0 -0.16 0 0 -0.83 -0.51 -2.14
491 2 0 0.92 0.75 0 0.51 0.49 0.53 0 0 0.10 0 0 0 0.34 0.34 0 0 0 0 0 0 0 -0.20 0 0
115i 2 0 0.68 0.82 0 0.44 0.42 0.39 0 0 0.06 0.54 0 0.57 0.27 0.68 0 0.77 0 0 0 0 -0.76 0 0 -0.97
280e 2 0 0 0 -1.11 -0.46 -0.51 -0.50 0 -1.24 0 0 -0.48 0 0 0 0 0 0 0 0 0 0 0 0 0
376i 2 0 0.74 1.09 0 0.42 0.52 0.30 0 0 0 0.81 0 0.76 0.22 0.82 0 0.71 0 0 0 0 -0.92 -0.45 0 -1.33
495u 2 0 0.59 0 0 0 0 0 0 0 0.22 0 0 0 0.43 0 0 0 0 0 0 0 0 0 0 0
554a 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -2.81 0 0 -4.32
72x 2 0 0.89 0.76 0 0.45 0.55 0 0 0 0.07 0.76 0 0.78 0.33 1.01 0 1.15 0 0 0 0 0 0 0 0
981a 2 0 0.62 0.77 0 0.41 0.55 0 0 0 0 1.03 0 0.96 0.80 0 0 1.27 0 0 0 0 -0.37 0 0 -0.39
390 3 0.69 1.19 0.95 0.62 0.86 0.92 1.03 0 1.38 0.12 0.75 0 0.74 0.44 0.53 0 0.87 -0.38 0 -0.07 -0.47 -1.53 -0.49 -0.53 -2.55
562 3 0.90 1.33 0.70 0.16 0.80 0.70 0.88 -1.31 0 0 0 0 0 0 0.75 0 0.61 -0.26 0 -0.06 -0.37 -1.60 -0.65 0 -2.35
961 3 0 0.76 0 0 0.52 1.03 0 0 0 0.11 0 0 0.68 0.36 0 0 0 0 0 0 0 -0.82 0 0 -0.78
461 4 0 0.76 0 0 0 0 0 0 0 0 0 0 0 0.24 0 0 0 0 0 0 0 -1.65 -0.62 0 -2.00
261e 4 0 0.38 0.61 0 0 0 0 0 0 0.05 0.50 0 0.45 0 0.44 -0.31 0 0 0 0 0 -0.64 0 0 0
263i 4 0 1.01 0 0 0 0 0 -1.05 0 0.10 0 0 0 0.30 0.58 0 0 -0.29 0 0 -0.32 -1.42 -0.57 0 -2.06
266i 4 0 0.49 0.41 0 0 0 0.31 0 0 0.07 0 -0.25 0 0 0 -0.45 0 0 0 0 0 -0.71 0 0 -0.93
275b 4 0 0.58 0.61 0 0 0 0 0 0 0 0 0 0 0 0 -0.32 0 0 0 0 0 -0.62 0 0 -0.71
121 5 0 0.90 0.94 0 0.59 0.55 0.60 0 0 0.09 0.56 0 0.51 0.25 0.54 0 0 0 0 0 0 -0.69 0 -0.19 -0.90
179 5 0 0 0 0 0 0 0 0 0 0 0.59 0 0 0.34 0.62 0 0 0 0 0 0 -1.23 0 0 0
205 5 -0.42 0 0 0 0 0 0 0 0 0 0 0 0 0.17 0 0 0 0 0 0 0 -1.14 0 0 -1.55
262 5 0 0.91 0.85 0 0.35 0.50 0.23 0 0 0.09 0.71 0 0.58 0.28 0.59 0 0 0 0 0 0 0 0 0 0
537 5 0 0 0.49 0 0 0 0 0 0 0.06 0.62 0 0.66 0.32 0 0 0 0 0 0 0 0 0 0 0
1940 5 0 0.87 0.95 0 0.57 0.65 0.45 0 0 0.13 0.95 0 1.02 0.56 0.69 0 0 0 0 0 0 -0.72 0 0 -0.86
263d 5 0 1.04 0.96 0 0.61 0.68 0.54 0 0 0.10 0.66 0 0.57 0.26 0.61 0 0 0 0 0 0 -0.57 -0.24 0 -0.85
44 6 0 0.99 0.62 0 0.54 0 0.52 0 0 0.10 0 0 0 0 0.56 0 0 -0.44 0 0 -0.55 -1.64 0 0 -1.69
105 6 -0.94 -0.53 -0.53 -1.47 -0.66 -0.87 0 -0.89 0 0 -0.49 -0.42 0 0 0 -0.80 0 0 0 0 0 0 0.42 0.47 0
392 7 0 0.86 0 0 0 0 0 0 0 0.13 0 0 0 0 0 -0.48 0 0 0 0 -0.77 0 0 0 0
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Appendix IlI: Forest fire occurrence report

PARTE DE INCENDIO FORESTAL
Nedeparte [ | [ [ [ []][]]

DATOS GENERALES DEL INCENDIO

1. Localizacion:

Comunidad Autonoma | | Provincia [ | |
Comarea o :sla I | | Termino Municipal (origen) ] | |
Entidad menor | | Paraje

Cuadricula Mapa militar 1:250.000 oo Hoja [ | [ [] Cuadricula |
UTM:Huso [_] | x [LIITIT] v [ [ ]1] |
2. Tiempos: Dia / Mes/ Afo Hom  Minutos
0 oo oot A AR COICIC L i) L) L
22, Llegada primeros medios por tierma ... ... oo (Ot 11 ol Ly
23, Liegada primeros medios aéreos de extingién owmeoio |1 | 1 J L1 L] L] ]
[] [T

][]

|
-
[ ]
L]

24, Llegada de la primera brigada helitransportada ............ I !
2.5, Incendio contmladn: .. civaciiinmmsiiniiin s | I || | H | [ I I
HEEEEEEN

I
|

2.6, Incendio extimpuidor.. o mvr iecigsims s s s

3. Deteccion:
3.1. Detectado por: Vigilante fijo (& } Cod. V. Fijo l
Agente forestal (O Vigilantemévil O Aeronave O Llamada particular C 112 O Owos O

3.2. Iniciado junto a:  Carretera & Pista forestal &2 Senda O Casas o
Lugares con afluencia de excursionistas ) Vias féreas Q Cultivos O Urbanizaciones O

Vertederos (O Otros lugares del monte O

4. Causa del incendio [EI:[ Cierta () Supuesta O D
Rayo

Megligencias v Causas accidentales

Cumlifear las cosillas sombrendis sepin i clave

O

Dias desde [a tormenta D

Quema agricola Quema de matorral O

(Quema para reg. pastos Ferrocarnl O
Trabajos forestales Lineas eléctricas ]
Hogueras Motores y maquinas ()
Fumadores Maniobras militares ()

Otras [@)]

Quema de bazuras

Escapes de vertedero

0000000 50

Intencionado Motwacion {s0lo intencionado) |_|_|
Causa desconocida Incendio reproducide &)

Causante: Idenuficade O No identificade O |:|
(lase de dia: Festiva O Sabado & Laborable vispera festive O Laborable O D

5. Condiciones de peligro en el inicio del incendio

5.1. Datos meteorolgicos: Estacion meteorologica | I | I | I |HD|_';3_ [ I |I [ I
Dias desde [a dGltima [luvia ]:l:l:l Temperatura maxima D:I “C.
Humedad relfativa Dj % Viento: Velocidad D:I:l Km/h. Direccion ED:]

52, Modelos de combustibles en fa zona de incendio:
Pastizales (O Matorrales (O Bosques (O Restos O
5.3. Prob. Ignicidn I‘j"fu} Peligro:  Prealerta (O Alerta (O Alanma (O Alarmaextrema )

Kellenar los datos a nane

H od

6. Tipo de fuego: De superficie O De copas {2 De subsuelo O



7. Medios utilizados en la extincién:

7.1, Transporte de personal terresire: Vehiculos O Helicopteros O

Distancia aproximada a pte (metros).....
7.2, Personal: Nim. de persnnas

TR v i e s sy bR B e R Ak A i

Agenies fapertales: o nEn s
Combatientes de cundrillas ¥y BEERIRS .. ... s b b s s b

Bomberos profestonales:: ool iainiaiddadiaaiieidiaiaddaiaiaiind et

Vol UmMBriado OFEARIZAOD. ...ovoeoemr et s e rer st et e s e b bbb

o e o b R B A s o s

Cruardia Civil, Policia AULDBOMICE ¥ OB ..ceorire e sieerersiaes seteeses s e e bses st bens s sessre et s

Foerzme del EFBICHIO ., i i i han it b 530 e b i 1650 b e bbb

7.3. Medios pesados:  Autchbombas [:l:| Bulldozer D] Tractores agreicolas ED Otres D:l

7.4, Medios aéreos:

NI, Brigadas Descargas
ransportadas

Aviones anfibios

Aviones de carga en tierra

Helicopteras de extincion (depdsito ventral)

S | -

Helicopteros para transporte de cuadrillas (con o sin helibalde)

Aeronave coordinacion

Retardantes: Amonicos )] Espumantes O Viscosanies ) s l:]
8 Técnicas de extincidn:
8.1, Amgue directe O Ataque indirectt s s e |:|
8.2, Atague indirecto:  Aperturade cortafuege o lineas de defensa @] Contrafuege O e I:l
9. Pérdidas:
L R HINRE it st gt S Aot Muertos Dj Heridos |:|:I

9.2 Superficies atectadas por el fuego:
0.2.1. Superficie forestal (Hectdreas)

" Arbolada " No Arbolada
Montes Utilidad Piblica...... | | | | | LI | I [ | | | | I!I J |
Momtes del Estado - OCAA .o
Montes en Consorcie [ Convenio.. : ERERR :
Montes Pablicos no Catalogados.. ; 1 1 1 1 | :
Montes parteulares ..o i i e e e e I J
923, Superficie 0o forestal (HBCELARY. . i v it s s ik s ssrist s s | ] | ] [ |‘| | |
9.3, Efectes ambientales: Estimacion de pacto gIoBAL. ... oo s e e e smsanne s e I:l:l
9.3.1. Superficie arbolada autcrregenerable: 60-100% O s O <30 (@] D
9.3.2, Efectoen la vida silvestre: Inapreciable O Pasgjerc O Permanente () |:|
9.3.3. Riesgo de erosidn: Bajo O Moderado O Alto (@) D
934 Alerscion del paisajey valores recreatives: Inapreciable O Pasajera O Permanerite O D
9.3.5. Efectoen laeconomia local: Inapreciable O Pasajero O Permanente O I:l
9.4, Incidencias de Proteccion Civile
Cortes de carreteras D Cortes de lineas férreas D Cortes de suminiso eléctrico D
Cortes de teléfono D Desalojo de viviendas D Daflos en viviendas o naves industriales D
9.5, jAfectd a Espacio Natural Protepgido? St O wNe O D
0.6, [ Afectd a Reforestacion de Tierras Agravias? Si O ne O D

1), N" de parte asociado: | | I | | | | | I I I




