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Abstract

¢KS &dddzRe 27F LISR San inypdrtany sulject Y2 t@rpoGayion anklysis.
There is a lack of integration of temporal information in the study of spatial phenomena
related with movement. The technological advancement in tracking technology and in
computer science assists to collend analysespatiotemporal data of moving entities. This
report formulates a spaciéme approach that could be used for exploratory analysis of
spatiotemporal activity data. Our scope is amalysethe temporal dimensiorof movement
suspension pattern§MSP). MSP are spatial clusters of low speed vectors associated to the
collective stopping behaviour of pedestriaj@rellana & Wachowicz, in press)

In this research, we analysthe MSP intwo movement datasets collectedn the
Dwingelderveld National Park. We ugegglomerative Hierarchical Clustering (AHC) to
calculate spatigemporal clusterson those MSPand finally extract individual stops.
Furthermore, these stops were associated wiiffatent geographical elements in the park
(e.g.park features, cross paths, path connectivigid LIS R S & @dtivitiesy & Q

28§ Q02y Ot dzZRSR (KIFG GKS ydzYoSNI 2F @Aaild2NRBRQ A&
encountes between the visitors that occurreavere affectedby the different attractions

and facilities in the park but alday the activities that these visitors had. The combination of

LISA with AHC is a consistent approach for expldfd®RSa G NA I y Q& &G 2 LAYy 3T ¢
space and time This approeh could be used to optimize the design of locatibased

services but also could be applied as a tool in different scientific fields such as traffic
management, animalehaviourand urban planning.
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1 Introduction
1.1 Background

In recentyears Global Positioning System (ReSeivers have become smaller, cheaped

increasingly integrated into a number of consumer products:board navigation, small

computers, cell phones, etdNielsen & Hovgesen, 2004Jheg tools have been usedot

only for navigation purposes but also for collecting spatial data and information atmutS NX &
locationsand itineraries. The technological advancement in tracking technology reached a

level that allows the seamless tracking oflividuals needed for the analysis of movement
patterns(Gudmundsson, Laube, & Wolle, 2008he definition of movement patterns varies
0KNRdzAK GKS fAGSNI GdzNBEd® hyS RSlEkldesdigigof 2F Y2 @S
the movement of an individual or a group of individuals. This description can but must not
NEfIFGS GKS Y2@SYSy i (LauBe, 10605 dzy RSNI @Ay 3 alLJ OS¢

I NISNRGNY YyRQaA | NBHdzYSyd F2N) dF (R IGKHANSaAvUE KIC
critical importance when it comes to fitting people and things together for functioning in
socioeconomic systems, whether these undergo ldagn changes, or rest in something

gKAOK O2dzZ R 0S RS TN yNTRS NBAI NDuyEREsS omstgtonadivities S o ¢

such as working, socializing, shopping, and recreation that require resources that are

available only at a few locations and for limited duratighgller, 20®b). Walking is one of

these activities. It can be undertaken for recreation (i.e. for leisure or exercise) or transport

e.g. to the shops, schools or to public transportat{@entley, Jolley, & Kavanagh, 2018)

pededrian movement,stopsoccurredin order to carry out different kind of activities. These

stopscould also be referred as movement suspengiorellana & Wachowicz, in pres3he

purpose of this research is tnalyseLISRSAGNA | yAQ &adzAaLISyarzy 2F Y20
for recreation in order to comprehend their interaction with environmental factors. The

integration of temporal data into the analysis of spatial information will contribute to a

further understanding ofJSRSA G NRA | y Qar. aLJ GAFf 0SKI @A 2dz

This report is organized as follows the nextsubsection we presenthe problem definition

in the context ofa review of the researchelated to spacetime gecainformation systems
and spatiotemporal patternsanalysis The objective and the main goals of this report are
stated in subsection 1.3n chapter 2 wepresentthe methodologythat we used Inchapter

3 we presenthe evaluation of our methodology, the implementation of it and tresults.
Concluding remarks apgesented in the final section.

1.2 Problem Definition

Gl Aa02NROlffes a20Alft aOASydArAada addzReéeAy3a (KS
treat time as an external factor, something that is relevant to understanding a given
LIKSYy2YSy2y s 0 dtGorbg¢t 20013\&1878,yTim&Gedgraphy was introduced

by | N3 S NAHe Ma&sysupdorting that we need to understand better what it means for a

location to have not only space coordinates but also time coordindtesis framework,



time is included as a third vertical axdded to a two dimensional system which represents
space. In the two dimensional system we can visualize and measure the location of the
object and its movementAt the vertical axis we can represent it as a progressively
happening in time. This informatioten be relatedo different human activities which can

be visualized by the spadigne path

Time

Space /

/ Shop® ~=====--f_____
/ =" Work

Home

]
1
1
L
I
]
]
|

Figurel.1 SpaceTime Pathd + NP i a2dzz 9t f SAANRE 9 adI HAATDOL

A spacedime path is the container of all activities performed by a person, since all activities

take place at ceain locations and time periods. Each of these activitiesupies a portion

of the spacdime path (Yu, 2006)In Figurel.1 a spacetime path of a single person is

presented. Theparallellinesto the time axisare stops of this person at different locations

e.g. home, work, shogi A YS 3IS23INJ LIKeé | fa&a2 &adza3sadca GKFG Ayl
time are conditioned by three types of constraints capability constraints, authority

constraints, and coupling constrairdsl N 3 SdEOGONT Y

¢ KS SEIGSy-dihehsiona iiap With & il orthogonal time axis produces a very

L2 6 SNFdzf G22ft TF2N dzy Og@gdiddisgan, LatBePdS Wdllg, A008).JF G G S NJ/
Many researchers from different fiedchave found the timgeographic framework useful to

comprehend human activities and travel behavigarft £ SI A NRZ MbhDTThey 6 Y= HAS
calculatemovementpatternswhich ould be used as input to some decision making process

(e.g. to derive usefuknowledge for optimizing traffic management), to acquire more

knowledge about the travelling objects (e.g. amsady bird trajectories), or to control the

proper implementation of transportation logistics (e.g. monitoring worldwide delivery of

parcels in aourier company)Spaccapietra et al., 2008y wS & S NOK FNRBYGASNE A Y]
time-geographic measurement framework include query design, mapping the theory to

networks, extending the theory to velocity fields, imperfe@asurement, and incorporating

@A NI dzl £ AwWlér, 2006 Sipatial ydta mining, in which query design is involved,

focuses on searching rules of the geographical statement, the structures of distribution and

the gatial patterns of phenomena. However, many methods ignore the temporal

information; thus, limited results are describing the statement of spatial phenonf€hai,

Su, & Ma, 2010)

An approach for analysing movement data is to treat them as trajectokiés.can see a
trajectory as a sequence of moves going from one stop to the next one (or as a sequence of
stops separating the movegppaccapietra et al., 2008fhe visualization of the data in a

2



spacetime cube has been useglsoas a toolfor analysng movementpatterns and through
that, activities of moving object§Gatalsky, Andrienko, & Andrienko, 200%he classical
spacetime paths track individuals over time. One approach including groups of
individuals is thedgeneralized spaetme pathe€. A generalized spageame path shows the
changes in spatial distribution patterns of distinct subgroups of individuals between
different time periodgShaw, Yu, & Bombom, 2008)

One moreapproachto analyseO2 f t SOGA S Y20SYSyld Aa (GKS aY2@SyY
(MSP) (Orellana and Wachowicz, in press}his research th&1SPwas usedo detect the
location of stops for a group of people visiting a natural ateatheir approach the GPS
recordings were treated asnovement vectors The novement vectorshave a specific
direction starting from eachGPS poiniand formulating a line segmenn the Euclidean
space. Thegomprise a recorded spadine location and computed movement parameters,
which are displacement (absolute distance from previous point), time step (absolute time
from previous point), speed (displacement over time), and bepiiangle between two
consecutive points with respect to true NorttQrellana & Wachowicz, in pres§ops are
conceptualised as movement suspension, represented by clustdsv speed movement
vectorswith high spatial correlation In their work, the authors only consider the spatial
properties of the movement dataset, leaving the temporal dimension unexpldreaur
research, the time is included in the analysis to improve the interpretation of movement
suspen#n patterns.Knowing the direction and the speed of an observation from the GPS
we can use movement vectors in order to define the spatial and temporal correlation not
only of individuals but also of groups of peaphecording to Dodge et al, spatiemporal

data have specific parameters which are speed and velocity (i.e. rate of change of position
and direction) and these parameters can be derived from changes in both spatial position
and time instancegDodge, Weibel, & Lautensatz, 2008)

Furthermore, clustering process is necessamy analyse and expler large amount of
movement data, considering alsaagips of dojects and not only individual€Justering
algorithms that have been widely used for analysing movement de¢abased on DBSCAN
(DensityBased Spatial Clustering of Applications with Noi$ée key idea is that for each
point of a cluster theneighbourhood of a given radidsas to contain at least a minimum
number of points(Ester, Kriegl, Sander, & Xu, 1996However DBSCAMNmot discover
clusters with large variance in densibecause it depends otthe initial value for its
parameters, radius and minimum number of poirfBam, Jalal, Jalal, & Kumar, 2019}
DBSCAN has been developed for discovering clusters according -spatiad, spatial and
temporal values of the objectBirant & Kut, 2007)Also OPTIC§enerates a data structure
that allows one to calculate efficilg the result of DBSCAN for any desired density
threshold (Stuetzle, 2003)It has also been useih combination withinteractive visual
displayg/Andrienko & Andrienko, 2009All of these methods need from the user to develop
a threshold in distance, time or minimum number of neighbours at the beginning of the
calculations.In other casesmethods of clustering such asnkeans need to know the
number of clusters because isagsas an input at the algorithr(Shoshany, EveRaz, &
Behjor, 2007) Clusteringmethods areessentialfor revealing movement patternsThe
overall challenge consists on relating these movement patterns with the underlying



geogaphy, in order to understand where, when and ultimately why the entities move the
way they do/Gudmundsson, Laube, & Wolle, 2008)

1.3 Research Objective and research questions
The research objective is:

G¢2 SELX 2NB tekhhiguesGdcitizteitie Milalysi of the temporal dimension of
movement suspension patterns and their relation with environmental features and
LISRSAGNARLFYaQ | OGAQBAGASEE

This objective will be covered by answering the following research questions:
a) How themovement suspension patterrase formed inspace and time
b) Are there geographical elements (e.g. functional features, commercial and common
facilities) related to the spatio temporal patterns of movement suspension?
c) Is it possible to associate the detectadovement suspension patterns tgpecific
pedestrian activities?

2 Methodology
2.1 Introduction
It is necessary to define some terms that will be used often in the next chapters:

a) Movement Suspension Patternist a movement dataset, Movement Suspension
Patterns efer to the vectors classified as suspension, having a speed below the
mean and a statistically significant spatial associafiorellana & Wachowicz, in
press) In this research, theaerm "movement suspensionihdicates the stopping
behaviourof pedestrians(Orellana & Wachowicz, in press)

b) Spatial and spatiotemporal clusters Vectors classified as movement suspension
patterns can be clustered in space or space and time. In this @dséa&p variations
of a clustering method are proposedigscribed beloyw Clusters may include
movement vectors of one or more visitors.

¢) Individual stopsWhen the clusters are associated to each unique visitor, they
represent individual stops. In thieport, we use the term stops for the sake of
simplicity.

A flowchartwhich represents an overview of our methodology is depictedrigure2.1.
Firsty, we clustered movement suspensions patterns, as thesee formulated from LISA
process. We usetwo different clusteringtecif A lj dz=8a =~ Y59b! 1/ | yR ! |
stops. Secatly, we evaluated the results of these two techniquasd we decided to
continue with the implementation ofAHCvariation in our study aregDur final results are
NBfFGSR gAGK (KS (SYLR2 NI the gedgiaphind eedmntsitere 2 T
the stopsoccurredr Y R 0 KS LIS RS aiiriNgitie ¢tap® | OG A GA G A Sa

/
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2.2 Detecting movement suspension

The method suggested by Orellana and Wachowicz (in press) is selected to detect the
locations where a group of people suspended thewmvement. This method is baseadh o
Exploratory Spatial Data Analysis approaches, combined with the use of Local Inditators

Spatial Association (LISA), both proposed by Anselin at 1993 and 1995 respectively.

Exploratory Spatial Data Analysis can be considered asddaten analysis, which is applied
without including many preconceideideas, theories or hypothesed. dims to describe
spatial distribution, discover patterns of spatial association and outfinselin, 1993)LISA
is any statistic that satisfs the following requirements:

a. The LISA of each observation gives an indicaticdheoextent of significant spatial
clustering of similar values around that observation;

b. The sum of LISAs for all observations is proportional to a global indicator of spatial
associatior(Anselin, 1995)

Inthisresearchl KS [ L{! A& o06lFl&aSR 2y (KS a2NlyQa L

G2 S@Iftdzk S GKS aLl Al € aa20AlGA2y o8& OFf

statistical significance of each unit. The outputs of this process are three values which are
computed for each movement vector: the Z score values, thal®es the LISA values. The Z
score values and the-yalues are a test of statistical significance that helps to decide
whether or not to reject the null hypothesis. The null hypothesis for grattanalysis
essentially states that there is no spatial pattern among the features, or among the values
associated with the features, in the study aréditchell, 2005) The Pvalues are the
probabilities and the Z values ameasures of standard deviation. Both statistics are
associated with the standard normal distribution. Therefore, the value of LISA indicates local
association of speed values. For example, high positive values imply that a movement vector
is surrounded byectors with similar values; meanwhile high negative values indicate that a
movement vector is surrounded by very different val€sellana & Wachowicz, in press)
Moreover, the Z value gives an indication of the stat@tisignificance of the computed
value and can be used to select the data corresponding with a certain confidence level (e.qg.
5% corresponds to a Z valuesthndarddeviation1.96).In this case, movement suspension
patterns should be spatial clusterslofv-speed vectors with high statistical scores of spatial
associatior(Orellana & Wachowicz, in press)

2.3 Calculation of Clusters

2.3.1 Introduction

The output of the approach by OrellanaViachowicz is a set of movement vectors with a
new attribute stating for each vector if it is classified as movement suspension or not. When
vectors classified as suspensioaye plotted in a geographical space ardrm spatial
clusters. However, thepatial and temporakextension and boundaries of those clusters are
not explicitly defined. A proper definition of the spatial clusters will improve the exploratory
analysis and ultimately help to associate them with geographical features and pedestrian
activities.



We propose a method with two variations in order to define the extension and boundaries

of the movement suspension cluster6. KS FTANB G GF NAIFGA2Y O64aY59b! 1/

Density Estimator (KDE) and Agglomerative Hierarchical Clustering (AHC)ecbhd s
GIENRFGAZ2Y o6al 1/ £€0 dzaSa 2KPEiLone of the nib& poRukarF A y S
methods foranalysinghe underlying properties of point events and measures the variation

in the mean value of the procesSilverman, 1986, Xie & Yan, 2008QIso the
implementtion of this estimator is easy and fa®HCis aclustering methodin which,

unlike the partitional clustering methodshe number of clusters is not an input for the
algorithm In addition the algorithm can get arbitrary shapes of ckrstand it generates an
ordering of the objects, which may be useful for data interpretation and display.

2.3.2 KDE+AHC Variation

The KDE+AHC variation corsigttwo steps. The first stegefinesthe spatialcomponent of
the clusters and the secordkfinesthe temporalcomponent In the first step spatial clusters
are formulated ashot spots of movement suspension patterriigure2.2) and associated
with the spatial characteristics of the area. These clustaes defined by usingkernel
Density Estimation (KDE)and Percert Volume Contours (PVC) The KDHEs based on the
quadratic kernel function or also called Epanechnikov Kef®@igrerman, 1986)A Rercent
Volume ©ntour represens the boundary of the area that contains x% of the volume of a
probability density distribution(Beyer, 2004) We useé the 95% volume contour which
contains 95% of the points thatere used to generate th&KDE so small clusters with few
observationsand individual vectors outside tHeernel of the clusterare not included.

Figure2.2 Percentage Volume Contour of 95% of the vectors, calculated from Kernel density
estimator

In the second step, each spatial clusigdivided into smaller clusters using Agglomerative
Hierarchical Clustering (AHC) with the method of Single Linkage, also known as Nearest
Neighbour. For this step, only the temporal dimensi®analysed.

The algorithm of AHC constructs a hierarchy oftelss At the beginning, each poirgtaken
as an individual cluster and gradually merged with each other to form new clusters until at

i K&



the end they represent only one cluster which includes all the poifigufe2.3). At each
step the two more similar clusterare merged to form one larger clustgiKaufman &
Rouseeuw, 1990)We use the NearestNeighbour method computing #h Euclidean
distance inthe temporal dimension. In the Nearedieighbour method, the distance
between two clusters is the minimum of the distances between all pairs of patterns drawn
from the two clusters (one pattern from the first cluster, the other fréne second)Jain,
Murty, & Flynn, 1999) Although it suffers from a chaining effe@lagi, 1968) the AHC
algorithmis versatile and it is widely used in different scientific fields such a® amalysis
(Zeng & Chen, 2004hd epidemiologyZeng D. , Chen, Lynch, Eidson, & Gotham, 2005)

step 0 step 1 step 2 step 3 step 4
1 1 1 1 1

Figure2.3 Agglomerative hierarchical clustering on data objects {a, b, ¢, dHgn & Kamber, 2006)

Theimplementation of thealgorithm provides a dendrogram grapbpresentingthe nested
grouping of patterns and dissimilarity levels at which grouping change. For example, in
Figure2.4 a dendrogram of 37 vectors is presentest point zero of they-axis of thegraph,

each vector represents a unigue cluster.

12

08
_

Height
04
57182

1

— T

OO

OO OO 00
LR i i i
L o i i 8] ) B B 8 M)

%

)8y
BRI W o o o

Figure2.4 Dendrogram graph. 14 clusters could be recognized at the level of the red line.

At thefirst level of clustering(red line) 14 clusters are formulated and the graph continues
until only one cluster is represented from these points. This graph can be cut at a desired
dissimilarity level forming a number of clusters identified by simply connected componen
(Jain, Murty, & Flynn, 1999Jhe lowest height at this example is at 0.12 and the largest is at
1.38 where only one clusters is formed above that heidghie height of the node of two or
more elements can be considered poportional to the Euclidean distance value between



two or morecomponentsthat are clustered together at that level. This distamsealculated
from the Nearest Neighbour method. Moreover, the height on the dendrogram does not
have any units and it is amly for representative purpose¥Ve assumethat the optimal
cluster configuration can be recognized only by subjective interpretatimhhighly depend

on the applicationJung, Park, & Du, 2003h Figure2.5 is depictedthe number of clusters

in each clustering stepf the dendrogram oFigure2.4.
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Figure2.5 Number of clusters for each clustering step AHC algorithm

For analysis purposes, the movement suspenioreach visitor (i.e. individual stops) must
be defined. Therefore, each clustey divided according each visitoFor example if the
identification number of the clusteis 100 and from that cluster, visitors with the ID 33 and
35 stopped by, then two new clusteese formulated 33_100 and 35 _100. Each resulting
clusteris therefore considered as an individual stop. Afterwarde® somputel the duration

of each stop by subtracting the first from the last time of the vectors belonging fboit.
define if in that spatigemporal cluster, two or more visitorblad an encounterwe
calcuated the total duration of thatcluster. hen we sumall the duration of individual stops
that belonged to this specific spattemporal cluster and we compadeit with the total
duration of the spatigemporal cluster. If the sum was larger thdlne duration of the
spatiotemporal cluster then it means that themgassome overlap between these individual
stops sathere wasan encounterfor at least two visitorsn that spatiotemporal cluster. In
addition, some other characteristiagere defined, such as the sequence of the stops per
visitor and the number of vectors in each individual stop.

2.3.3 AHC Variation

TKS a! |/ & comsistih applyingthé Agglomerative Hierarchical Clusterig®HG to

the spatial and temporal components of the vectaisultaneously.This means thatthe
coordinates of each vector in space ¥) and time {,) are used to compute the Euclidean
distance for the similarity functiarlt is necessary to consider the equivalence of the input
dimensions for the clustering press. Since we dealt witspatial and temporal dimension
that are not equivalent, we hd to standardize them. The standardization corsieh



subtracting the variable's mean value and dividing by the variable's mean absolute
deviation.Finally, the individual stopsere computed as explained above.

2.3.4 Evaluation of Clustering

The data from a controlled experimemtasused to evaluate the results of our method. In
this experiment, a group of pedestrians walked and stopped in desigratations. The
evaluation consiston comparing the test dataset with a control dataset. The test dataset
composed by the mean centres of the individual stops computed with the two variations
presented above. The control datasstcomposed by a set of rembed locations were the
participants actually stopped.

We took into account the vectors that were calculated as movement suspenssorgthe
LISA process and the clusters that were formed after the implementation oKBieAHC
and AHC variatianAfter the separation of spatibemporal dusters to individual stopswe
calculatel the mean centre of thseindividual stopsThe evaluation consists on computing
the distance between the mean centred individual stops with the locations of the
correspondingcontrol stops. If this distance/as below a certain threshold, the resultas
classified as true positivéVe perforned this process in two different levels of dissimilarity
as these levels were defined by the dendrogram oftthe variatiors.

2.4 Temporal Patterns

Forderiving temporal patternsgata mining concepts are helpful to reveal the information

we want. We can derivedifferences in several variables of stops by comparing different
periods of time. These variablegere associated with the number of stops in total and per
visitor, the duration of the stopsand frequencyof stopsin whichco-incidence in space and

time between two or more visitorsccurred(encounters) The different time periods were
months (May and Augst), weekends and weekdays, and hours of.dggecifically, some
hypothesis should be made, for example, take the time period as a day and the areas of
interest as the information points of the national park. Patterns could formulate and this
time period can give us interesting results. If not, then another time period can be
formulated

2.5 Assigning geographical elements to stops

Pikora et al (2003) developed a framewdhat identifies four environmental components

GKAOK | NB NBf I SR uscfionak (phyd®a bififitesiof thel stréethayffcdA Y F

path that reflect the structural aspects of the environment), safety (characteristics of areas
that provide safe physical environments e.g. lighting and traffic safety such as crossings),
aesthetics (preserg; condition and size of trees, parks, gardens, levels of pollution but also
the diversity of natural sights and architectural designs) and destinations (availability of
commercial and community facilitiefpikora, Gile€orti, Bil, Jamrozik, & Donovan, 2003)

We focugd at the functional features of the environment and the destinations of
pedestrians either final or intermediate, since our research is more spatiaipted and
these factors could be derived from GéSailable data. The functional features include
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locations of crospaths and landuse The destinations refeto different park features A

buffer was created for each individual stgmd spatially compared with the set of park

features Besides the parkeatures we createl two more categories to assign to the
AYRAGARdzZEf ad2L1AT 2yS Aa (KS al-opvidssblicprieRe Sy A N
Oty o06S lFaaiaaySR G2 OGKFG adz2Lila FFGSN) 0KS LINBOA 2
feature where therewas not any park feature or any path intersection to assign for that

stop.

2.6 Assigning activities to stops

A survey was conducted during the experiment in 2006. This questionnaire included
guestions about motivations, environmental values, behaviour (e.g. entry point,
destinations, attractions visited, main activities), special places, and -deoi@graphics
(van Marwijk, 2009) We focusd at the activities of pedestriansThese activities were
divided in 11 main categories. The categories axaiking/hiking, picnicking, observe
flora/fauna, dog walking, sunbathing/relaxing, spofi®inning), taking pictures, visiting
restaurant, going to visitor centre, visiting sheep farm and otl@pen answer). &
associatd these activities both with the environmental factors and with the characteristics
of the spatietemporal patterns which arelescribed aboveThis combination gives us a
comprehensive picture about the spatial behaviour of the pedestrians in the park.

3 Results and Discussion
3.1 Study Area: Dwingelderveld National Park

Dwingelderveld National Park is in the north east of Netherlands in the provenance of
Drenthe and was established in 1991. This park covers an area of 3,700 hectares and
contains the largest wet heathland in Western Eurdfamenwekingsverband Nationale
Parken, 2005)There are more than 60 bog pools on the heaths and in the woods but also
some juniper shrubs. Dwingelderveld attracts over 1.5 million visitors each year. Sixty
kilometres of walking trails and forty kilometre$ oycle paths allow visitors to explore the
area (Samenwerkingsverband Nationale Parken, 200%)e park contains different kind of
amenities for the visitors. These amenities are wetlands, sheep farms;whiching
lookouts, information centres, a tea house, a snack bar and some cultural spats as a
historical house and a radielescope(van Marwijk, 2009)There are several access points

to the park, many bthem near parking facilities.

3.2 Data and Software
3.2.1 Experiment 2006

Thedata of the experiment 2006 comefsom different datasets. The first dataset is a GPS

tracking dataset collected during spring and summer of 2006 for seven days including
weekdays and weekendsan Marwijk, 2009) This data refers to 372 visitors and contain
MmnMm®yHn Dt{ NBO2NRAYy3Iad ¢KS &aSO2yR RIGFaSh RSa
that they spent in the park, based on a survey applied to the visitors who carried the GPS

11



devices(van Marwijk, 2009)The third dataset conssbn the locations and descriptions of
several park features collected from several specialised web pages containing
recommendations and tips for visiting the Dwingeldervélidtional Park(Orellana &
Wachowicz, in press)he last dataset contains the structure and the condition of the path
network of the national park.We used this data for deriving association between
geographicalelements Yy R LISRSAGNA I yaQ | OGAGAGASEA 6AGK

3.2.2 Experiment 2010

The data for the validation ofour two methodology variationsvas collected during a
controlled experimentt December 12, 2010 dle study arealt conssts from two different
datasets, ke test datasetand the control dataset. The test datasedntains 25.138 GF
recordings collected during thexperiment with 28 persons. The participants were walking
in couples at predefine routes inside the Dwingelderveld National Park. Each couple was
instructed to stop for one minute in predefined places, to mark that position at the GPS, and
to take 4 pictures with a camer@ne of the GPS screen and 3 of the plaédjer that they
hadto walk to the next stogocation. We used this dataset to implemt our methodology
variations and define individual stop¥he control dataset consists from the positions of
where the pictures were takenVe used thisdatasetto calculatefor every set of pictures

that were taken per person the mean centre of thefrthese mean centres represent the
location of the corresponding control stops.

All the data were processed and stored using ArcGIS system. For the implementation of the
clustering process and for statistical computation we use R as programming language and
software environment.

3.3 Evaluation of methodology
3.3.1 Control Dataset

For the evaluation we used thisvo datasets from experiment 2010-he control dataset
indicated the mean centres of the four pictures taken in egmledefined position. This
datasetwas composed by 456 position&ach mean centre representazhe stop of each
person There was an average of 15.53 individual stops per person andsdrage duration

of these stopsvas2.02 minutes. 51 of them (11.18%) were validated as false negative stops
and the rest 405 (88.82%) as true positive after associated withmitreement suspension
patterns of LISAThe results of the MSP analysigre compared with the time of those
pictures, if they corresporatl, then resultwasa True Positive and if a control ste@asnot
detected then itwasa False Negative

3.3.2 Test dataset

The test dataset wasused asan input for the two variations KDE+AHC aidHC. We
calculatedspatiotemporal clustersand then stopsjn two different dissimiarity levelsfor
each variationIn Table3.1 the results after implementing KDE+AHC variatiwe depicted.
The first datasetKDE+AHC test 398amed after the numbers of spatiemporal clusters
obtained), was computed according toethowest level of dissimilarity in the dendrogram of

12

AYRA



AHC algorithm. 392 spatiemporal clusters and 809 individual stops were identified. The
second test dataseKDE+AHC test 1&8s computed with the second level of dissimilarity
at the dendrogram. Th&umber of spatietemporal clusters in that case is 8@nd the
individual stops 433.

Table3.1 Two level of dissimilarities after performing KDE+AHC variation

Total AVG duration Stops  AVG number AVG number of

Number of per stop (in per of vectors person per spatie

stops minutes) person per stop temporal cluster
KDE+AHC test 39 809 1.97 28.89 6.64 2.06
KDE+AHC test 16¢ 433 4.33 15.46 12.41 2.57

We followed exactly the same procefss the AHC variation and the results are presented in
Table 3.2. Again the names of the testsere formulated from the number of spatio
temporal clugsers that we calculated in each tesin the AHC test 543the number of
individual stopswas 832 and in theAHC test 15%he stops were 441ln both variations,
KDE+AHC and AHBe differences between the two levels of dissimilaritigere major. In
the next chapter we will analyse furthdrow to define of the optimal number of spatio
temporal clusters.

Table3.2 Twolevel of dissimilaritiesafter performing AHGariation

AVG duration  Stops  AVG number AVG number of

Total Number  per stop (in per of vectors person per spatie

of stops minutes) person per stop temporal cluster
AHC test 5432 832 1.8 29.7 6.51 1.53
AHC test 15€ 441 4.25 15.75 12.29 2.77

333 / 2YLI NAYy3I aY59b! 1 /¢ FyR al!l/é @FINRFGAZY

After comparingthe two tablesabove we could observe that both methods are following
the sametendency. In thesecond levebf dissimilarity in bothvariations, theresultswere
closer with the control dataset than in the first levELrthermorewhenwe comparel only
the secondlevel of dissimilaritypbetween the different variationswe could see that the
differenceswere, in absolute values, between8% and 1.88%

The next stemf our comparisorwas to create buffers with different radii around the mean
centres of he individual stopsderived from the test datasetWe could then calculatthe
percentages otontrol stopsthat were included within these bufferén Figure3.1 the tests

of both variations ar@resented
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Figure3.1 Percentage of valid points inside buffers with different distances

We can observe that the AHC variatibad a larger difference between the two levels of
dissimilarity than the KDE+AHC variation in which the two levele almostsimilar. This
could be explained due to the use pércent volume contour in the KDE+AHGCriaton.
During this process we used tl#%% of the points that were used to generate the kernel
density estimateso small clusters with few observations and individual vectaese not
included By this way, wewere avoiding theweaknessof AHC algorithmwhich is the
sensitivity to outliers. Thigreaknesss also more intense at the lowest levels of dissimilarity.
But when we calculated the clusters in the next level of dissimildtity AHC variation had
higher percentages than the KDE+AHC variation. That means that the kernel density
combined with the percentage volume contowas a restmin for the KDE+AHC variation,
especiallywhen we reackd at higher values of percentages oflidation points in the
different buffers i.eat more optimal number of clusterd.hese percentages were higher for
AHC variation in all the different radii of buffeesy. in radii 10 meters AHC variation had
76.64% validation points ihaed but KDE+AH@d 72%, in 20 meters 87.53% for AHC and
82% for KDE+AH(Dd so forth.

As we mentioned before the optimal cluster configuration can be recognized only by
subjective interpretation and highly depend on the applicat{dong, Park, &u, 2003) In

the KDE+AHC variatiothe number of spatial clusters calculated from the kernel density
processwas 39. In order to calculate also the temporal characteristics of these clusters and
to define the optimal spatidemporal clusters we had for each one spatial clustdo
perform the AHC algorithm and define separately the number of final spatporal
clusters.In the AHC variation, we configured only once the bemof spatietemporal
clustersand we also avoidurther configuration ofthe Kernel density estimator at specific
cases that it might be necessary.

In Table 3.3 we summarize the above results and present the advantages thad
disadvantages of each variation.
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Table3.3 Comparison of the two methodology variation

Advantages Disadvantages

1. Solvetheweakneswith = |IMeconsuming
KDE+AHC Variatiorgy outliers 2. Lower percentage ofalidation
points

1. Faster implementation
AHC Variation 2. Higher percentage of 1. Sensitivity to outliers
validation points

For the evaluation that is following and for further analysis of our data, in which we include

the environmental features and the activities of pedestrians, we usedith€variation. The

use of AHC algorithm only, was proven more flexible and simpler ttarfirst one,and

requires comparativeljesstime to be executedThe tests showed that the results of both
GENRFGA2YE 64aY59b!I 1 /€& FYyR all/ €0 | NBorSljdzh @ £ Sy
advantages, it is simpler and doast need a parameterisation of the search distance in

GKAOK A& (GKS OFrasS 2F GKS aY59b! 1/ ¢ @AHARF GA2Y @
variationfor further analysis.

3.3.4 Defining the number of clusters

The definition of the final number of cluster aftdre implementation of AHC algorithm is
very difficult. We usedthe evaluation datan orderto define the optimal number of clusters
for the experiment 2010In Table3.2 we observe some characteristics of the two different
dissimilarity levels of AHC variation. The average duration per stop is 1.8 min4tEl st
543 and it is increased by 136.1% AtiCtest 159. The number of stops per person
decreased from 29.7 to 15.78L5.53 atthe control dataset)and the average number of
persons per spatitemporal cluster was ab increased from 1.53 to 2.77.

In Figure3.2 we can see the differences between the two tests in the value of persons inside
the spatictemporal clusters. In the case of tidHCtest 543 we can observe that 67.4% out

of 543 spatietemporal clusters had only one person inside them. On the contragkHC

test 159 this percentage was only 17% out of the 159 sgatitporal clusters. The clusters
which include 2 persons inside were 26.7% in test 543 and 55.38t1@test 159. The
percentags with more than two persons inside were lower than 10% with the only
exceptional the case with cluster with four persons inside where the test 159 has 13.2%.

The design of the experiment was that the participants should walk in couplEgyure3.2

we can see that il\HCtest 543 more clusters include only one person butdriCtest 159
more clusters include 2 persanas how the experiment was performed. Also there is a
slightly increase of clusters which include 4 personsHiCtest 159, but not ilAHCtest 543

This corresponds to the control dataset, where more than one couple stopped at some
places.

15



80.0%
70.0%

m AHC test 543
m AHC test 159

Spatiotemporal Clusters (% of
total)

1 2 3 4 5 6 7 8 9 14 15

Number of persons
Figure3.2 Spatiotemporal clusters with specific number of persons within them

Figure3.3 depicts a good examplef the importance of the aggregation level. In the first
aggregation levelseveral small clusters are produced, whose mean centres are scattered
around the locations of the control dataset (i.e. the mean centres of the pictures). In the
second aggregation level, those clusters are merged, and the locations of their mean centres
better correspond to the control dataset.

N N
Test 543 A Test 159 A
. C 4
2 a8 » 2 a e A
L ] ®
H
@
/A Mean Cenfre of Pictures /A Mean Cenire of Pictures
orw = = _w @ Mean Centre of Individual Stops orn = »_w @ Mean Centre of Individual Stops

Figure3.3 Test 543 and Test 15&xample of mean centres of individual stops and mean centre of
the set of pictures

We also tested the results usiwlifferent levek of dissimilariy and assessing the number of
control stops inside increasing distances around the mean centres (Figurén3H¢ test
543, for example,50.36%0f the control stops were inside a buffer of 10 meteasd this
percentageincreases slower at larger rad8imilar tendenciesvere found in the other tests.
However,n test 159 the angle from 1 td.0 metersis steepetreaching a value of6.64%. At

20 meters the percentage is 87.53% and at 40 meters is 90AT#. the compaisons
betweenthe different tests, which represent different dissimilarity levels, we conclude that
the less spatidemporal clusters that we hadhe less the percentage of vatition points

we had inside the different buffers, a proportional relationghivas formulated. This was
happening until test 159 and then an inverse proportionality was formulated, where the
larger the number of spatitemporal clusters we were calculated, the less the percentage of
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valid points we had inside the buffers of the nmeeentres. The choice of test 159 is the
optimal configuration of clusters.
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Figure3.4 Percentage of valid points inside buffers with different distanc@HC Variation)

The steeper angle that resentedin test 159 is reasonable after a certain distance, since
there will be more individual stops with more different distanéesn the validation points

This result also provides the optimal distance to compute the buffers for further analysis, i.e.
20 meers. At this distance87.53%0f the validation stops were detecteth Figure3.5 the
above decision is confirmedhe increasef the percent of validation points (% of totafjat
occurred at thadistance 020 meterswas 4.31%Ths increasewas larger irall the different
distances before the 20 metefwvith only exception the 15 meters) arid all the distances
after the 20 meterghe increasewasless than 4.31%.
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Figure3.5 Increase of percentage of valid pointsiside buffers with different distances
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3.4 Temporal Patterns
3.4.1 Introduction

For the definition of temporal patterne/e used the dataset with the GPS recordings from
the Experiment 2006. Implementirtge AHC variationwe calculatedL,850 spatietemporal
clustersand 1,997 individual stops the lowest level of dissimilarityl23 of the spatio
temporal clusters§.65% had between one and four visitors. The rest of the spalisters
included onlyone visitor. 733 (36%) individual stops included a single vector. We assigned
to those stops a duration of 15.14 seconds (the average time between two consecutive GPS
records). 194 (9.7%) of the individual stops had more than 10 movement vectors with an
average duration of 53 minutes.In Figure3.6 the frequencydistribution of the number of
stops per visitor is depicted. The average numbreof stops per visitor was 5.82 and the
averageduration of each individual stop was 1.18he average stopping timevas 6.88
minutes 6.04%0f total time they spent in the pajk

60

50 -

40 -

30 -

Count of visitors

20 -

10 -

1 23456 7 8 9101112131415161718192021

Number of stops
Figure3.6: Frequency distribution ofthe number ofstops per visita

We run a test with a higher level of dissimilarity at tAelCalgorithmi.e. with less number

of spatiotemporal clusterqtest 1543)as we did in the evaluation processn example of
these results is depicted iRigure 3.7, where dts represent movementvectors for one
visitor and the large circles represergctorsclassified as suspension. Eaicldividual stopis
represented with different colourThe samanovement suspension vectors wechustered

as one individual stop at the test 1543 and as three diffectséterat the test 1850 which is
the one that we are using for our results. The longest distance between these vea@srs
approximately 158 metersAlso the first GPS vector was recorded at 08:36:23 AM and the
last vector was recorded at 08:40:55 AM, a diffeeraf 4.53 minutesln between the
vectors that were characterized as movement suspension from LISA process, there were
intervened movement vectors. With this test, we could confirm that théowest level of
dissimilarity(test 1850)in this casds more opimal than the next level of dissimilarity (test
1543)
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Figure3.7 Two dissimilarity levelsof AHC variation implemented in éxperiment 2006 GPS recording
dataset

3.4.2 Distribution of stops in different periods

We analysethe resultsby comparing the occurrence in different time periods, such as
weekdays and weekends and for Magd AugustWe can observe iRigure3.8, that there is

an increase in the total number of stops during the weekends of August. At Maipttdie
number of stops was 945and in August 1052epresentinga smallincrease of5%. The
difference between weekdays and weekends in total wa% IBe largest difference was
between the weekdays andeekendsof August(increase 0R6%,.
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Figure3.8 Total number of stopsn different time periods
If we compare the resultef the number of stops ifFigure 3.8 with the total number of
visitors in these periodg={gure3.9) thenwe could observe that theare proportional. The

more persons visited the park at that period the more stop were formulated. In the number
of visitors there was also an increasensgekends, especially in August, 104 visitors.
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Figure3.9 Number of visitors in different time periods

The average duration®f the individual stopsremained relatively stable Neither the
different months nor the differenparts of the weekseem to influence these valueshe
lowestvalue wasn weekdays bAugust, 0.95 minutes and the highestiue at Weekdays of
May, 1.29minutes

Theaverage numbers of stops per visit@so showed not significant variatioRigure3.10).
The visitors stopped in average.28% moretimesin August than in May anél.3% more
during the weekendsthan in weekdag. The largest valuds at weekends inAugust
comparing with all the other categories.

6.76
5.73 543 5.68
eekends

Stops per visitor
O FP N W H 01 O N @©

Weekdays Weekends Weekdays Wi

May August

Figure3.10 Average number of stops per visitor

The difference at the average numbers of stops between weekehdsigustand weekdays
in August$ 17.36% iad the difference between the weekends August and weekends in
Maywas19.6®6.The largest total number of stops per month is in August, 6.22.

In Figure3.11 is depicted the average stopping time as a percentage of the total tivae
visitorsstayed in the park. The largest percentage of stopping time is at May and at week
days, 7.48%.Comparing the two months, August has less stopping time than May. The
lowest stopping time was at the weekends in August 4.75%.
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Figure3.11 Average percent of stopping time (% of total time staying in thark)

The number of stops that occurredt the weekdays of Mays lower than the average
number of stops at all the period$-igure3.8). We already mentioned that the\erage
duration of the stops remained relatively stabbiuring that date periods. The large
percentages of stopping timat the weekdays of May could be exiplad from the total time

that the visitors stayed in the parkvhich was the lowest of all the other periods, 107.32
minutes On the contrary the low values of stopping time in weekdays in August could be
related with the number of stops in this time pedowhich is the lowesof all, in
combination with the values of average duration per individual stop, which is also the
lowest.

In Figure3.12 the number of encountersis depicted as a percerga of the total number of
stops We could observe that the largest percentasfcounterswas at weekens of May,
11.99% The lowest valuewere at weekdays of August whenreachedl.71%.

14.0%
11.99%
12.0%

10.0%
8.38%
8.0%
6.0%
4.58%
4.0%
2.0% 1.71%

N

WeekdaysWeekends Weekdays Weekend

Stops with encounter (% of total
stops)

May ‘ August ‘

Figure3.12Number of stops withencounter (% of total stops)

The low proportion ofencountersat the weekdays of August could be combined with the
number of stops at that period which was the lowest and with the average duration
stopping time in the park which was also the lowest at that period. So we can associate the
number ofencounterwith the number of stops andith the duration of the totalstopping

time inside the park. Moreover, strong associations between the diftedate periods and

the stops that we calculated are not formulated.
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The other periodicity that wenalyseis in different hours of the day, regardless the date
period, month or weekdays. If a stop occurred between two different time periods then it
was calculated as a stop for both of them.

500 440

@ 400
o
1)
5 300
@
2 200
£
S
Z 100

0

| <8:59 | 9:009:59 | 10:0010:59| 11:0011:59| 12:0012:59| 13:0013:59| 14:0014:59| 15:00> |

Figure3.13 Numberof stops per hour

In Figure3.13, we can observe that the largest number of stops of all the visitors during the
park was 440 stops during1:00 and 1200 and the smallest at pericll and 8.We
performed the same categorization but with the number of visitors per hour andowed

that the results are proportional with the number of stoffiSgure3.14). We can see that the
largest amount of visitor€l65) is at time period 4The smallest numbers of visifowere at
time periods 1 and 8.
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Figure3.14 Number of visitors per hour

In Figure3.15 we compare the average duration (in minutes) of stegth encountes and
stops withoutencountes, in eachtime period. For the individual stopsithout encountes,
the largest durdon was during time period ond,.65 minutes All the average durations of
the stopswithout encountes were calculated within a range of @ until 1.65 minutes. We
can observe tat the durationof stops withoutencountes RA Ry Qi KI @S |
between the time periods.
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Figure3.15 Average duration of stops andncounters (in minutes)

On the contrary the average duration thfe stops wih an encounterhad major differences
between the different time periods anditas largeiin all of the time periodshan the stops
without an encounter The average durationf all the time periods for the stopwith
encounterwas 4.01 minute. The largest duration was in period 7 when the stops with a
encounterhad an average of 7.18 minuteShese stops, 16 in total, occurred at specific
locations in the park. 7 of them (43.75%) occurred at the Sheep farm near the visitor centre
and 3 of tlem at the information panel of this sheep farm. Sheep farm has the largest
average duration of individual stops of all the park features as we analyse in the next
chapter.

In Figure3.16 the number ofencountes as a percentage of the total number obgs per
time period is depictedThe largest number afncountess per stops occurred at periogi
9.3%
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Figure3.16 Individual stops in which a encounteroccurred (% of totahumber ofstops)
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To have a better perspective of thencountes that occurred at the study area, we
calculated also how many stops witin anamunter (percentage of total stops) occurred at
the different sequences of the stopsn Figure3.17 we could observe thathere is an
increase okncountes at the &rgest number of stop sequence.

16.00%

14.00%
12.00%
10.00%
8.00%
6.00%
4.00%
2.00%
0.00%

1 23 456 7 8 9 1011121314151617 1819 2021 22 23 24 25

Stops with ecnounters (% of
total number of stops)

Sequence of stops

Figure3.17 Individual stops withencounter(%total number of stopg that occurred at each specific
sequence of stops

Themore encountess occurred at thestops towards the end of the visit in the pafkhis is

also obvious after combinintpese resultswith the results inFigure3.16in which the largets
percentage of stops withraencounterwas at time period 6These periods were not the
periods with the more visitors inside the park. Instead there were the periods that the stops
with anencounterhave the largest durationg-{gure3.15).

3.5 Geographical Elements (Destinations, connectivity of paths)

Using the optimal distance identified in the idation experimentof 2010 we computed
buffers of 20 meters around the individual stophgat we calculated from the experiment
2006and identified 25 geographical features in the park related to thémthe cases that
there were not any park features in the distance of 20 meters around tigidual stop, we
also included the intersections of the paths. We also added at #iegorization of the
features, 8more categories to have a better perspectide¥ LISRSaAGNAIF yaQ

ad
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Chapter2.5. The other6 categories are related with some speciimenities inside the park
(Figure3.18). The individual stops that occurred at these locatidras;e included more than
one park featureFor example, in the entrance of Parking 1 there were also 3 picnic tables
and one information panel.
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Figure3.18 Specific amenitiesvhere stopsoccurred with more than twapark features included

The stops that occurred at Parkingl and were including one or more of the park features

GKFG ¢S 2dzalt YSydAz2ySR émhasScai€pbriesSgmmnbldted R & at |
for 4 parking lots, Bnack bar positioned at northeast ofetlpark and the Raditelescope.

At the RadieTelescope, althe individual stops that we calculatedere associated with

more than one and at maximum 13 pasatures, whichwasalso the maximum number of

features associated at all the individual stops.

The individual stops thatvere not relatedwith any park feature or path intersdoh were

386 (19.32% of tota) Yy R (1 KS@& ¢ SNB Ol ( STHi®dsydrySvas thedostd ! vy 1y 26 Y
frequent category irthe dataset They were covering the second largest number of vectors

of the whole dataset, since these individual stops are including 1152 movement suspension

vectors (12.81%) but an average of 2.98 vectors per ithai stop. That means that these

ai2Llda GKIFG 200dz2NNBR G GKS a!'yly2eyé OF 1S32NR
the categories, 0.8 minutes, very few vectors per stop less than the average of all the stops

and also occurred across the wholaudy area.The stops at this category also have the

largest number of distinct visitors. 180 visitors (52.47%) stopped during their residence in

the park at these areas.

The visitors entered and leave the park from 5 different parking lots. Four outegbéirking
lots have more than one park feature related at the same area. These park features were
picnic tables, baches and information panels.
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Figure3.19 Number of individual stops per park feature

In total, 494 stops (24.3%) were located ahe parkinglots. 342 of these stops could be also
associated with some other feature such as picnic benches or information boards. The
average duration of these stops was 1.08 minutes, significantly higher trearmaubrage
duration of 0.67 corresponding to all the stops related to parking lssncountes were
detected at the parking lots, 41 of them corresponding to parking ldthk Visitor Centre
Natuurmonumentennext to the Parking lot vas associated t@41 individual stops, 7.06%
(Figure3.19). The average durationf the stops at this placavas the 2.59 minutesthe
second largest afteBheepfarm with average duration 5.46 minutgBigure3.20) and the
number ofencounteswas26 (18.84%)alsothe second largest.
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Figure3.20 Average duration of individual stops per park feature
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We also foundhree more interesting places associated to large number of stinesRadio
Telescope, the Sheep farm which is located approximately 600 meters from the Visitor
Centre NatuurmonumenterfFigure3.21) and the benchesacross the parkThe first two
features, Radidelescope and Sheep farm, have 69 and 38 individual stops respectively.
These numbers were not as large as the number of individual stops from the features we
mentioned before, but they have relatively high average of duratdrthese individual
stops. For the first feature, it was 2.01 minutes and for the Sheep farm it was the largest of
all the park features, 5.46 minutes.

RadioTelescope

SheepFarm

)
VisitorCentreNM#)

0 445 890 1780 2670 3,560

Figure3.21 Radictelescope, Visitor Centre and SheEarm

Furthermore, all the individual stops that occurred at the Retdilescope were including at
least two more park feature. In a distance of 65 meters from Raalictelescope, there
were 5 picnic tables, 7 benches, 1 ANW&shroom and 1 information paah. At the Sheep
farm, 12 encountess (8.69%) occurred at the stops.

In the whole parkthere were 92benches. 127 individual stocurredat these benches

with an average duration of 0.96 minutes per stop. These stops were covering 394
movement suspension vectors (4.3%) and the average number of vectors per individual
stops was 3.1. The number of the unique visitors that visited at least once a bench during
their residency at the park was 89 (25.9%) the fiftlgéarfrom all the park features.

Ore more kind of feature that we took into consideration is the path intersection. There are
1864 different paths around the park with a total length of 296.75 km. The total number of
points in which these paths were intersected is 1236 locations. We asksaribe individual
stops a path intersection only if there was not any other park feature related at this position.
The individual stops which occurred at a path intersection were 208 (10.41%) with an
average duration of 0.63 minutes. The number of vextibrat were included at these stops
was 556 (6.18%) and the number of vectors per individual stop is 2.67.

Summarizing the results we could recognize some specific patterns that were formulated
FNRY (KS LISRSAIONRIYaQ Y203 yistyfindividdal staRsSthatl K S
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We assume that more spatial characteristics should be taken into consideration, such as the
topography of the area, the visibility frorthese positions, to have a more coherent
perspective for these stops. The parking lots were the feature from where the visitors
entered and left the park, so it is reasonable to have higher values at the above
characteristis than the other park featured-henumber ofstopsto the main anenities of

the park such as the Snack bar, the tea hotise Jookouts and theSheep Farmvere less

than the average number of stops which was BBe Radio Telescope had slightly higher, 69
individual stops. Thaverageduration of the individual stopfr all the amenities in the park

was 1.10 minutes. An interpretation for these characteristics couldha¢ most of the
visitors have first priority to walk or to hike in the park and testop at specific amenities.

3.6 Activities

The result of the questionnairprovides a list othe activities of pedestrians during their
visitin the park. From the 461 participants at the survey only 343 (74a4%aglly carried a
GPS The question that referred at the activiti®gasda 2hat is the main activity of today (1
FYa6SNOKE yR GKSNB gFa || OK2AwWSalso &notieSE Sy  mm
category in which thersvere including two or more different activities. All these categories
are depicted atFigure3.22. 247 visitors (72.01%) answered that they visited the park for
G2 £ 1Ay3akl Al AY3E dmoeretha®dne detivity. MAthisccateh qryy:23 Wisitds:
included walking as the one of the activities and the other activities were one or more of the
predefined answers of the questionnaire or something else e.g. observing flora/fauna,
searching mushroomsl9 visitors (5.53%) answered dog walking and 19 answered other
than the above answers. All the rest of the categoriese covering 28 visitors (8.19%) and
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Figure3.22 Number of visitors per activity

In Figure3.23 we can see, how the visitotsedtheir time during their residency at the park.
We found that the lmgest stopping timecorresponded to visitors whom the main activity
wasd ¢ I { Ay 3 . WehaSsiindNIfatithie movement suspension vectovgere related

with individual stops inside the park and all the rest of the vectors are related with moving
from one location to another. Thactivity with the largest percentage of time that the
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next larger percentag®f stopping timewasin the category ofthe visitors thathad not
answered at thespecific question41.94%.
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Figure3.23 Average duration of norstopping time and stopping time

The visitors that were taking pictures during their residency in the pagke the third

largest percent, spending 17.71% of their total time for stopping around the park. The next

activities with tf§ KA I KSNJ LISNOSy Gl 3IS 2F GAYS &LISyRAYy3 A
OSYiNBé¢ GgAGK MpdTpE:I Gt AOYAO|IAY3AE HAGK MMOT g2
OFS3I2NE a2 f1AYy3AkIATAYIE gta KFEGAYyI | NBf I GA
which was 4.92%. The visitors that answered this activity were covering 5,600 movement
suspension vectors (62.31%) and also during their activity had a sum exiceintess in

total 68.12% of all thencountes occurred in the park

The visitors that were takp pictureshave the largest average number of individual stops
which is 11.4 stops per visitgFigure 3.24). The activity with the second larger average
YydzY oSN 2F AYRAGARdzZ f a2 Lkad &78siopsper Gisitds. NJJS Cf 2 NI K

Combining the results dfigure3.23 and Figure3.24 we could come to the conclusion that

the activityd ¢ F T Ay 3 t AO0dz2NBaé¢ 6SNB KI@Ay3a | I NBSai
average number of individual stops per person but also due to the average duration of this
individual stops (2.26 minutes). Specifically, the visitors were stopping more timekiog

pictures than in the other activities. We could observe the same tendency for the activity
GhoaSNIBS Cf 2 NI krgestdmelagamdmber KfStops WaEI8IRfor the activity
G+xAaAldAy3da {KSSLI CINX¥é¢o
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