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ABSTRACT 

 
Planning System for Internal Production Logistics within the Floriculture Wholesale Industry  

A case study 
 

Broeksema, RM 
 
This thesis seeks to provide an efficient planning system for an internal production logistics 
network, contributing mainly to the research fields of production planning and 
management. The research encompasses a case study executed at the cut flowers export 
company Hilverda De Boer and considers three research stages; literature review, empirical 
research and expert interviews. Development of the planning system consisted of a capacity 
and order release (i.e. production) planning, layout improvements concerning the 
production network configuration, and indicating management information to assist and 
effectively manage the control function of the production logistics.  
 
Keywords: Production logistics, Theory Of Constraints, Network configuration, Management 
information, Key performance indicators 
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SUMMARY 

 
This thesis comprises a case study concerning the development of an efficient planning 
system for an internal production logistics network. The research is commissioned by the cut 
flowers export company Hilverda De Boer (HDB) and the Management Studies and 
Operations Research and Logistics chair groups of the Wageningen University. The research 
contributes a case study to the research fields of production planning and management and 
puts the concepts of network flows and facility layout into practice. Besides, the case study 
impacts cost control at company level. Application to the floriculture wholesale industry 
further enriches this research. 
 
To anticipate on increasing competition and transparency within the flower export industry, 
HDB needs to work more efficient in processing the floricultural products through the 
production logistics. Optimizing the production logistics is carried out in three steps: 
developing a capacity and order release (i.e. production) planning, adjusting the production 
network configuration, and indicating and developing management information to assist and 
effectively manage the control function of the production logistics. The research considered 
three stages; literature review, empirical research and expert interviews. Each stage 
analyzed all three subsequent research steps.  
 
The capacity and order release planning is carried out according to the Theory Of Constraints 
(TOC). This is a system-level improvement philosophy eliminating bottlenecks (physical and 
policy) which determine the performance of an entire system. The TOC aims to maximize 
throughput by finding the maximal flow within the production logistics, thereby decreasing 
manufacturing lead times and operating expensesΦ ¢ƘŜ ¢h/ ǇǊƛƴŎƛǇƭŜ ΨŘǊǳƳ-buffer-ǊƻǇŜΩ ƛǎ 
applied to generate efficiency gains.   
 
The proposed production planning has the objectives to align capacities between production 
processes in order to maximize throughput and to balance the fluctuating workload over the 
different production areas, taking into account the different production days in a week and 
the different timeframes within the course of a production day. Capacity measurements 
pointed out at the product entry control ŀƴƴǳŀƭ ǎŀǾƛƴƎǎ ǳǇ ǘƻ ϵпуΣллл Ŏŀƴ ōŜ ƻōǘŀƛƴŜŘ, while 
ŀƭƛƎƴƳŜƴǘ ǘƻ ǘƘŜ ΨŘǊǳƳΩΣ ǘƘŜ ōƻǘǘƭŜƴŜŎƪ ǇǊƻŎŜǎǎ order picking, ŀŘŘǎ ǳǇ ǘƻ ϵмплΣллл ǇŜǊ ǘŜƴ 
minutes saved. Applying per production day varying deployment ratios between the order 
picking and the subsequent processing and packing areas generates maximal throughput. 
aŀȄƛƳŀƭ ŜǎǘƛƳŀǘƛƻƴǎ ǇǊŜŘƛŎǘ ŀ ŘŜŎǊŜŀǎŜ ƻŦ т҈ ƛƴ ƭŜŀŘ ǘƛƳŜ ŀƴŘ ŀƴƴǳŀƭ ǎŀǾƛƴƎǎ ƻŦ ϵофлΣллл 
on labor costs. Capacities at the production area pallet handling have to be adjusted in order 
to balance the fluctuations during the production day, while capacities at the expedition area 
are optimal.  
 
Next to the physical constraint, policy bottlenecks are discerned at HDB applying the TOC 
Thinking ProcessΦ wŜŦǳǎƛƴƎ ŎǳǎǘƻƳŜǊ ƻǊŘŜǊǎ ōŜƭƻǿ ϵмлл ǿƻǳƭŘ ǎŀǾŜ ϵплΣллл ŀƴƴǳŀƭƭȅ. A shift 
in the order release control function decreases lead time, and increases the percentage 
orders ready before deadline and the average volume per pick. Besides, policy should be 
adjusted regarding the ordering of products from other auctions. Finally, sharing knowledge 
to elevate the efficient use of the ERP system decreases lead time and labor costs.  
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Order review and release techniques enhance controlling the work-in-progress level and the 
workload balance both among production areas and over time, thereby reducing inventory 
holding costs, shop congestion and flow times and maximizing throughput. The order release 
technique of trigger levels should be put in place to generate a ΨōǳŦŦŜǊΩ of 60 minutes 
processing capacity on average. ¢ƘŜ ΨǊƻǇŜΩ ƻŦ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ǎȅǎǘŜƳ ƛǎ ǘƘŜ ǎŎƘŜŘǳƭŜ ŀƴŘ 
sequence for releasing the orders to the production floor. This is based on the deadline of an 
ƻǊŘŜǊ ŀƴŘ ǎƘƻǳƭŘ ƘŜƴŎŜ ōŜ ŀǇǇǊƻŀŎƘŜŘ ŀǎ ΨǇŀŎƪƛƴƎΩ ƻǊŘŜǊ deadlines into timeframe ΨōƛƴǎΩ. 
Using this bin-packing technique, the mix of bulk and tailor-made orders can be 
homogeneous divided qua volume, generating a constant throughput.  
 
The production network configuration could be optimized by bringing two processing and 
packing locations closer together, reallocating an inventory cell. Arranging the inventory 
storage division in the cooling cells for the largest volume products ŀŎŎƻǊŘƛƴƎ ǘƻ tŀǊŜǘƻΩǎ 
Law into a fast moving A and slower selling B category could further decrease the internal 
distances travelled. Finally, investment analyses have to point out if internal transport could 
be automated.  
 
The ERP system has to provide management information in order to make effective 
decisions concerning the production performance. Developing and using a dashboard of key 
performance indictors (kǇƛΩǎ) supports and monitors continuous improvement within the 
company and requires employee involvement. Expert interviews revealed management 
tools to measure performance at HDBΣ ŎƻƴǎƛǎǘƛƴƎ ƻŦ ǘƘǊŜŜ όƪǇƛΩǎύ ǇŜǊ ōǳǎƛƴŜǎǎ ƭŜǾŜƭΦ At 
strategical level, percentage used warehouse space capacity, added value of performance 
measurement and return on investments are indicated, while quality analysis, productivity 
per employee (i.e. man-hour-output) and manufacturing lead time are marked at tactical 
level. Overview of capacities per production area and utilization of these capacities, current 
production buffer sizes per area and percentage orders timely at dock are the mentioned 
operationaƭ ƪǇƛΩǎ. Next, information concerning estimated arrival times is useful. Financial 
ƪǇƛΩǎ ƭŀŎƪƛƴƎ ŀǊŜ: geographical cost coverage, inventory flow and obsolete products values. 
 
Recommendations are given concerning: adjusting the unit of measurement into colli and 
part-colli or picks in the ERP system, alleviating the bottleneck process, enhancing employee 
productivity at Tuesday, Wednesday and Thursday, strategic positioning of the web shop 
aligneŘ ǿƛǘƘ I5.Ωǎ ƻǊƎŀƴƛȊŀǘƛƻƴΣ ŜȄŜŎǳǘing a task-time mapping research and decreasing 
repacking costs. Furthermore, a company-wide improvement trajectory, supplemented by a 
Think Tank and effectively using and implementing extracted management information is 
recommended.  
 
Suggestions for further research include: the devŜƭƻǇƳŜƴǘ ƻŦ ŀ ΨŘƛƎƛǘŀƭ ŘŀǎƘōƻŀǊŘΩ ƻŦ ǘƘŜ 
floor map to strengthen the control function of the production logistics, an investigation to 
ǎŜǉǳŜƴŎŜ ǘƘŜ ƻǊŘŜǊǎ ǘƻ ōŜ ǇǊƻŎŜǎǎŜŘ ōȅ ǳǎƛƴƎ ΨǘƛƳŜ-ōŀǘŎƘŜǎΩΣ ŦǳǊǘƘŜǊ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ ƻŦ 
¢h/Ωǎ ŦƛǾŜ ŦƻŎǳǎƛƴƎ ǎǘŜǇǎ ƻǊ ǘƘŜ ǎhifting bottleneck algorithm, and the development of a 
system that automatically produces management information reports. Next, a categorization 
of policy bottlenecks, developing management information standards and systems, the use 
of forecasts for production planning, and the development of a queuing model to manage 
the order release are proposed. 
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1.   INTRODUCTION  
 
This research is carried out in order to graduate for my MSc in Management, Economics and 
Consumer Studies at the Wageningen University. The research is commissioned by the cut 
flowers export company Hilverda De Boer and the Management Studies and Operations 
Research and Logistics chair groups of the Wageningen University. It aims at optimization of 
the internal production network planning in the floriculture industry by conducting a case 
study at Hilverda De Boer. The research contributes to the research fields of production 
planning and management information and impacts cost control at company level.  
 
This introductory chapter starts off with the problem statement (1.1). The conceptual design 
deals with determining the subject of the research project (Verschuren and Doorewaard, 
2005) and consists of research objective (1.2), research questions (1.3) and research 
framework (1.4). The technical design discusses the question of what needs to be done in 
order to arrive at an answer to the research questions of the research issue within a certain 
timeframe (Verschuren and Doorewaard, 2005). It comprises the subjects research material 
(1.5) and research strategy (1.6). The chapter ends with an outline of the thesis (1.7).  
 

1.1 Problem statement 

The trade in cut flowers concerns (perishable) daily trade which is strongly influenced by 
supply and demand. Supply factors such as weather conditions, demand factors like holidays 
and conjunct factors as the economic crisis, competition and legislative regulations have a 
direct impact on the trade in this commodity.  
 
Due to increasing transparency concerning the daily market prices within the floriculture 
industry, competition is rising and price margins are highly under pressure. Underlying 
ŎŀǳǎŜǎ ŀǊŜ ǘƘŜ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ ǘƘŜ ǾƛǊǘǳŀƭ ƛƴǘŜǊƴŜǘ ŀǳŎǘƛƻƴƛƴƎ ΨƪƻǇŜƴ ƻǇ ŀŦǎǘŀƴŘΩ όYh!Τ ƛΦŜΦ 
ΨōǳȅƛƴƎ ŦǊƻƳ ŀ ŘƛǎǘŀƴŎŜΩύΣ ŘŜŎǊŜŀǎƛƴƎ ǇǳǊŎƘŀǎƛƴƎ ǾƻƭǳƳŜǎ Ǿƛŀ ǘƘŜ ŀǳŎǘƛƻƴ ŎƭƻŎƪ ŀƴŘ ǘƘŜ 
eventual adjustment of the auction times. To anticipate on these developments the cut 
flowers export company Hilverda De Boer needs to work more efficient in processing the 
floricultural products through the flower chain.  
 
Within the global buyer market the development towards two distinct customer groups can 
be considered, segmented into bulk volumes and tailor-made volumes. These groups put 
different degrees of pressure mainly to the production costs and secondly to the costs 
inherent to the capacity utilization of the truck loads. Within the current production 
planning all internal logistical flows run interchangeably through the system, while in 
principle one uniform set of differing sales prices and margins for as well the bulk volumes as 
for the tailor-made volumes are applied. Research should reveal how the production and 
task allocation can be divided as efficiently as possible, taking into account different cost 
distributions.   
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1.2 Research objective 

The objective of this research can be stated as follows:  
 

Generating knowledge and empirical evidence concerning efficient planning of the internal 
production logistics at the cut flowers export company Hilverda De Boer.  

 
This research belongs to the cycle of practice oriented research, because it seeks to generate 
knowledge in order to solve a practical problem. The research can be classified into the 
diagnosis and design stage of the intervention cycle of problem solving. Causes of 
inefficiency in the current production network are searched for (diagnosis stage) and a plan 
will be designed in order to take the efficiency to a higher level (design stage).  
 

1.3 Research questions 

The main research question to tackle efficient planning of the internal production logistics is 
as follows:  
 

What is the most cost-efficient planning system for internal production logistics within the 
floriculture wholesale industry?   

 
This main research question can be further divided into the following five sub questions: 

 
1. What is the optimal capacity planning model for processing floricultural products 

through the current internal production logistics network?  
2. Given the capacities, what is the most cost-efficient order release method for 

processing floricultural products through the current internal production logistics 
network?  

3. Which recommendations can be made concerning the current production network 
configuration in order to further optimize the internal production logistic, taking into 
account product-specific and company-specific factors?  

4. Which information from the planning system can be used in a future management 
information system at respectively the strategical, tactical and operational level in 
order to effectively manage the control function of the production logistics?  

5. Which production logistics related recommendations can be made to serve the 
distinct customer groups, segmented into bulk volumes and tailor-made volumes?  

 
Apart from contributing to the cost control of HDB, the research contributes to the research 
areas production planning, networks and management. Outcomes can be generalized to 
other internal production logistics networks.  
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1.4 Research framework  

The research consists of three research stages comprising the following consecutive 
elements:  
 
V Stage 1 ς Literature review (reviewing the fields of production planning, network   

     flows/ facility layout) and management information) 
V Stage 2 ς Empirical research  
V Stage 3 ς Expert interviews 

 
All stages are further explained in Chapter 2. The red line through all stages in the research 
consists of the following three iterative steps:  
 
V Step 1 ς Capacity and order release planning (i.e. production planning) 
V Step 2 ς Optimization production network configuration 
V Step 3 ς Management information  

 
The research framework, which is displayed in Figure 1, is the general outline of the 
research. The research is hence conducted in three stages, all consisting of three steps, 
together leading to the conclusion and recommendations on efficiently managing the 
internal production logistics at Hilverda De Boer.  
 

Stage 1
Literature review

Stage 3
Expert interviews

Stage 2
Empirical research

Production 
planning

Decision 
support 
systems

Network 
flows (facility 

layout)

Step 1
Capacity and 
order release 

planning

Step 2 
Production 

network con-
figuration

Step 3 
Management 
information

  
Figure 1 Research framework 
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 1.5 Research material 

The research material used comes from various sources and includes: 
 
V Web of Science database 

o Scientific literature in the field of Operations Management: production 
planning and network flows  

o Scientific literature in the field of Management studies: decision support 
systems an management information 

V Study books 
o Claassen, Hendriks and Hendrix (2007), Decision Science 
o Slack, Johnston and Chambers (2004), Operations Management 
o Lawrence and Pasternack (2002), Applied Management Science 
o Verschuren and Doorewaard (2005), Designing a Research Project 
o De Vaus (2001), Research Design in Social Research 

V Data from Hilverda De Boer 
o Enterprise Resource Planning system: KBT-Pro 
o Quality handbook (2009); Administratieve organisatie  

V Expert interviews 
o Oral information from management team, box management, team leaders 

and finance department.  
 

1.6 Research strategy   

The research design is a descriptive single case study. The unit of analysis is the company 
Hilverda De Boer. The phenomenon under research within the case is the internal 
production logistics which is embedded within the case. Triangulation of methods will be 
applied in order to leverage the validity of the research. Three methods of data collection 
are proposed within the research strategy: literature review, empirical research and expert 
interviews.  
 
The literature study takes place mainly within the scientifically accepted Web of Science 
database, supplemented by data from study books and other monographs. In the first place 
production planning and network flow literature is searched through. Then literature input 
will come from the field of decision support systems.  
 
The empirical research is executed at the company; data will be extracted from the ERP-
system and from employees for gaining insights within the production processes. 
Synchronously to the implementation of the new Windows-based ERP program KBT-Pro per 
February 2010, the production planning processes are optimized. This form of 
computerization can e.g. ŀƭǎƻ ŀǎǎƛǎǘ ƛƴ ŜƭƛƳƛƴŀǘƛƴƎ ΨƛǎƭŀƴŘǎΩ ǿƛǘƘ ǘƘŜ ƻōƧŜŎǘƛǾŜ ǘƻ ǇǊƻŘǳŎŜ 
more with less (more flowers processed per employee/hour), considering for instance the 
ΨƧǳǎǘ-in-ǘƛƳŜΩ principle as leading. 
 
Expert interviews will be held at the unit of analysis to optimize the inputs from the 
empirical research and literature review and to gather useful management information. The 
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experts to be questioned are members of the Management Team (i.e. the Managing 
Directors of the company), the Box Management (i.e. employees in control of the entire 
production logistics) and Team Leaders (i.e. chief of a certain production area). They have 
years of experience in their field and can exactly estimate production measures and take 
external factors into account such as product characteristics. Experts from the Finance 
department can provide a bridge between commerce and production logistics.  
 
Limitations of the research strategy that can be foreseen are the data collection processes 
and the time constraint. It is unclear if literature provides enough insight into the specific 
problem context and if the required data can be extracted from the ERP system. 
Implementation of this system will require some adaptation time for all employees. It takes 
therefore an uncertain time period before reliable capacities can be measured. Employees 
firstly have to move along a learning curve towards a stable and reliable working pace.  
 

1.7 Outline thesis  

This thesis is further organized as follows. Chapter 2 describes the research methodology to 
be followed. Chapter 3 presents the results of the literature review encompassing elements 
from production planning, network flows and decision support systems, respectively 
referring to the iterative steps 1, 2 and 3 of this research. Chapter 4 delineates the empirical 
research consisting of a timeframe of the production processes, the production areas 
capacities and the development of the capacity and order release planning, supplemented 
by optimization of the network configuration and considerations on a management 
information framework. Chapter 5 reveals the expert interviews, validating, adjusting, 
investigating and improving the proposed production heuristics, configuration 
improvements and useful management information. Chapter 6 provides the conclusion, 
gives recommendations, discusses the findings and limitations of the study and finishes with 
avenues for further research.  
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2.   METHODOLOGY  

 
This chapter sets forth the research design and methodology to be used for this research. 
After a short introduction (2.1) the concept of case study design is discussed (2.2). Next, the 
plan of approach is discussed based on the research framework (2.3). The chapter concludes 
with considered limitations (2.4) of the research.  
 

2.1  Introduction  

This research will use a case study approach for answering the research questions 
addressed. Case study analysis revolves around assessing the fit between an individual case 
and the theory or theories being tested (de Vaus, 2001). It can therefore be used to test 
theories out of the research areas production planning, network flows and decision support 
systems. Assessment of the fit between these theories and the unit of analysis, the case 
Hilverda De Boer (HDB), makes this research appropriate for a case study design. 
 
The case study will follow an iterative process in which the elements of literature review, 
empirical research and expert interviews builds up on one another and are developed 
simultaneously during the course of research. These three building blocks are the main 
methods of data collection.  
 

2.2 Case study design   

Research designs are plans and the procedures for research that span the decisions from 
broad assumptions to detailed methods of data collection and analysis. The selection of a 
research design is based on the nature of the research problem or issue being addressed and 
encompasses procedures of inquiry (called strategies), specific methods of data collection, 
analysis and interpretation (Creswell, 2009).  
 
A case study is characterized by a small number of research units (i), labor-intensive data 
generation (ii), more depth than breadth (iii), a selective, i.e. a strategic sample (iv), a focus 
on qualitative data and research methods (v) and an open observation on site (vi) 
(Verschuren and Doorewaard, 2005). The selection of the small number of research units 
comes down to one selective single case from the floriculture wholesale industry, i.e. the 
company HDB. ¢ƘŜ ŎŀǎŜ ƛǎ ǎǘǳŘƛŜŘ ƛƴ ƛǘǎ ΨƴŀǘǳǊŀƭ ŜƴǾƛǊƻƴƳŜƴǘΩ ŀǘ ǘƘŜ ŎƻƳǇŀƴȅ ƛǘǎŜƭŦΦ ¢ƘŜ 
phenomenon under research, the internal production logistics in the floriculture wholesale 
industry, is demarcated to and embedded within the case company. The emphasis will not 
only lay on computing and calculating based on observational results, but also on comparing 
and interpreting these results. Depth within the research is realized by applying triangulation 
of methods: various labor-intensive data generation methods are used such as a literature 
review, empirical research and expert interviews.  
 
Particularly in case studies, the methods used should rely on both qualitative and 
quantitative research methods. These methods help increase the transparency, and 
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particularly the reliability and objectivity of a case study (Scholz & Tietje, 2001). Qualitative 
data deals with meanings, whereas quantitative data deals with numbers (Dey, 1993). In this 
research, both qualitative and quantitative data will be collected. The literature review and 
partly the interviews with the experts will provide qualitative data, while the empirical 
research and partly the expert interviews will provide quantitative data. At the end, both 
quantitative and qualitative data will be combined to provide well-founded and specific 
recommendations for HDB concerning the cost control of the production costs.  
 
According to de Vaus (2001) one of the distinguishing features of a case study is that 
multiple methods of data collection will be employed to build up a full picture of the case. 
The theoretical base will be filled out by the literature review. The practice oriented 
approach will be implemented by the empirical research and the expert interviews.   
 

2.3  Plan of approach 

This paragraph describes the iterative process of data collection. The plan of approach for 
this research is delineated in this paragraph, segmented per research stage: literature 
review, empirical research and expert interviews. Finally, the step of conclusion and 
recommendations is elucidated upon. Per stage the three iterative steps of capacity and 
order release planning, optimization production network configuration and management 
information are treated.  
 
Stage 1 ς Literature review 
Desk-research is a research strategy whereby the researcher uses material produced by 
others. Desk-research is recognizable for three matters; (1) use of existing material, (2) no 
direct contact with the research object and (3) use of material from another perspective 
than to which it was produced. Literature review is a common form of desk-research and 
entails a swift screening of a large number of publications (Verschuren and Doorewaard, 
2005). 
 
The first stage of literature review constitutes the fundamental theoretical base of the case 
study. A first preliminary research shows that production planning can be managed through 
application of bottleneck management, order release techniques and the maximum flow 
technique. The second field of network flow models provides methods to optimize the 
infrastructure of the internal logistics production configuration. The field of decision support 
systems considers management information leveraging the control function of production 
planning.  
 
Concerning Step 1, the capacity planning can be steered implementing The Theory Of 
Constraints (TOC) of Goldratt. Troutt et al. (2001) refer to TOC as a system improvement 
philosophy. The objective is to eliminate or to reduce bottlenecks within a production 
logistics network. The TOC is a common used method for bottleneck management and has 
produced principles and methods for improving the flow of constrained systems. 
Improvement of the flow within constrained systems can be obtained using the maximum 
flow network technique. Ahuja et al. (1991) and Claassen et al. (2007) consider the 
maximum flow problem with the objective to send the maximum possible flow in a network 
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from a specified source node to a sink node without exceeding the network capacity 
restrictions in the network.  
 
A technique used for order release planning is the assignment network. The goal is to 
minimize total cost (or maximize the total profit) of assigning employees to jobs so that each 
employee is assigned a job and each job is performed (Lawrence and Pasternack, 2002). 
Claassen et al. (2007) considers the same kind of problem from a slightly different 
perspective using a common sense heuristic for the bin-packing problem. Both order release 
planning techniques could for instance be used to assign orders to production areas.  
 
For Step 2, network flow models can be used to optimize production network configurations. 
Lawrence and Pasternack (2002) describe the capacitated transhipment/transportation 
network: shipments take place by transporting goods through one or more transhipments 
nodes before reaching their final destination. Network models consist of supply nodes, 
intermediate nodes and demand nodes with capacitated arcs. The models mainly have the 
objective to minimize costs, but could also be used to minimize the internal transport 
distances. This technique can be applied in order to optimize the configuration of the 
internal logistics production network, thereby minimizing internal transport distances. 
 
Focusing on Step 3, the field of decision support systems is researched in order to come to a 
set of management information extracted from the planning system. This field comprises a 
core subject area of the information systems discipline. Decision support systems are 
distinguished by capabilities such as satisfying ad hoc knowledge needs, performing 
knowledge derivation or discovery, direct accessibility by their decision-making users, user-
specific customization of functionality and interfaces, and/or learning from prior decisional 
experiences. Management information systems (MIS) emphasize the retrieval of records to 
produce various kinds of pre-specified reports containing information believed to be useful 
for managers (Burstein and Holsapple, 2008).  
 
All in all, the literature review will focus on the concepts of bottleneck management, order 
release planning techniques, various network flow problems and decision support systems. 
The outcomes of the literature review will be used as input for the empirical research and 
expert interviews.  
 
Stage 2 ς Empirical research 
Empirical research uses data derived from actual observation or experimentation (Saint 
Alsem College, 2010). Empirical research is about doing research in the field and gathering 
data yourself to arrive at judgments based on the analysis of these data (Verschuren and 
Doorewaard, 2005). With this method a detailed observation is possible which gives 
profound insight into the way production processes take place at HDB. A characteristic of 
empirical research is its appropriateness for replication in follow-up studies. This increases 
the reliability of the research.  
 
The empirical research stage uses an iterative approach. A preliminary step of the empirical 
research at HDB will start with elucidating the production processes that occur subsequently 
within the internal logistics production network. Next, visualization of the (average) 
timeline(s), comprising the entire set of production processes and its durations, will be 
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brought into perspective using a Gantt Chart. A Gantt chart is a type of bar chart that 
illustrates a project schedule. Gantt charts illustrate the start and finish times of e.g. the 
business processes during a day and summarize elements of the entire production planning. 
Figure 2 presents an example of such a Gantt Chart and Figure 3 provides the main 
production ǇǊƻŎŜǎǎŜǎ ŀǘ IƛƭǾŜǊŘŀ 5Ŝ .ƻŜǊΩǎ ƛƴǘŜǊƴŀƭ ǇǊƻŘǳŎǘƛƻƴ ƭƻƎƛǎǘƛŎǎΦ 
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Figure 2 Gantt Chart 
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Figure 3 Main production processes at Hilverda De Boer 

 
When the production processes within the timeframe are clear, the first iteration Step 1 will 
be researched; capacities of all the individual production areas will be measured. This will be 
implemented in a capacity and order release planning, based on the production planning 
literature review concerning bottleneck management, order release techniques and partly 
network flows. Demarcated in this research, the capacity and order release planning equals 
the production planning at HDB. 
 
Step 2 includes examination of the current production configuration in order to further 
optimize the internal production logistics. Using network flow improvement techniques 
extracted from literature, I5.Ωǎ infrastructure could possibly be optimized. Various options 
for network flow iterations will be presented. To give a first impression of the current 
infrastructure the floor map of the company with its main production processes is presented 
below in Figure 4.    
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Figure 4 Floor map with main production processes 

 
Step 3 delineates management information useful for HDB to support the proposed 
production planning of Step 1. A first framework for applicable management information will 
be developed in order to assist and steer the capacity and order release planning. Three 
most important management information sources, adhering to the performance of the 
production planning will be identified per strategical, tactical and operational level. 
Developing the indicated management information demand into an entire management 
information system is beyond the scope of this research. Literature input comes from the 
field of decision support systems. 
 
The timeframe for the production processes will be described by a Gantt Chart using 
Microsoft Visio. IƴǇǳǘ ǿƛƭƭ ŎƻƳŜ ŦǊƻƳ ǘƘŜ ǊŜǎŜŀǊŎƘŜǊΩǎ ŜƳǇƛǊƛŎŀƭ ŜȄǇŜǊƛŜƴŎŜ and data 
extracted from the ERP (Enterprise Resource Planning) system KBT-Pro, which entails among 
others production planning and current internal logistical data. This ERP system has to be 
filled out in such a way that the control function of the production can be tightened. 
Measurement of the capacities can be done manually by keeping track of the in- and 
outgoing amount of colli per production area. Maybe it is possible to extract these data 
automatically from the ERP system in the future.   
 
Stage 3 ς Expert interviews 
In the context of a research project the interviewing technique can be described as an 
activity that is steered by the research issue in the course of which you try to extract the 
necessary information from a pre-selected group of individuals (i.e. experts) by offering 
stimuli, usually a poll that contains questions or statements (Verschuren and Doorewaard, 
2005). 
 
The face-to-face variant is preferred over a possible telephone technique. This variant gives 
the researcher the advantage of observing the interviewee, which may be of particular 
interest for a correct interpretation of the answer (Verschuren and Doorewaard, 2005). 
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Besides, this leaves more room for interaction, which is perceived to be critical for this 
particular case study. 
 
Concerning Step 1, validation of the proposed heuristics within the planning system will be 
guaranteed by expert interviews with key users who are able to take external and product-
specific factors into account: i.e. the production constraints. Next, expert interviews can 
provide information to fill data gaps omitting in the empirical research. If data necessary for 
the capacity and order release planning can ƴƻǘ ōŜ ŜȄǘǊŀŎǘŜŘ ŦǊƻƳ I5.Ωǎ 9wt ǎȅǎǘŜƳ Y.¢-
Pro, experts can provide the most reliable data. 
 
For Step 2, expert interviews are used to brainstorm about optimizing the configuration of 
the internal logistics network. For instance, translocation or exchanging of certain 
production areas could increase efficiency of the internal transportation distances.  
 
Regarding Step 3, expert interviews are held to investigate which management information 
is needed at the different business levels, serving the objective of an efficient production 
logistics planning. From a strategic point of view, for instance information pointing to 
possible new investments can be captured. Tactical management information for the box 
management should be gathered in order to tighten the control function of the production 
planning. At operational level, management information could be used to optimize 
processing of the orders during time intervals of an hour for example. Based on these 
interviews, a first framework for useful management information will be developed in order 
to assist and steer the capacity and order release planning.  
 
Experts to be interviewed involves managing directors, box (i.e. production) management, 
team leaders and financial experts. The interviews will deliver both quantitative and 
qualitative data. Quantitative data will come from filling possible data gaps or muting of 
used parameters for the capacity and order release planning. Most information however is 
qualitative and comprehends comments and footnotes on the production planning and its 
control by suggestions for management information purposes.  
 
Conclusion and recommendations 
The final step presents the conclusion by grasping the conclusions of the five sub questions 
and answering the main research question. Practice oriented recommendations will be 
made on efficiently managing the internal production logistics at HDB. Further, the scientific 
added value and the validity and reliability of this research will be discussed. Finally, this 
stage will finish with suggestions for further research avenues.  
 

2.4  Limitations 

There are several limitations that could influence the results. The data collection process in 
especially the empirical stage could inhibit limitations. The current ERP system is namely 
built around the units of stems and order lines. These measurement units however, blur the 
overview of the capacities. To capture a more realistic and more precise overview of the 
capacities, these measurement units should be changed into colli and part-colli. A colli or 
part-colli measures a certain fixed amount of processing time (irrespective of the amount of 
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stems per collo) and is not influenced by seasonal and volume fluctuations. Unfortunately, 
budget constraints in the first place and time constraints in the second place trouble 
measurement of reliable capacities in this unit. So, statistical significance of extracted data 
from the ERP system is uncertain when measuring in other, less precise units. 
 
Another limitation concerning reliable data measurement is the learning curve of the 
employees and box management. Production employees have to get used to the new 
system and working methods and have to adapt their motivation to change. Reliable 
capacities can only be measured after the production employees have become accustomed 
to the thorough changes. Besides, box management is searching for the most effective and 
efficient working methods in the mean time, thereby changing working procedures that 
influence the capacities of the different production areas.  
 
Another limitation concerns the interviews to be conducted. The interviewees could be 
perceived to be subjective. Possibly, some level of company blindness can revolve into a 
wrong representation of the actual situation of the internal logistics. However, by 
interviewing various employees/key users of different company departments, this pitfall can 
be limited.  
 
Now the proposed methodology and its limitations are clear, the next step of literature 
review is presented in Chapter 3.  
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3.   LITERATURE REVIEW   

 
This chapter presents a critical analysis of current literature pertaining to the research issues 
being addressed. This literature review fulfills stage 1 of the research framework, starting 
with an introduction concerning the performance measure lead times (3.1).  
 
The chapter further focuses on the capacity and order release planning (step 1) enhancing 
the concepts of bottleneck management (a.o. Theory Of Constraints) (3.2), order release 
techniques and the bin-packing problem (3.3), network flow problems in general (3.4) and 
the maximal flow problem (3.5). Various minimum cost network flow problems (3.6) and 
partly other improvement techniques (3.7) are applicable to optimization of the production 
network configuration. Finally, literature concerning decision support systems (3.8) opts for 
management information at the three generic business levels.  
 
The chapter ends with a conclusion on how to use the literature for the basic capacity and 
order release planning and network configuration, how and which heuristics to apply as 
improvement and optimization techniques and considerations concerning required 
management information (3.9). 
 

3.1 Measuring production logistics performance: lead times 

Effective measures for production logistics performance are e.g. capacity utilization, cost 
reduction and lead times. Out of these measures, lead times capture both capacity 
utilization and cost control. Balancing the capacity and order release planning (i.e. the 
production planning) is inherent to lead time reduction. Cost reduction can for instance be 
generated via implementing the concepts of bottleneck management, order release 
techniques and network models, which will be examined in the further of this chapter. All 
these concepts and measures add to streamlining the production planning, thereby 
decreasing lead times. Therefore, this introductory paragraph will elucidate upon the 
construct of lead times.  
 
Lead times are affected by many factors including: capacity, loading, batching and 
scheduling, and themselves affect many aspects of costs and control (Graves et al., 1993). 
Lead times can be defined into two categories: customer lead times and manufacturing lead 
times. Customer lead time refers to the time span between customer ordering and customer 
receipt. Manufacturing lead time refers to the time span from material availability at the 
first processing operation to completion at the last operation (Smith, 2004).  
 
It could be asserted that lead times are one of the most important measures of 
manufacturing performance, since many costs can be directly related to them. The central 
role of lead times has been underlined by the influence of Japanese manufacturing 
ǘŜŎƘƴƛǉǳŜǎ ǎǳŎƘ ŀǎ ǘƘŜ ΨƧǳǎǘ-in-ǘƛƳŜΩ ǇƘƛƭƻǎƻǇƘȅΦ [ƻƴƎ ƭŜŀŘ ǘƛƳŜǎ ƘŀǾŜ ŀƴ ŀŘǾŜǊǎŜ ŜŦŦŜŎǘ ƻƴ 
responsiveness to customer demands. Presumably, lead times must be inversely related to 
market share or price premiums, or both (i.e. to total revenue) (Graves et al., 1993). Thus it 
is important to provide accurate lead times to promote customer satisfaction and generate 
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further orders. Providing competitive delivery lead times and managing to achieve a reliable 
delivery performance are typically as important as a competitive process (Haskose et al., 
2002).  
 
Furthermore, Schmenner (1988) finds that overall manufacturing performance 
improvements are strongly correlated with lead time reductions. Lead times have a close 
relationship with manufacturing control activities. It is especially convenient to associate 
lead time with a production order or work order. An order consists of an item or part 
number, a quantity to be produced, a due date and a release or start date after which 
production may be started. Order release is generally taken to mean the level of control 
between planning and scheduling or execution. In many facilities there is a well defined 
organizational procedure by which physical production activities are initiated by order 
release, often involving the generation of documentation and work orders (Graves et al., 
1993).  
 
Graves et al. (1993) further describe the distinction between hierarchical push and pull 
systems. The push type can be for instance a system in which order release represents the 
communication between material planning and detailed scheduling levels. The effect in the 
other direction, the pull system, is an order release method based on lead times. Here, order 
releases load the production facilities, and the nature of this loading process relative to 
available capacity is the primary determinant of lead times in the facility.  
 
Reduction of lead times at Hilverda De Boer (HDB) could seemingly benefit the objective of 
minimizing costs and adds to a stronger control function of the capacity and order release 
planning from a merely pull perspective.  
 
 
In the further of the chapter the concepts of bottleneck management, order release 
techniques and network models will be discussed, enhancing production logistics 
performance. The chapter concludes with literature concerning decision support systems 
which can leverage the control function of the production logistics. 
 

3.2 Bottleneck management (Theory Of Constraints) 

This paragraph considers tools to steer the capacity planning using bottleneck management 
as starting point. A bottleneck is a resource such as a production process whose capacity is 
equal to or less than the demand placed upon it. So, a bottleneck is any process that 
impedes the flow of work. The speed of the bottleneck equals the speed of the total system. 
Hence, bottlenecks are serious and costly and they drive off customers. Management of 
these bottlenecks can be tackled using methods and techniques related to the Theory Of 
Constraints, incorporating its predecessor Optimized Production Technology and the shifting 
bottleneck heuristic.  
 
Optimized Production Technology 
Optimized Production Technology (OPT) begins by stating that the goal of a manufacturing 
business is to make money both now and in the future. The aim of OPT is to increase 
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ΨǘƘǊƻǳƎƘǇǳǘΩ (the rate at which the company generates money through sales) whilst 
simultaneously decreasing inventory and operating expense. If an action does not directly 
improve one of these three measures then it is irrelevant at best and damaging at worst, do 
not do it. OPT states that the optimum of each sub-system is not necessarily the optimum of 
the whole system. OPT goes on to say that an hour saved on a non-bottleneck machine 
simply increases inventory and does nothing to improve throughput. It is wasted effort, so 
ŘƻƴΩt do it. OPT needs to be carried through to the whole company and encourages the view 
of the production area as a real profit maker for the company (Tangram Technology Ltd., 
2004). 
 
Morton and Pentico (1995) state that while the details of OPT remain proprietary, it is known 
to involve four basic stages. Firstly, the boǘǘƭŜƴŜŎƪ ǊŜǎƻǳǊŎŜ ƛƴ ǘƘŜ ΨǎƘƻǇΩ (i.e. production 
area) is determined: choose the process with the greatest processing time/utilization. The 
next step is scheduling the bottleneck resource to use it most effectively. Then, the 
remainder of the shop up to the bottleneck is scheduled. Finally, the remainder of the shop 
after the bottleneck is scheduled.  
 
OPT is based on a set of nine rules which need to be adopted completely by management 
(Rahman, 1998 and Tangram Technology Ltd., 2004). Implementation of this set of rules 
governs increasing throughput and lowering inventory and operating expenses, thereby 
optimizing the entire system. 
 
Theory Of Constraints 
A famous approach to bottleneck management is Eliyahu GoldǊŀǘǘΩǎ Ψ¢ƘŜƻǊȅ hŦ /ƻƴǎǘǊŀƛƴǘǎΨ 
(TOC) which is an extension of the OPT method. The TOC states, that any system must have 
at least one constraint/bottleneck (Kuo et al., 2009). The existence of constraints represents 
opportunities for improvement, because they determine the performance of a system 
(Rahman, 1998).  
 
A bottleneck limits ǘƘŜ ǎȅǎǘŜƳΩǎ output. IŜƴŎŜΣ ǘƘŜ ǎȅǎǘŜƳΩǎ ŎƻƴǎǘǊŀƛƴǘ ƛǎ ƭƛƪŜƭȅ ǘƻ ōŜ ǘƘŜ 
weakest link in a chain. Regardless of how other links in the chain are improved, the chain 
itself does not become stronger unless the strength of the weakest link is improved (Kuo et 
al., 2009). So, TOC is a system improvement philosophy. It has produced a number of 
principles and methods for improving the flow of constrained systems. Before any 
mathematical modeling technique is applied, effort should be expended to make those 
improvements available from TOC considerations (Troutt et al., 2001).  
 
TOC has introduced three performance measures, which are explained as follows (Fox and 
Goldratt, 1986): 
 
V Throughput (T): rate at which an organization generates money through sales: T = 

sales revenue ς variable costs. 
V Inventory (I): all the money that the system invests in purchasing things it intends to 

sell. 
V Operating expenses (OE): all the money the system spends in order to turn inventory 

into throughput. 
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Goldratt contends that all three of these dimensions are interdependent. That is, a change in 
one will automatically result in a change in one or more of the two. To improve the system, 
throughput should be increased while decreasing inventory and operating expenses 
(Dettmer, 1997). Goldratt suggests that the biggest gains can be realized by first increasing T, 
then by reducing I. The reduction of OE should be the last priority. The rationale for this 
order of priority is based on the fact that the reward from decreasing costs (OE costs and I 
costs) is finite (a theoretical lower limit is zero, a realistic limit is of course considerably 
higher), but theoretically, increased profit from improved sales is unrestricted (Rahman, 
1998). The goal is to maximize throughput: the rate of work flow and, therefore, cash flow. 
In general, the theory calls for altering the schedule and more frequent forwarding of 
completed work (Schonberger and Knod, 1997). 
 
Drum-buffer-rope 
The drum-buffer-rope (DBR) principle is a TOC production technique and the name given to 
the method is used to schedule the flow of materials (i.e. products) in a TOC facility. Srikanth 
and Umble (1997), define each component as follows:  
 
V Drum - The drum is the constraint and therefore sets the pace for the entire system. 
¢ƘŜ ŘǊǳƳ Ƴǳǎǘ ǊŜŎƻƴŎƛƭŜ ǘƘŜ ŎǳǎǘƻƳŜǊ ǊŜǉǳƛǊŜƳŜƴǘǎ ǿƛǘƘ ǘƘŜ ǎȅǎǘŜƳΩǎ ŎƻƴǎǘǊŀƛƴǘǎΦ 
Lƴ ǎƛƳǇƭŜǊ ǘŜǊƳǎΣ ǘƘŜ ŘǊǳƳ ƛǎ ǘƘŜ ǊŀǘŜ ƻǊ ǇŀŎŜ ƻŦ ǇǊƻŘǳŎǘƛƻƴ ǎŜǘ ōȅ ǘƘŜ ǎȅǎǘŜƳΩǎ 
constraint.  

V Buffer - A buffer includes time or materials at the drum that support throughput 
and/or due date performance. A buffer establishes some protection against 
uncertainty so that the system can maximize throughput. A time buffer is the 
additional planned lead time allowed, beyond the required set-up and run times, for 
materials to reach a specified point in the product flow. Strategically placed, time 
buffers are designed to protect the system throughput from the internal disruptions 
that are inherent in any process. A stock buffer is defined as inventories of specific 
products that are held in finished, partially finished, or raw material form, in order to 
fill customer orders in less than the normal lead time. Stock buffers are designed to 
improve the responsiveness of the system to specific market conditions. The buffer 
provides clear priorities to the drum as well as to all other work centers or 
departments. 

V Rope - The rope is a schedule for releasing raw materials to the floor. The rope is 
devised according to the drum and the buffer. The rope ensures that non-capacity 
constraint resources are subordinate to the constraint. Restated, the rope is a 
communication process from the constraint to the gating operation that checks or 
limits material released into the system to support the constraint.  

 
DBR systems only fiƴƛǘŜ ƭƻŀŘ ǘƘŜ ǎȅǎǘŜƳΩǎ ƭƻƴƎ-term bottleneck while using buffers to 
protect against fluctuations occurring at non-bottleneck operations (Atwater and 
Chakravorty, 2002).  
 
Protective capacity 
In reality, what we think is a bottleneck often is not. For example, a process may have 
sufficient capacity for average demand, but be unable to handle peak load demand. That 
process is not a bottleneck, but a resource that does not havŜ ŜƴƻǳƎƘ ΨǇǊƻǘŜŎǘƛǾŜ ŎŀǇŀŎƛǘȅΩ 
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(Troutt et al., 2001). Goldratt maintains that a balanced plant is undesirable and that some 
amount of capacity imbalance is necessary and virtually unavoidable (Goldratt and Cox 
мфупύΦ .ŀǎŜŘ ƻƴ ǘƘƛǎ ōŜƭƛŜŦΣ 5.w ǎȅǎǘŜƳǎ ƻǇŜǊŀǘŜ ōȅ ƛŘŜƴǘƛŦȅƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ƭƻƴƎ-term 
resource constraint and developing a detailed schedule for it. The system relies on the 
excess capacity at all other resources (i.e., non-constraints) to help alleviate problems 
caused by disruptions throughout the operation so that the constraint resource stays on 
schedule and orders are shipped on time. Theory of constraints (TOC) vernacular refers to 
this extra capacity as protective capacity (Atwater and Chakravorty, 2002). 
 
For example, transferring work to the bottleneck in smaller lot sizes could improve the flow 
to the bottleneck, thus insuring that the bottleneck does not lose time waiting for work. Also 
changing set-up procedures could reduce lost time due to set-ups at the bottleneck. System 
flow can often be increased by subordinating other processes to the bottleneck. This may 
mean changing the scheduling procedures to ensure that the bottleneck is never idle (Troutt 
et al., 2001). 
 
Atwater and Chakravorty (2002) concluded that relatively low levels of protective capacity 
generate the biggest benefits. Increasing protective capacity from less than 1% to 
somewhere between 1 and 3% always generated significantly improvements in the DBR 
ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ŎƻƴǎƛŘŜǊƛƴƎ ƳŀƴǳŦŀŎǘǳǊƛƴƎ ƭŜŀŘ ǘƛƳŜǎΦ CǳǊǘƘŜǊ ƛƴŎǊŜŀǎŜǎ ƛƴ ǇǊƻǘŜŎǘƛǾŜ 
capacity did not always significantly improve the performance. So, only a small capacity 
imbalance is required to achieve fairly good results from a DBR system. 
 
Capacity Enhancement 
Companies are also finding ways to make existing capacity more dependable and versatile. 
Several capacity enhancement approaches can be followed in order to minimize the 
throughput time by solving a wide assortment of workflow and quality problems.  
 
Reducing service triggers less demand on capacity for less-profitable items or less-valued 
customers. Increasing flexibility by cross-training of employees and on-call labor protects 
against bottlenecks as long as there is enough physical capacity available. Another option is 
to ensure high involvement in improvement projects, thereby getting more output from the 
existing capacity by eliminating stoppages and preventing losses from bad quality. A final 
option is deliberately cutting inventory to create temporary bottlenecks in order to prevent 
a large, chronic one (Schonberger and Knod, 1997). 
 
¢h/Ωǎ Ŧƛve focusing Steps 
Dettmer (1997) delineates the following five focusing steps that ensure improvement efforts 
remains on track towards system-level improvements. He believes that these are collectively 
the most important aspect of DƻƭŘǊŀǘǘΩǎ TOC:  
 
V {ǘŜǇ мΥ LŘŜƴǘƛŦȅ ǘƘŜ ǎȅǎǘŜƳΩs constraint(s)/bottleneck(s).  

What part of the system constitutes the weakest link (drum)? Is it physical or is it a 
policy? 
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V Step 2: Decide Ƙƻǿ ǘƻ ŜȄǇƭƻƛǘ ǘƘŜ ǎȅǎǘŜƳΩs constraint(s).  
Wring every bit of capability out of the constraining component as it currently exists. 
What can we do to get the most out of this constraint without committing to 
potentially expensive changes or upgrades? 
 

V Step 3: Subordinate everything else to the decisions made in Step 2.  
Adjust the rest of the system to a setting that will enable the constraint to operate at 
maximum effectiveness. ²Ŝ Ƴŀȅ ƘŀǾŜ ǘƻ ΨŘŜ-ǘǳƴŜΩ some parts of the system, while 
ΨǊŜǾǾƛƴƎ ǳǇΩ ƻǘƘŜǊǎΦ Lǎ ǘƘŜ ŎƻƴǎǘǊŀƛƴǘ ǎǘƛƭƭ ŎƻƴǎǘǊŀƛƴƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦormance? If 
not, skip to step 5. If it is, we still have a constraint and continue with Step 4. 
 

V {ǘŜǇ пΥ 9ƭŜǾŀǘŜ ǘƘŜ ǎȅǎǘŜƳΩs constraint(s).  
Elevating the constraint means that we take whatever action is required to eliminate 
the constraint. This can lead to major changes to the existing system such as 
reorganization, divesture, capital improvements or other substantial system 
modifications. This step can involve considerable investment in time, energy, money 
or other resources. When this step is completed, the constraint is broken. 
 

V Step 5: If a constraint is broken in Step 4, go back to Step 1, but do not allow inertia to 
cause a new constraint.  
If, at Step 3 or 4 a constraint is broken, we must go back to Step 1 and begin the cycle 
again, looking for the next thing constraining our performance. The caution about 
inertia reminds us that we must not become complacent; the cycle never ends. We 
keep on looking for constraints and we keep breaking them. And we never forget 
that because of interdependency and variation, each subsequent change we make to 
our system will have new effects on those ŎƻƴǎǘǊŀƛƴǘǎ ǿŜΩǾŜ ŀƭǊŜŀŘȅ ōǊƻƪŜƴΦ ²Ŝ Ƴŀȅ 
have to revisit and update them, too.  

 
The orientation of TOC is toward the output of the entire system, rather than a look at a 
discrete unit or component. The five focusing steps assist in identifying the largest constraint 
that overshadows all of the others. These steps constitute an iterative process. As soon as 
one constraint is strengthened, the next weakest link becomes the priority constraint and 
should be addressed. Morton and Pentico (1995) use a more extensive approach: the 
shifting bottleneck heuristic. The objective of this approach is to systematically find the 
ǎȅǎǘŜƳΩǎ ōƻǘǘƭŜƴŜŎƪǎ ǘƻ ŎƻƳŜ ǘƻ ŀƴ ƻǇǘƛƳŀƭ ǎƻƭǳǘƛƻƴΦ !ƭƭ ƛƴ ŀƭƭ, a process of ongoing system 
improvement is applied to the business practice of the firm.  
 
TOC Thinking Process 
The implementation of the five focusing steps to a typical production environment can 
quickly yield substantial improvements in operations and in profits (Noreen et al., 1995). 
However, this process of continuous improvement takes the production operations to a 
point where the constraint shifts from factory floor to market. In such a case, constraint 
could be market demand (insufficient demand) which is a managerial/policy constraint 
rather than a physical constraint. Policy constraints are generally difficult to identify and 
evaluate, and frequently require involvement and cooperation across functional areas. 
Goldratt (1994) developed a generic approach to address policy constraints and create 
breakthrough solutions for them using common sense, intuitive knowledge and logic. This 
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procedure is referred to as the Thinking Process (TP). Experts believe that it is the TP of TOC 
which will ultimately have the most lasting impact on business (Rahman, 1998). 
 
According to Goldratt, while dealing with constraints managers are required to make three 
generic decisions. These are: 
 

1. Decide what to change. 
2. Decide what to change to. 
3. Decide how to cause the change. 

 
The TP prescribes a set of tools, which basically are cause-and-effect diagrams, to get 
answers to these questions. The questions, associated tools and their purposes are 
summarized in Table 1.  
 

Table 1 TP tools and their roles 

Generic questions Purpose  TP tools (logic trees) 

What to change? Identify core problems Current reality tree 

What to change to? Develop simple, practical 
solutions 

Evaporative cloud 
Future reality tree 

How to cause the change? Implement solutions Prerequisite tree 
Transition tree 

 
¢ƘŜ ¢t ǇǊƻŎŜǎǎ ǎǘŀǊǘǎ ǿƛǘƘ ǘƘŜ ŦƛǊǎǘ ŘŜŎƛǎƛƻƴ ǉǳŜǎǘƛƻƴΣ Ψ²Ƙŀǘ ǘƻ ŎƘŀƴƎŜΚΩΣ ƛΦŜΦ ǘƻ ƛŘŜƴǘƛŦȅ ŎƻǊŜ 
problems. The current reality tree is used for this purpose. Once a core problem has been 
ƛŘŜƴǘƛŦƛŜŘΣ ǘƘŜ ŘŜŎƛǎƛƻƴ ǉǳŜǎǘƛƻƴ ōŜŎƻƳŜǎ Ψ²Ƙŀǘ ǘƻ ŎƘŀƴƎŜ ǘƻΚΩΦ !ƴǎǿŜǊƛƴƎ ǘƘŜ ǎŜŎƻƴŘ 
question requires other tools such as evaporating cloud and future reality tree. Once the 
ΨǿƘŀǘ ǘƻ ŎƘŀƴƎŜ ǘƻΚΩ ǉǳŜǎǘƛƻƴ ƛǎ ŘŜŎƛŘŜŘΣ ǘƘŜƴ ǘƘŜ ƻǊƎŀƴƛȊŀǘƛƻƴ ƛǎ ƭŜŦǘ ǿƛǘƘ ǘƘŜ ǉǳŜǎǘƛƻƴ ΨƘƻǿ 
ǘƻ Řƻ ƛǘΚΩ ƻǊ ΨƘƻǿ ǘƻ ŎƘŀƴƎŜΚΩΦ ¢ƘŜ ǇǊŜǊŜǉǳƛǎƛǘŜ ǘǊŜŜ ŀƴŘ ǘǊŀƴǎƛǘƛƻƴ ǘǊŜŜ ŘƛŀƎǊŀƳǎ ŀǊŜ ǳǎŜŘ ǘƻ 
identify obstacles to implementation and devise detailed plans for overcoming these 
obstacles (Rahman, 1998). 
 
Although providing a significant step forward in helping managers implement systems 
thinking in their organizations, there is one major drawback of the TP, namely, its inability to 
ŎŀǇǘǳǊŜ ǘƘŜ ŘȅƴŀƳƛŎ ƴŀǘǳǊŜ ƻŦ ǘƻŘŀȅΩǎ ƳŀƴǳŦŀŎǘǳǊƛƴƎ ŜƴǾƛǊƻƴƳŜƴǘΦ Lƴ ǎƘƻǊǘΣ ǘƘŜ 
relationships depicted in the TOC logic trees often appear to be linear and relatively static 
and, as such, do not fully comprehend the dynamic complexity inherent in modern 
manufacturing organizations. Due to this possible shortcoming, recommended changes 
resulting from the use of these logic trees could sometimes be misleading (Reid and 
Koljonen, 2003). 
 
Conclusion 
Bottleneck management is a strong tool to leverage the capacity planning process. A 
bottleneck is any process that impedes the flow of work and therefore the capacity of the 
total system. Bottlenecks can be physical constraints, i.e. aligning capacities in a production 
environment to maximize throughput, or policy constraints, i.e. market demand.  
Management of these bottlenecks at system-level could seemingly benefit the efficiency of 
the internal logistics production network at HDB. The aim of both the Optimized Production 
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Technology and the Theory Of Constraints (TOC) is to increase throughput whilst 
simultaneously decreasing inventory and operating expense. Implementation of the 
techniques ƻŦ ¢h/Ωǎ five focusing steps, the shifting bottleneck approach, the drum-buffer-
rope principle, capacity enhancement and the TOC Thinking Process accumulates to 
eliminating the bottlenecks, thereby improving the throughput/flow in the total system.  
 

3.3 Order release techniques and the bin-packing model 

To take the control function of the order release planning to a higher level, order assignment 
and release techniques can be applied. Hence, tools to assign orders within a production 
environment, stressing controlled order release strategies, are elucidated upon in this 
paragraph. The basic elements of the bin-packing model and other techniques can be used 
to serve the distinct customer groups, segmented into bulk and tailor-made volumes. 
 
Serial systems 
In the analysis of multistage production systems serial systems are considered. Rather than 
having a single production stage, now it is assumed that there are n such stages, as displayed 
in Figure 5. This graph indicates that each unit that is produced of a single item must go 
through n distinct stages, beginning with stage n and ending with stage 1. The problem is to 
determine the reorder intervals for each stage (Graves et al., 1993). This closely relates to 
the stages as production areas at HDB and the problem of determining the assignment of 
orders to the distinct production areas.  
 

n n-1 2 1...

 
Figure 5 Graph of a serial system 

 
Order review and release 
In many serial system based job shop environments, production orders arrive continuously 
ŀǘ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ǎȅǎǘŜƳ ƻǾŜǊ ǘƛƳŜΦ LŦ ŀƴ ΨƻǊŘŜǊ ǊŜǾƛŜǿ ŀƴŘ ǊŜƭŜŀǎŜΩ όhwwύ ǘŜŎƘƴƛǉǳŜ ƛǎ 
applied, the arrival itself does not necessarily involve the release of a job to the shop floor. In 
fact, the ORR activities determine which jobs have to be selectively dispatched to the shop 
floor and when job release is to take place, so as to improve job shop management and 
performances. The major direct objectives of ORR are the control of work-in-progress level 
and the workload balance both among machine centers (i.e. production areas) and over 
time. In turn, these achievements can ensure both good shop utilization and improvements 
of the delivery performances. Translated into practice, these include beneficial effects such 
as reduced inventory holding costs, shop congestion and flow times (Bergamaschi et al., 
1997). 
 
In its most general form a complete ORR system consists of three major parts: order entry 
phase, pre shop pool management phase and the order release phase (Bechte, 1988). The 
order entry phase is the upstream interface of ORR with the planning system or directly with 
customers and deals with production order preparation and insertion into the pre shop pool. 
The pre shop pool is a storage area, usually a database that consists of all the production 
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orders already processed by the order entry phase, but not released yet to the shop. The 
order release phase considers the technique to select orders from the pre shop pool that 
should be released to the factory floor (Bergamaschi et al., 1997). 
 
Within the order entry phase the availability of all the information, materials, tools, fixtures 
and all other resources required by the shop floor personnel to process the considered order 
is ensured. However, a common assumption of the published literature about ORR, is that all 
orders received by the shop in the order entry phase will be accepted, regardless of shop 
conditions. After this, a job can be released to the following phases by inserting it in the pre 
shop pool (Bergamaschi et al., 1997). 
 
Bergamaschi et al. (1997) present for the pre shop pool management phase four basic 
dispatching priority rules for the sequencing and assignment of orders. These are: earliest 
due date, earliest release date, critical ratio and capacity slack based rule.  
 
Each time the order release phase is activated, only a subset of the production orders 
currently contained in the pool is released. At this time, ORR scans all production orders 
stored in the backlog file and determines which ones are allowed to be released to the shop 
floor, at what time and under what conditions they are to be released. The set of criteria 
used to determine which orders are released each time the pool is inspected is usually 
named triggering mechanism, input control mechanism or workload control mechanism and 
it may employ three types of information:  
 
V Current pre-shop pool status: that is, in other words, how many orders and which 

orders are currently inserted in the pre shop pool. 
V Current shop status: that is which orders have already been released to the 

production system, at which machine centre they are currently queuing and current 
shop capacity. 

V Planned shop performances: in terms of manufacturing lead times and delivery 
timeliness (Bergamaschi et al., 1997). 

 
By analyzing the characteristics of the orders in the pre-shop pool and the amount of 
workload on the shop floor as well as its current location, the order release procedure 
determines if and at what time the release of each production order in the pre shop pool can 
take place, in order to match the planned shop performances (Bergamaschi et al., 1997). 
 
Order release mechanisms 
In the order release phase, the assignment of orders to production areas in a serial system 
can be managed using order release mechanisms. Order releases can be thought of as 
having three parameters associated with a given part number: a release quantity, a start or 
release time and a due date. A more sophisticated release procedure might specify a 
transfer batch size, if the release quantity can be broken into smaller pieces (Graves et al., 
1993).  
 
Bergamaschi et al. (1997) categorize the order release mechanisms into two dimensions: 
load-limiting and time-phased release mechanisms. From the first load-limiting input control 
perspective, it is assumed that the throughput rate is given. In this case, capacity exceeds 
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market demand. The objective then is to control the shop floor work-in-progress inventory 
so that the detrimental effect of uneven work order arrivals is mitigated. Job orders arriving 
when the shop is already heavily loaded are placed in an input buffer. Release can be 
controlled by monitoring the shop loads or by controlling the maximum rate of order release 
to the shop floor. From the second time-phased input control perspective, it is assumed that 
capacity is a constraint. In other words, orders meet or exceed capacity. The objective in this 
situation is to select an input control policy which properly addresses the tradeoff between 
throughput and work-in-progress inventory. Controlling the job order release rate will lead 
to a given average shop load while controlling the shop load will lead to a given throughput. 
In either case, throughput, lead time and work-in-progress inventory tradeoffs should be 
considered (Enns, 2000). 
 
Enns (2000) and Bergamaschi et al. (1997) describe various dimensions and methods to 
trigger order release from input buffers. Workload measure triggers are: the mean number 
of jobs on the shop floor or the mean amount of work quantity in work-in-progress 
inventory. Aggregate workload triggers contain: total processing time (i.e. total shop load), 
workload accounting over time (e.g. time-bucketing) and release at a fixed rate equal to the 
desired rate of throughput (i.e. bottleneck load). Local workload triggers are: the number of 
operations in the job and the length of queues along the routing to determine order-specific 
release dates.  
 
Another major workload control option is the use of upper and/or lower workload bounds to 
dictate what jobs could be released. Under given throughput rate assumptions appropriate 
order release trigger levels are set. This can help in avoiding work starvation and may be 
particularly appropriate if used to regulate work moving toward bottleneck machines. Jobs 
competing to enter the same gateway machine queue can be selected on the basis of 
earliest due date. If the trigger levels are set too low, input control will be ineffective since 
orders will flow right through the input buffer. On the other hand, if the trigger levels are too 
high, throughput will be restricted and orders will accumulate in the input buffer. Therefore, 
a given workload trigger may be appropriate only for a given throughput level. There 
appears to be little research that has addressed adaptive input control for situations where 
throughput varies over time (Enns, 2000). However, the trigger levels could be applied to 
enhance serving the distinct customer groups, segmented into bulk and tailor-made 
volumes.  
 
Order release vs. drum-buffer-rope 
The order release shows clear similarities with the drum-buffer-rope TOC-principle. The 
desired rate of throughput is equal to the drum ς the pace for the entire system. Controlling 
the workload or work-in-progress inventory so that the detrimental effect of uneven work 
order arrivals is mitigated is similar to the buffer ς protection against uncertainty in order to 
ƳŀȄƛƳƛȊŜ ǘƘŜ ǎȅǎǘŜƳΩǎ ǘƘǊƻǳƎƘǇǳǘΦ ¢ƘŜ ǾŀǊƛƻǳǎ ƻǊŘŜǊ ǊŜƭŜase mechanisms or input control 
functions are alike the rope ς the schedule for releasing the materials to the floor.   
 
Bin-packing problem 
/ŀǇŀŎƛǘȅ ǇƭŀƴƴƛƴƎ ƳƻŘŜƭǎ ŦƻǊƳǳƭŀǘŜ ǘƘŜ ǇǊƻōƭŜƳ ƛƴ ǘŜǊƳǎ ƻŦ ŦƛƭƭƛƴƎ ŎŀǇŀŎƛǘȅ ΨōǳŎƪŜǘǎΩ 
representing available capacity in discrete time periods. Linear programming has been a 
natural vehicle for modeling these decisions. Such models do have lead time implications. 
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For example, if capacity is exceeded in a particular period, a planning model will reassign 
production to a period where there is idle capacity (Graves et al., 1993).  
 
The bin-packing problem can be used as an order release planning method, balancing the 
workload over the various production areas. The method also implies the possibility to 
minimize the number of production sub-ŀǊŜŀǎΣ ǎǳŎƘ ŀǎ ŀǘ I5.Ωǎ ǇŀŎƪƛƴƎ ŀƴŘ ǇǊƻŎŜǎǎƛƴƎ 
areas. Furthermore, this technique can be used to tackle serving the distinct customer 
groups, segmented into bulk and tailor-made volumes. 
 
Claassen et al. (2007) and Kallrath and Wilson (1997) describe both the bin-packing problem; 
a method to pack all items into the minimum number of bins, subject to volume capacity 
constraints. Given J items, each having a volume vj (j ҐмΣΧΣ J), and I identical bins each of a 
given volume V. 
 
The bin-packing problem can be formulated as an integer linear programming problem 
thereby introducing binary variables: 
 

Objective function:  
             

I 

aƛƴ ϑ   ң       yi } 
             i = 1  

 
Subject to: 
       

      J      

     ң       vj  xij     Җ  V    For all i  
  j = 1         

 
      I 

     ң        Ȅij             =  1    For all j  
  i = 1         

 
xij Җ yi       For all i, j 
 
xij, yi   ̐   { 0, 1 } 
 
Where: 
V = volume of bin i 
yi = 1, if bin i is in use (i.e. bin i is not empty) 
 = 0, if bin i is empty 
xij = 1, if item j is packed in bin i  
 = 0, if item j is not packed in bin i 

 
In the objective function the number of bins is minimized. The first constraint guarantees 
that the volume of the packed items in bin i does not exceed the volume V of bin i. The 
second constraint implies that every item is assigned to a bin and the third constraint 
prevents items being assigned to a bin that is not in use. Figure 6 provides an example of a 
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bin-packing heuristic. The items are sorted by volume vj, in descending order. So, the highest 
volume of 8 is put in the first bin, the second highest volume of 8 exceeds the capacity of the 
first bin and is therefore put into the second bin and so fort. Every volume is checked if it fits 
in a bin, starting with the first bin.  
 

 
Figure 6 Bin-packing heuristic 

 
Conclusion 
Order release planning can be implemented at HDB by applying an order review and release 
strategy, consisting of an order entry, pre shop pool management and order release phase. 
In a serial production system various order release techniques can be considered in order to 
reduce inventory holding costs, shop congestion and flow times. The bin-packing problem is 
an order release method to balance the workload over the various production areas and can 
be used to serve the distinct customer groups, segmented into bulk and tailor-made 
volumes. Order release and assignment show clear similarities with the drum-buffer-rope 
TOC-principle.  
 

3.4 Network flow problems 

Our mental image of a network may be a series of wires that make up an electrical network, 
a system of roads that make up a transportation network, or perhaps a group of affiliated 
stations that make up a television network (Lawrence and Pasternack, 2002). In all of these 
examples, we wish to move an entity (electricity, a consumer product, a person or a vehicle 
or videos) from one point to another in an underlying network, and to do so as efficiently as 
possible, both to provide good service to the users of the network and to use the underlying 
transmission facilities effectively (Ahuja et al., 1993). These examples are captured within 
the field of network models.  
 
Network flow problem 
Network problems can be represented by a set of nodes, a set of arcs and functions defined 
on the nodes and/ or arcs. Nodes represent the entities within the network, some of which 
are linked together by arcs connecting one node to another. At each of the nodes, there may 
be some quantity of a resource, such as current generated or required trucks available or 
ƴŜŜŘŜŘ ƻǊ ǘŜƭŜǾƛǎƛƻƴ ǎƘƻǿǎ ǎŜƴǘ ƻǊ ǊŜŎŜƛǾŜŘΦ ¢ƻ ΨǘǊŀǾŜƭΩ ƻƴ ŜŀŎƘ ƻŦ ǘƘŜ ŀǊŎǎ ƻƴŜ Ƴǳǎǘ Ǉŀȅ ŀ 
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cost in units, such as Euros, miles or time, and the amount that can be ΨǘǊŀƴǎǇƻǊǘŜŘΩ ƻǾŜǊ 
each of the arcs may be limited (Lawrence and Pasternack, 2002).  
 
When two nodes are connected by an arc as shown in Figure 7, a flow of some kind (i.e. 
flowers, time, traffic) can occur directly between them. The amount of flow the decision 
maker will choose to send between two nodes is typically a decision variable xij. This flow 
can sometimes be restricted by a maximum capacity uij that is permitted along the arc 
(Lawrence and Pasternack, 2002).  
 

i j
Flow Xij

Capacity Uij

 
Figure 7 Flow 

 
Flow is sometimes allowed in only one direction. This in indicated by putting an arrow at the 
end of the arc into the terminal node. In this case, the arc is said to be a directed arc. In flow 
models we assume that are arcs are directed (Lawrence and Pasternack, 2002). Figure 8 
presents a directed network with four nodes and seven arcs. 
 

1
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4

 
Figure 8 Example of a directed network 

 
Within graph theory, the building blocks of network model design, the following are 
considered: paths, chains, circuits, cycles and trees. A path is a sequence of arcs in which the 
initial node of each arc is the same as the terminal node of the preceding arc. A chain is a 
similar to a path except that not all arcs are necessarily directed towards the last node. A 
circuit is a closed path and a cycle is a closed chain. Finally, a tree is a connected graph with 
no cycles (Bazaraa et al., 1990). A cycle is most applicable to the case of HDB and is therefore 
illustrated in its simplest form in Figure 9. 
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Figure 9 Cycle 
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Network models can be divided into two basic groups: network flow models and network 
connectivity models. Flow models involve the delivery of goods or resources from one or 
more supply nodes, perhaps through one or more intermediate nodes, to one or more 
demand nodes. In connectivity models, the primary concern is to link all the nodes together 
in a certain manner (Lawrence and Pasternack, 2002). The three major building blocks of 
network problems are considered to be: shortest path problems (connectivity models), 
maximum flow problems and minimum cost flow problems. Shortest path problems model 
arc costs but not arc capacities; maximum flow problems model capacities but not costs; 
minimum cost flow problems model arc costs and arc capacities (Ahuja et al, 1993). In this 
research only the flow models are discussed.  
 
Conclusion 
Networks can be represented by a set of nodes and a set of arcs. When two nodes are 
connected by an arc, a flow of some kind can occur directly between them. Network flow 
problems have the objective to move an entity from one point to another in an underlying 
network, and to do so as efficient as possible. The internal logistics production network at 
HDB can also be seen as a network flow problem.  
 
The next paragraph describes the maximum flow models that seek to find the maximum 
possible flow between two designated nodes. The subsequent paragraph treats the 
minimum cost flow problems. Special cases of this kind of problems are the transportation 
models that seeks to minimize the total cost of shipping supplies through an underlying 
network and the assignment model that seek to assign employees (or production areas) to 
jobs (or orders) at minimum costs. 
 

3.5 Maximum flow problem 

The maximum flow problem is used when networks have a single input or source node and a 
single output or sink node. The objective is to determine the maximum amount of flow that 
can be scheduled from the input to output nodes. For example, the maximum rate at which 
vehicles, messages or fluids can be carried from a source to a sink through a network of 
highways, transmission lines or pipelines. The flow rate, or the amount of flow per given 
time, depends on the capacities of the interconnecting arcs (Clauss, 1996). There are no 
costs involved in the maximum flow problem (Bazaraa et al., 1990). 
 
Maximum flow problem 
The maximum flow problem is very easy to state: In a capacitated network, we wish to send 
as much flow as possible between two special nodes, a source node s and a sink node t, 
without exceeding the capacity on any arc. So, the goal of a maximum flow problem is to 
find the maximum amount of flow v from the source node s to the sink node t (Ahuja et al, 
1993). The intermediate nodes are called transshipment nodes where demand equals supply 
(Punnen and Zhang, 2009). 
 
An example of a maximum flow network is given in Figure 10 below, where an and bn 

represent the transshipment nodes: 
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Figure 10 Maximum flow network 

 
 
Mathematically, this problem becomes (Ahuja et al., 1993; Winston, 1994): 
 

Objective function:  
 
Maximize { v } 

 
Subject to: 
              v       For i = s   

     ң        Ȅij   -        ң        Ȅji      =   0 For all i  ̐N ς { s, t}     
j: (i, j) ̐  !        j: (j, i) ̐  !  -v For i = t 
 
л Җ xij Җ uij     For all (i, jύ ̐ A   
 
Where: 
v = network flow  
xij = number of units of flow sent from node i to node j through arc (i, j) 
uij = arc capacities: upper bound on flow through arc (i, j) 
s = source node 
t = sink node 

 
For a flow to be feasible, it must have two characteristics. The first constraint describes that 
for every intermediate node the flow into node i must be equal to the flow out of node i. The 
flow into the source node is equal to the flow out of the sink node. The second constraint 
delineates that the flow through each arc can not exceed its capacity and can not be 
negative.  
 
Bottleneck problems can be modeled as maximal flow network linear programming 
problems (Troutt et al., 2001). So, this approach of calculating the maximal flow links exactly 
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to the bottleneck management approach. It is possible to eliminate or reduce bottlenecks 
with this technique.   
 
Conclusion 
The maximum flow problem seeks to maximize the flow between a source node and a sink 
node. For the case of HDB, bottlenecks within the production area between the order entry 
and the external logistics could be eliminated or reduced using the maximum flow approach. 
 

3.6 Minimum cost network flow problems 

The minimum cost network flow problem is the most fundamental of all network problems. 
We wish to determine least cost shipment of a commodity through a network in order to 
satisfy demands at certain nodes from available supplies at other nodes. This model has a 
number of familiar applications: the distribution of a product from manufacturing plants to 
warehouses, or from warehouses to retailers; the flow of raw material and intermediate 
goods through the various machining stations in a production line and the routing of 
automobiles through an urban street network (Ahuja et al, 1993). The rationale of minimum 
cost flow problems behind these kind of applications is presented in this paragraph. Next, 
two special cases of the minimum cost network flow problems are presented: the 
transportation and the assignment model. 
 
Uncapacitated  
Bazaraa et al. (1990) consider a directed network consisting of a finite set of nodes N = 
ϑмΣнΣΧΣ m} and a set of directed arcs A = { (i,j),(k,lύΣΧΣ όs,t) } joining pairs of nodes in N. Arc (i,j) 
is said to be incident at nodes i and j and is directed from node i to node j. We shall assume 
that the network has m nodes and n arcs. The minimum cost network flow problem may be 
stated as follows. Ship the available supply through the network to satisfy demand at 
minimal cost. Mathematically, this problem becomes: 
 

Objective function:  
 
             m  m  

aƛƴ ϑ ң  ң  Ŏij xij } 
            i=1 j=1 
 
Subject to: 
 
m         m 

ң  Ȅij - ң  Ȅki  = bi    i Ґ мΣ нΣΧΣ Ƴ 
j=1      k=1 
 
xij җ л    i, j Ґ мΣ нΣΧΣ m   
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Where: 
xij = number of units of flow sent from node i to node j through arc (i, j) 
cij = arc costs: costs of transporting 1 unit of flow from node i to node j via arc 

(i,j) 
bi   = net supply (outflow ς inflow) at node i 
      

The first constraint indicates that the flow may be neither created nor destroyed in the 
network. The constraint represents the total flow out of node i minus the total flow into 
node i should equal bi. If bi < 0 then there should be more flow into i than out of i. This 
problem is also said to be uncapacitated.  
 
Capacitated 
Various scholars (Seref et al., 2009; Ahuja et al., 1993; Bertsekas, 1991) define the 
capacitated minimum cost network flow problem slightly different, adding an extra capacity 
constraint. Let capacitated network G = (N , A) be a capacitated network with arc capacities 
u =  {uij} and arc costs c = {cij} for all (i, j) ̐ A. Each node in the network has a supply or a 
demand of d(i) depending on whether d(i) > 0 or d(i) < 0, respectively. The supply is 
transferred through the arcs to satisfy the demand by the flow x = {xij}, where x is the vector 
of the flow values on the arcs. The minimum cost flow problem is mathematically presented 
as follows: 
 

Objective function:  
           

Min {   ң       cij xij } 
         (i, j) ̐  !  

 
Subject to: 
            

     ң        Ȅij   -        ң        Ȅji      =  di  For all i  ̐N    
j: (i, j) ̐  !        j: (j, i) ̐  ! 

 
л Җ xij Җ uij     For all (i, j) ̐  A    
  
 n 

Where ң    di   =  0 
             i=1 

 
Where: 
xij = number of units of flow sent from node i to node j through arc (i, j) 
uij = arc capacities: upper bound on flow through arc (i, j) 
cij = arc costs: costs of transporting 1 unit of flow from node i to node j via arc 

(i,j) 
di   = net supply (outflow ς inflow) at node i 
 

The first constraint is referred to as the mass-balance constraint, and any flow that satisfies 
this constraint is a feasible flow. The second constraint is the capacity and non-negativity 
constraint.  
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Matrix form 
In matrix form, Ahuja et al. (1993) present the minimum cost network flow problem as 
follows: 
 

Objective function:  
 
Minimize { cx } 
 
Subject to: 
 
Nx = d 
 
л Җ x Җ u 

 
In this formulation, N is an n x m matrix, called the node-arc incidence matrix of the 
minimum cost flow problem. Each column Nij in the matrix corresponds to the variable xij.  
 
Transportation problem  
A transportation network arises when a cost-effective pattern is needed to ship items from 
origins that have limited supply to destinations that have demand for the goods. In its basic 
form, a transportation model assumes that the cost of shipping items from a source to a 
destination proportional to the number of units shipped between two points (Lawrence and 
Pasternack, 2002). 
 
The transportation problem is a special case of the minimum cost network flow problem 
with the property that the node set N is partitioned into two subsets N1 and N2 such that: 
V Each node in N1 is a supply node 
V Each node in N2 is a demand node 
V For each arc (i,j) in A, i ̐  N1, j ̐  N2 

 
Arc capacities may be capacitated (i.e. restricted to specified minimum and maximum 
values) or uncapacitated (i.e. unlimited) (Clauss, 1996). Özdemir et al. (2006) observe that 
transportation capacity constraints not only increase total costs, they also modify the 
inventory distribution throughout the network.  
 
The classical example of this problem is the distribution of goods from warehouses to 
customers. In this context the nodes in N1 represent the warehouses, the nodes in N2 
represent the customers (or, more typically, customer zones) and an arc (i,j) in A represents 
a distribution channel from warehouse i to customer j (Ahuja et al., 1993).  
 
Within the internal network at HDB nodes in N1 could represent the order picking and 
distribution areas, the nodes in N2 the processing and packing area and the arcs (i,j) in A 
represents the distances of the internal transportation.  
 
Assignment problem 
Another case of the minimum cost network flow problem is the assignment problem. 
According to Winston (1994) an assignment problem can be considered as a balanced 



 

 37 

transportation problem in which all supplies and demands are equal to 1. Thus, an 
assignment problem is characterized by knowledge of the costs of assigning each supply 
point to each demand point. In the assignment problem we wish to pair, at minimum 
possible cost, each object in subset N1 with exactly one object in subset N2. Examples of the 
assignment problem include assigning people to projects, jobs to machines, tenants to 
apartments et cetera (Ahuja et al., 1993). For HDB this would incur assigning production 
areas (consisting of a group of employees) to orders. ¢ƘŜ ŀǎǎƛƎƴƳŜƴǘ ǇǊƻōƭŜƳΩǎ ƳŀǘǊƛx of 
costs would be its cost matrix (Winston, 1994). 
 
Conclusion 
Minimum cost network flow problems wish to determine least cost shipment of a 
commodity through a network in order to satisfy demands at certain nodes from available 
supplies at other nodes. Applied to the internal logistics network of HDB, a capacitated 
network should be considered that satisfies customer demands. The transportation problem 
takes the perspective from minimizing the distances/costs of the internal transportation, 
while the assignment problem relates employees and orders to production areas at 
minimum costs.   
 

3.7 Other improvement techniques 

Conducting the literature review, other improvement techniques have come across relating 
to the processing of flowers within the internal production network of HDB. This paragraph 
shortly reviews the following three improvement possibilities: facility layout optimization, 
which connects to the configuration of the network; queuing network models, relating 
directly to bottleneck management and network flows; and order picking linking to capacity 
enhancement at this production area.  
 
Facility layout 
Solimanpur and Jafari (2008) consider a facility layout comparison model that considerably 
reduces the total distance travelled by products as compared to an optimum process layout 
configuration. While developing a layout, it is essential that the location of 
machines/workstations be such that the total distance traveled by personnel or material 
handling devices throughout the shop floor is minimized. When minimizing this measure, 
some design constraints are to be taken into consideration. For example, appropriate space 
should be considered between machines to facilitate temporary storage of work-in-progress. 
It is notable that in facility layout plŀƴƴƛƴƎ ǘƘŜ ǿƻǊŘ ΨƳŀŎƘƛƴŜΩ Ƙŀǎ ŀ ƎŜƴŜǊŀƭ ƳŜŀƴƛƴƎ ŀƴŘ 
may be meant as machine tools, departments, work stations etc. 
 
This facility layout approach is applicable to optimization of the network configuration and 
links directly to the minimum cost network flow problems presented in paragraph 3.6. The 
objective function would be to minimize the number of meters in stead of costs, which is 
possible with the transportation model.  
 
Queuing network model 
Haskose et al. (2002) model flow as a queuing network for workload control. Workload 
control is an approach for production planning and control that attempts to manage 
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manufacturing lead times rather than treat them as a forecasting problem. It is particularly 
appropriate for jobbing and flow shops in the make-to-order sector of industry. It is based on 
Little's well known formula in queuing theory that the time an arrival spends in the system is 
the average number of products in the system divided by the arrival rate. 
 
Jobs enter the production system and go to the first work station in their routing sequence. 
They typically join a queue of other jobs waiting their turn for their processing work to be 
carried out. Once the work on a job at a work station is completed the job is transported to 
the next work station in its routing sequence, where it again joins a queue of jobs awaiting 
processing. The manufacturing lead time is thus the sum of the set-up and processing times 
at each of the work stations in the job's routing sequence plus all of the time spent waiting 
in queues in front of the work stations needed (Haskose et al., 2002).  
 
Queuing models suggest that the delays depend significantly on (i) the variability of service 
όǇǊƻŎŜǎǎƛƴƎύ ǘƛƳŜǎΣ όƛƛύ ǘƘŜ ǾŀǊƛŀōƛƭƛǘȅ ƛƴ ǘƘŜ ŀǊǊƛǾŀƭ ƻŦ ǿƻǊƪ ŀǘ ǘƘŜ ƳŀŎƘƛƴŜΣ όƛƛƛύ ǘƘŜ Ψtraffic 
ƛƴǘŜƴǎƛǘȅΩ ƻǊ ŜȄǘŜƴǘ ƻŦ ƭƻŀŘƛƴƎ ƻŦ ǘƘŜ ƳŀŎƘƛƴŜ ŀƴŘ όƛǾύ ŀ ǎŎŀƭŜ ŜŦŦŜŎǘ ƻŦ ǘƘŜ ŀǾŜǊŀƎŜ ǘƛƳŜ 
spent in the system (Karmarkar, 1987).  
 
Clearly, the production process can be viewed as a network of queues. Queuing theory 
indicates that these queuing times depend upon the relative arrival and processing rates of 
jobs at various stages in the manufacturing process. Hence, the time spent in a queue will be 
longer for congested work stations than for little used stations. Reliable and determinable 
lead times and queuing times are essential inputs for all production planning systems. Yet, it 
is reported that manufacturing lead times are often long and unreliable almost entirely due 
to the large proportion of time spent in the queues (Haskose et al., 2002). Stommel (1976) 
showed that 85% of the total manufacturing lead time is due to queuing, and Stalk and Hout 
(1992) reported that 95-99% of the production time is spent in queues.  
 
So, optimizing the internal logistics network at HDB using a queuing model could offer much 
improvement potential considering queuing and production times, thereby decreasing the 
manufacturing lead time. 
 
Order picking 
A local optimization in processing capacity at the order picking area could be considered by 
elucidating various order picking methods. Gronau (1990) distinguishes two forms of order 
picking, sequential picking and parallel picking, which can be classified into two sub-forms: 
 

1. Sequential picking per order 
2. Sequential picking per item 
3. Parallel picking per order 
4. Parallel picking per item 

 
Sequential order picking per order is the simplest and is also the form most commonly used. 
Every order is collected separately using an order pick list, and during order picking the order 
is completed and taken directly to the next department.  
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With sequential picking per item or collective order, the orders are dealt with sequentially, 
but in two phases. The incoming orders are separated into separate collective orders per 
item type, so the route only needs to be covered once for different orders. The items picked 
are then divided across the customer orders.  
 
Parallel picking per order is commonly used when the response time has to be short, or 
when the items are stored by type in separate warehouse areas. The customer orders are 
split up into warehouse areas. Then order picking takes place in the same way as with 
sequential picking per order. The order is finally assembled when picking is complete.  
 
Parallel picking per item or collective order requires the greatest organizational effort, but it 
combines the characteristics of sequential picking per item or collective order and parallel 
picking per customer order. The collective orders are processed simultaneously in different 
areas of the warehouse and are then distributed across the original customer orders. This 
picking method has the advantage that it enables a large number of collective orders to be 
processed rationally and quickly. This makes this method suitable for: a large number of  
orders, items that need to be stored in different ways and organizations where short 
response times are required (Visser and Van Goor, 2006).  
 

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

      

      

   

   

Sequential picking per order Parallel picking per order

Sequential picking per item 
or collective order

Parallel picking per item 
or collective order

 
Figure 11 Four order picking methods 
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In Figure 11 the four order picking methods are represented graphically. Currently at HDB 
parallel picking per customer order is applied. However, at HDB the aisles are not divided in 
left of the order picker odd and right of the order picker even numbered and labeled 
products. 
 
To further optimize the flow within the order picking areas, these could be divided according 
ǘƻ tŀǊŜǘƻΩǎ [ŀǿ ABC theory. This theory states that 20% of the products represent 80% in 
volume. This philosophy puts all promotional, seasonal, special sale and fast moving 
products in zone A, the medium movers in zone B and the slow movers in zone C (Vis, 2006). 
Figure 12 present three options to implement this division of the inventory. Mulcahy (1994) 
ǎǘŀǘŜǎ ǘƘŀǘ ǘƘƛǎ ŀǊǊŀƴƎŜƳŜƴǘ ƛƴŎǊŜŀǎŜǎ ǘƘŜ ƻǊŘŜǊ ǇƛŎƪŜǊΩǎ Ƙƛǘ ŎƻƴŎŜƴǘǊŀǘƛƻƴ όƴǳƳōŜǊ ƻŦ Ƙƛǘǎ 
per aisle) and hit density (number of hits per product). A high hit concentration and hit 
density means high order picker productivity and high replenishment productivity due to a 
very short travel distance between two pick positions.  
 

 
CƛƎǳǊŜ мн tŀǊŜǘƻΩǎ !./ ƛƴǾŜƴǘƻǊȅ ŘƛǾƛǎƛƻƴ options 

 
Conclusion 
Three optimization techniques are considered in this paragraph. The technique of facility 
layout links directly to optimization of the configuration and the transportation network flow 
model, thereby minimizing internal transport. Simulation with queuing network models 
could diminish the queuing/waiting times and reduce the manufacturing lead time. Order 
picking ŀŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ƳŜǘƘƻŘ ƻŦ tŀǊŜǘƻΩǎ [ŀǿ !./ ǘƘŜƻǊȅ ŎƻǳƭŘ ƛƴŎǊŜŀǎŜ ǘƘŜ Ƙƛǘ 
concentration and hit density, thereby leveraging capacity. 
 

3.8 Decision support systems 

This paragraph considers decision support systems, focusing on operations management 
decisions. These decisions have to be made at the three generic business levels: strategical, 
tactical and operational. To make these decisions, management information applicable to 
the performance of the capacity and order release planning is needed. To capture this 
information from an ERP system, a dashboard with performance indicators i.e. a 
performance management system can alleviate the control function of the production 
planning.  
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Decision support systems in production systems 
Technological aids in the form of decision support systems (DSSs) are crucial in tackling the 
interdependent and complex nature of operations management (OM) decisions. Operations 
management involves decision making on how to best design and operate an operations 
system, generally referred to as production system. These decisions can be categorized into 
long, medium and short terms, corresponding to the strategic planning, tactical planning, 
and operational control activities in a firm. Figure 13 shows that DSSs can play an important 
role in facilitating decision processes for all categories of OM decisions (Chung, 2003).   
 

 
Figure 13 Operations management system (Source: Chung, 2003) 

 
The long-term capacity decision basically deals with planning the capacity of facilities 
(Chung, 2003). These decisions are often treated as capital investment or capital budgeting 
problems. Returns on investment, payback period and so on are the major concerns 
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(Hammesfahr et al., 1993). Long-term material flow decisions concern the layout of the 
production facilities.   
 
Medium- and short-ǘŜǊƳ ŘŜŎƛǎƛƻƴǎ ŘŜŀƭ ǿƛǘƘ ŀ ŦƛǊƳΩǎ ǇǊƻŘǳŎǘƛƻƴ ǇƭŀƴƴƛƴƎ ŀƴŘ ƻǇŜǊŀǘƛƻƴŀƭ 
control activities. Capacity decisions on this level deal with planning the availability of human 
resources. Order release decisions include implementation of procurement and inventory 
management and priority planning (e.g. sequencing and (re)scheduling, dispatching) (Chung, 
2003). 
 
Certainly, the distinctions among long, medium, and short terms can be arbitrary and 
debatable. Also, these temporal decisions are not independent of each other (Chung, 2003).  
A decision support system should be able to capture exceptions; special cases that deviate 
from normal behavior in a business process. These exceptions should therefore be cared for 
by human intervention. Their cause might include: process deviation, malformed data, 
infrastructure or connectivity issues, poor quality business rules, etc. Exception management 
is the practice of investigating, resolving and handling such occurrences by using skilled staff 
and software tools. Good exception management can contribute to efficiency of business 
processes. 
 
An enterprise resource planning (ERP) system is a form of decision support system that can 
deliver real-time data for production planning and operational control. The implementation 
of an ERP system requires the availability of relevant management information. Performance 
indicators should be uniquely identified and should be followed in time (Burstein and 
Holsapple, 2008). The subjects of ERP, management information and performance 
measurement are further elucidated upon in the remainder of this paragraph. 
 
Enterprise Resource Planning 
The more complex the supply chain, the higher the needs for tools for organizations to 
effectively manage their activities. The information system is considered a fundamental tool 
for a competitive organization. One of the most mentioned information systems in research 
and business news is the ERP system. ERP is an enterprise-wide information system that uses 
ŘŀǘŀōŀǎŜ ǘŜŎƘƴƻƭƻƎȅ ǘƻ ŎƻƴǘǊƻƭ ŀƴŘ ƛƴǘŜƎǊŀǘŜ ŀƭƭ ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ǊŜƭŀǘŜŘ ǘƻ ŀ ŎƻƳǇŀƴȅΩǎ 
business including customer, supplier, product, employee, and financial data. Almost all the 
business transactions (e.g. inventory management, customer order management, 
production planning and management, distribution, accounting, human resource 
management) are entered, recorded, processed, monitored and reported (Helo, 2008). Such 
an ERP system encompasses real time supply chain data. ERP systems are at the center of 
much of the real-time data generation for decision making. For example, key data generated 
or maintained for the supply chain in the ERP system are qualified vendor lists, orders, goods 
received given the orders, transportation vendors, etc. Ultimately, this data, updated in real 
time, is the basis of planning in both the enterprise and the supply chain. Often there is 
sharing of ERP data to facilitate data exchange (Burstein and Holsapple, 2008). The newly 
implemented system KBT-Pro is such an ERP-system. The challenge is to effectively use this 
system in order to extract data which find their purpose in management objectives.  
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Management information  
Management information is needed to be able to control the logistics operation in real time. 
A set of management information metrics can be gathered into a dashboard with key 
ǇŜǊŦƻǊƳŀƴŎŜ ƛƴŘƛŎŀǘƻǊǎ όƪǇƛΩǎύ or within a performance measurement system (PMS). Both 
constructs show similar characteristics and are intertwiningly used.  
 
A complete dashboard of instruments that provide useful management information about 
the logistics operation, giving a good graphical overview is used in many companies. The 
user can easily change the standard reports and there are tools that make adding new 
reports simple (Visser and Van Goor, 2006).  
 
Paine (2004) contends that the dashboard approach is linked to a need to cut through the 
ever-increasing volumes of data available in the corporate information systems such as 
within ERP. A digital dashboard, also known as an enterprise dashboard or executive 
dashboard, is a business management tool used to visǳŀƭƭȅ ŀǎŎŜǊǘŀƛƴ ǘƘŜ ǎǘŀǘǳǎ όƻǊ ΨhealthΩ) 
of a business enterprise via key business indicators. Digital dashboards use visual, at-a-
glance displays of data pulled from disparate business systems to provide warnings, action 
notices, next steps, and summaries of business conditions (Burstein and Holsapple, 2008). 
Gitlow (2005) sees dashboards as a prolongation of the quality management philosophy (e.g. 
5ŜƳƛƴƎΩǎ ǘƘŜƻǊȅ ƻŦ Ŏƻƴǘƛƴǳƻǳǎ ƛƳǇǊƻǾŜƳŜƴǘύ ŀƛƳŜŘ ŀǘ ƛƳǇǊƻǾƛƴƎ ōƻǘƘ ƻǊƎŀƴƛȊŀǘƛƻƴŀƭ 
results and organizational processes. 
 
The key element in a dashboard is not only the design of the interface (as many tool kits are 
available from software vendors to develop advanced dashboards with minimal 
programming expertise), but the enlightened selection, and accurate capture in the 
ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ current data sources, of the critical indicators most useful to the business. 
Evidently, this requires collaboration between managers/users and IT specialists. This is an 
age-old problem as far as information systems are concerned, which has been discussed in 
relation to decision support systems, executive information systems, and generally any other 
types of system that have been proposed for managerial support (Burstein and Holsapple, 
2008). 
 
A performance management system is defined as the set of metrics used to quantify the 
efficiency and effectiveness of actions (Neely et al, 1995). According to Tangen (2004), a PMS 
should support strategic objectives, have an appropriate balance, guard against sub-
optimization, have a limited number of performance measures, be easily accessible and 
consist of performance measures that have comprehensible specifications. A PMS design is 
unique for every company. The practitioner is still left to decide how each performance 
measure should be specified, how often it should be measured and at what level of detail. 
Literature gives little guidance when it comes to the question of how to measure it (Tangen, 
2004).   
 
Beamon (1996) presents four main characteristics of effective PMSs. These characteristics 
include inclusiveness (measurement of all pertinent aspects), universality (allow for 
comparison under various operating conditions), measurability (data required are 
measurable) and consistency (measures consistent with organization goals). An effective 
PMS should address these issues. Although it may be difficult to choose the individual 
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performance measures, it is vital that the performance measures are related to the strategic 
goals of the organization. The measures have to be tailor-made selected for the case of HDB 
as well as the planning for when, what and to whom to deliver this information. 
 
Performance measurement 
Effectively using the ERP system for the case of HDB has to be aligned with the control 
function of the production logistics. Performance of the production logistics system can be 
measured by using a dashboard with key performance indicators i.e. a performance 
measurement system (see Figure 14). Both perspectives are similar to each other and are 
discussed below.  
 

 
Figure 14 Example kpi dashboard/performance management system 

 
The critical indicators on the dashboard are called key performance indicators όƪǇƛΩǎύ. Visser 
and Van Goor (2006) classify management information into the form of a number of these 
key performance indicators:  
 
V Output ς provides management information about the degree of delivery of the 

warehouse, such as the service level measured in completeness, timeliness, and 
quality of the deliveries. 

o The completeness, quality and timeliness of shipments received 
o Performance of the primary warehouse processes from receipt to dispatch 
o Inventory management 
o Warehouse management 
o The use of resources 
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V Input ς deals with management information on the input side of the warehouse, such 
as reliability of suppliers according to completeness, timeliness, and quality of the 
goods received. 
 

V Warehouse performance ς management information about the planning, the 
progress, and the results of the primary warehouse processes. 

o Planning: Warehouse activities are related to the capacity available planned 
on the planning board. This planning board records the planned completion 
time of the warehouse activity in question. 

o Progress: The current status is maintained per warehouse process. This means 
that the system knows what already has been picked for a certain customer 
and how much still need to be produced. 

o Results: The results of the processes are measured in effort, quantity, 
timeliness and quality. 

 
V Stock performance ς management information about inventory management 

includes references to inventory levels, capacity utilization and stock rotation. 
o Inventory with or up to a certain best-before date 
o Inventory from a certain receipt or purchasing order 
o Inventory of a certain item number 
o Total inventory per item per status 

 
V Warehouse management ς concerns management information about capacity 

utilization figures.  
o Pick locations that have not yet been allocated to an item 
o The blocked locations 
o The number of possible pallet places at locations 
o The number of pick locations that have been allocated to an item, but where 

there is no delivery demand 
 

V Resource efficiency ς management information about resources refer to the 
performances of people and equipment. Performance is measured automatically 
during the execution of the logistics processes in the warehouse, such as the goods 
receipt, order picking and internal transport. Set off against standards, this provides 
the opportunity to assess the efficiency of the resources utilized. 

 
Beamon (1999) distinguishes three main measures for a PMS: resource, output and flexibility 
measures. The PMS should measure each of the three types, as each type is vital to the 
overall performance success of the supply chain.  
 
Resource measures have the goal of a high level of efficiency and include inventory levels, 
personnel requirements, equipment utilization, energy usage and costs. Examples are return 
on investment, total costs of resources used, distribution costs including transportation and 
handling costs, manufacturing costs including labor, maintenance and re-work costs, costs 
associated with held inventory such as inventory investment, inventory obsolescence, work-
in-progress and finished goods (Beamon, 1999). 
 



 

 46 

Output measures have the goal of a high level customer service and include customer 
responsiveness, quality, and the quantity of final product produced. Important measures 
considered are sales, profit, order fill rate, manufacturing lead time, shipping errors, 
customer complaints, on-time deliveries, product availability performance and customer 
response time (Beamon, 1999). 
 
Flexibility measures have the goal of ability to respond to a changing environment. Flexibility 
can be measured in the extent an operation can be changed and the ease (in cost, time or 
both) with which the operation can be changed (Beamon, 1999). So, a company may be 
currently utilizing its resources efficiently and producing the desired output, but in how far is 
the company able to adapt adequately to changes in the environment such as volume and 
schedule fluctuations from suppliers, manufacturers and customers? Slack (1991) defines 
four different flexibility measures. Volume flexibility refers to the proportion of demand that 
can be met with the system. Delivery flexibility is the ability to move planned delivery times 
forward in order to accommodate rush orders and special orders expressed as the 
percentage of slack time. Mix flexibility refers to the time required to produce a new product 
mix. At HDB this refers to the set-up times of different orders or products to be processed. 
New product flexibility is defined as the ease with which new products are introduced to the 
system. For example, the time or cost required to add new products to existing production 
operations.   
 
The performance metrics can also be selected from a bottleneck management perspective. 
To take throughput-based decisions, it is necessary to have exact and online data available 
of the variable cost at the various production centers. Therefore, only that data should be 
selected which is related to the three TOC measures: Throughput, Inventories and Operating 
expenses (Chaudhari and Mukhopadhyay, 2003). For instance, buffers could be used as an 
information system to effectively manage and improve throughput. This provides 
information based on planned and actual performance and is used for monitoring the 
inventory in front of a protected resource to compare its actual and planned performance 
(Schragenheim and Ronen, 1990). In combination with such a TOC framework, spreadsheet 
optimisation tools can be used to provide effective decision aids (Mabin and Gibson, 1998). 
The ERP system KBT-Pro should be put in place to extract these throughput data. 
 
For the case of HDB, expert interviews with key users should reveal the required 
performance metrics that apply for the different business levels. The set of these metrics can 
be categorized into various key performance indicators and into resource efficiency, output 
performance and flexibility. 
 
Conclusion 
Decision support systems are crucial in tackling the interdependent and complex nature of 
operations management decisions at strategical, tactical and operational level. An enterprise 
resource planning system is a decision support system that delivers on real-time data for 
production planning and control. Management information could be compiled into a 
dashboard for each of the different business levels, containing key performance indicators or 
a performance management system which distinguishes resource, output and flexibility 
measures. The performance metrics must be tailor-made selected for the case of HDB as 
well as the planning for when, what and to whom to deliver this information.  
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3.9 Conclusion 

The literature review stage considered three main areas: capacity and order release 
planning, network configuration and decision support systems. According to these areas, 
conclusions are given below. 
 
Lead times are an effective measure for production performance and add to a stronger 
control function of the capacity and order release planning. The Theory Of Constraints (TOC) 
and the maximal flow problem aim at maximizing throughput, thereby decreasing 
manufacturing lead times. The TOC-principle drum-buffer-rope (DBR) can be used to 
effectively schedule the capacities and order release at HDB, reducing inventory and 
operating expenses. TOC is a system-level improvement philosophy stating that bottlenecks 
within the system represent opportunities for improvement, because they determine the 
performance of a system. Bottlenecks can be physical constraints, i.e. aligning capacities in a 
production environment to maximize throughput, or policy constraints, i.e. market demand. 
Physical constraints can be approached by the OPT-method, the five focusing steps and the 
shifting bottleneck heuristic. Policy constraints can be encountered by the TOC Thinking 
Process.  
 
Capacity planning and order release in a serial system can also be planned by order review 
and release (ORR) techniques in order to reduce inventory holding costs, shop congestion 
and flow times. Order release can be arranged by various load-limiting and time-phased 
order release mechanisms. These triggering mechanisms can be used to serve the distinct 
customer groups, segmented into bulk and tailor-made volumes. A common order 
dispatching technique used for this is the bin-packing problem which balances the workload 
over various production areas. A queuing model could be developed to simulate the order 
release techniques. ORR techniques in general show clear similarities with the DBR principle, 
considering throughput, lead time and work-in-progress inventory tradeoffs.  
 
The production network configuration can be optimized applying minimum cost network 
flow problems such as the transportation model that minimizes the internal transport 
distances. Supplementary, the facility layout comparison model, reviewing of the order 
picking method ŀƴŘ ŀǊǊŀƴƎƛƴƎ ǘƘŜ ǇǊƻŘǳŎǘǎ ŀŎŎƻǊŘƛƴƎ ǘƻ tŀǊŜǘƻΩǎ [ŀǿ !./ ǘƘŜƻǊȅ ŎƻǳƭŘ 
further decrease the distance travelled by products.  
 
In order to make effective decisions concerning the production performance, i.e. the 
capacity and order release planning, a decision support system needs to provide useful 
management information. The decision support system at HDB is an Enterprise Resource 
Planning system, which is able to deliver real-time data for production planning and control 
at strategical, tactical and operational level. From these data, management information has 
to be extracted, compiled into a dashboard for each of the different business levels, 
ŎƻƴǘŀƛƴƛƴƎ ƪŜȅ ǇŜǊŦƻǊƳŀƴŎŜ ƛƴŘƛŎŀǘƻǊǎ όƪǇƛΩǎύΦ ¢ƘŜǎŜ ƪǇƛΩǎ ƘŀǾŜ ǘƻ ōŜ ǎŜƭŜŎǘŜŘ ŀƴŘ 
developed, applicable and useful for the case of HDB. From the perspective of a 
performance management systemΣ ƪǇƛΩǎ ŀǊŜ ŎŀǘŜƎƻǊƛȊŜŘ ƛƴǘƻ resource, output and flexibility 
measures. 
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Outlook empirical research and expert interviews  
Now this literature review stage is completed, the stages of empirical research and expert 
interviews can start, using input from literature. An iterative approach will consider the 
literature parts as follows.  
 
For Step 1 the development of an efficient capacity and order release planning the 
constructs of lead time, bottleneck management, the Theory Of Constraints and order 
release techniques will be used. The production planning system links to the maximal flow 
problem and inhibits order picking improvements. Empirical research delivers quantitative 
results, where expert interviews will validate these results.  
 
Concerning Step 2, optimizing the production network configuration, the minimum cost 
network flow problem will be applied. A zero scenario of the current configuration is brought 
into perspective in the empirical research, while suggestions for improvements come from 
the expert interviews, linking to the facility layout approach.  
 
Regarding Step 3 to set up a basic framework for management information, theory from 
decision support systems will be put into practice. Empirical research will provide a list of 
possible key performance indicators at the three generic business levels, while by 
conducting expert interviews management information applicable for HDB will be selected.  
 
The optimization technique of queuing models will be used in recommendations for further 
research.  
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4.   EMPIRICAL RESEARCH   

 
This chapter sets forth the empirical research conducted at Hilverda De Boer (HDB), fulfilling 
stage 2 of the research framework. To get an overview of the daily business processes at 
HDB, a timeframe Gantt Chart is developed as a starting point for the production planning 
(4.1). Next, the capacity and order release planning is researched and presented, applying 
the system thinking from the Theory Of Constraints (4.2). Next to the physical bottlenecks, 
policy bottlenecks are highlighted that are detrimental to the manufacturing lead time (4.3). 
To optimize the production network configuration a basic minimum cost transportation 
network flow model is set up, applied to the production areas of HDB (4.4). To guide the 
production planning, the current status of management information in the ERP system and a 
list of production performance metrics are put forward (4.5). Finally, the conclusion of the 
empirical research is presented, delineating data gaps to be filled by expert interviews (4.6).  
 

4.1 Timeframe production processes 

This paragraph describes the main production processes at HDB. Start and finish times of 
these processes during an average day is presented, illustrated by a Gantt Chart. Next, an 
example of a random order is put forward. Insight in the production processes related to a 
timeframe forms the basis for developing a production planning.  
 

Production processes HDB 
HDB purchases the flowers from the flower auctions and directly from breeders. These 
products are checked at the product entry control on quantity and quality, scanned into the 
inventory of the ERP system and numerically labeled. The labeled flowers are distributed by 
the internal transport to the designated order picking area where the inventory is held. HDB 
sells out of ƛƴǾŜƴǘƻǊȅ ŦǊƻƳ ŀ ΨƳŀƪŜ ǘƻ ǎǘƻŎƪΩ ǇŜǊǎǇŜŎǘƛǾŜΦ 
 

After placement of a customer order, the account manager puts the order in the ERP system. 
Mostly, the account manager gives the order free to start processing the flowers through the 
production logistics network. Sometimes, the purchaser first has to check the availability of 
the required flowers and then he releases the order. After the order release, the order 
pickers print the picking lists and pick the required items from the inventory cooling cells.  
 

The internal transport employees distribute the picked items to the various processing and 
packing locations. The three biggest processing and packing locations are named location A, 
B and C, consisting of respectively 6, 8 and 6 sub locations. At all locations the flowers are, if 
applicable, at client level tailor-made processed. This means that requirements are fulfilled 
concerning stickering, slip-covering, sacking etc. At location A all flowers are manually ΨdryΩ 
packed into (HDB) cardboard boxesΣ ŎƘƛŜŦƭȅ ǘǊŀƴǎǇƻǊǘŜŘ Ψōȅ ŀƛǊΩ Ǿƛŀ {ŎƘƛǇƘƻƭ. At locations B 
and C the flowers are packed ΨwetΩ, i.e. the flowers are packed onto a trolley in auction 
containers ŦƛƭƭŜŘ ǿƛǘƘ ŀ ƭŀȅŜǊ ƻŦ ǿŀǘŜǊΣ ǘȅǇƛŎŀƭƭȅ ŘŜǎǘƛƴŜŘ ŦƻǊ ΨǊƻŀŘΩ ŘŜƭƛǾŜǊȅ by truck. Flowers 
already packed in boxes of the breeder (e.g. chrysanthemums, lilies, anthuriums and green) 
are just transferred onto the trolley. At location B, the colli (i.e. containers and boxes) are 
packed onto ŀ ΨŎŀƎŜ ǘǊƻƭƭŜȅΩ (Figure 15), while at location C the colli are packed directly or 
repacked first in suitable small auction containers ƻƴǘƻ ŀ Ψ5ŀƴƛǎƘ ǘǊƻƭƭŜȅΩ (Figure 16).  
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 Figure 15 Cage trolley Figure 16 Danish trolley 

 
The boxes of location A are transported automatically by a conveyor belt, scanned and 
pushed out at the predetermined path of the pallet building and handling area. The boxes 
are stacked on pallets, made ready for external logistics and sent to the expedition area. The 
full trolleys of locations B and C are checked, sealed and transported to expedition.  
 
At the expedition the pallets from location A and the trolleys from B and C are checked on 
quantity and transferred to the designated dock number. The docks are geographical 
divided. The pallets from A are destined for overseas customers, transported by air. The 
Danish trolleys are designated for the Scandinavian clientele and the cage trolleys for the 
rest of Europe. The external logistics is outsourced at HDB.  
 
!ƴ ƻǾŜǊǾƛŜǿ ƻŦ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ǇǊƻŎŜǎǎŜǎ ƻƴ I5.Ωǎ ŦƭƻƻǊ Ƴap can be consulted in Chapter 2, 
Figure 4. (The area Bouquets is a private company, renting space from HDB, supplying partly 
the same clientele.)  
 
Timeframe production processes 
On an average day, the purchasers start around 5 AM with their work, and start buying from 
the auction clocks at 6 AM. Via the electronic shuttle rail, the flowers are distributed from 
the auction to the box (i.e. the shop floor) of HDB. So, employees at the product entry 
control also start at 6 AM. The account managers start around 6 AM with selling and put the 
orders into the ERP system. The order pickers start at 6 AM processing the orders already 
put into the ERP system by the account managers the day before. One hour later at 7 AM, to 
provide a ΨǿƻǊƪ inventoryΩ buffer, the processing and packaging area begins. Half an hour 
later at 7.30 AM expedition starts with emptying the trucks from returned trolleys and 
auction containers, before the incoming flow of full trolleys and pallets start. In Figure 17 a 
Gantt Chart of the processes with starting and average ending times at HDB is presented.  
 
During the breaks personnel is split into two shifts, so half of the normal production capacity 
continues. During the day, some flexible employees are shuffled from one production 
process to another. For instance, after the lunch break, half of the employees from the order 
entry control are divided over the other production areas where needed. So, from a capacity 
alignment perspective, capacities of the production areas fluctuate during the day. 
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Figure 17 Gantt Chart processes HDB average day 
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Figure 18 Gantt Chart fictitious random order 
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Figure 18 presents the Gantt Chart of a fictitious random order of about 4000 stems, say 50 
colli (auction containers or boxes). The order is entered during and after the purchaser is 
doing his work. Normally, fresh inventory from today and older inventory are mixed into one 
order. Therefore, product entry control is faded within the figure. Order picking and 
distribution of this order takes approximately 35 minutes before all colli are picked at the 
different order picking areas. Processing and packing the 50 colli at location B takes about 40 
minutes. At the expedition, processing two cage trolleys takes about 30 minutes. In between 
the processes, waiting times incur. The manufacturing lead time of this fictitious example 
thus is 2.5 hours reckoned from printing the order at the order picking area until the 
clearance of the full trolleys at the expedition docks.  
 
Lead time random real order 
The lead time of a real order is measured 12th of May, 2010 concerning the customer ODW. 
The order represents 3215 stems of flowers and 65 colli to be packed on cage trolleys 
(location B); an average customer for HDB. Every two minutes the planning menu is 
refreshed in order to meticulous track the progress of this specific order. The order picking 
areas started printing the contingent parts of the order from 09.00 AM and the last flowers 
to be picked were printed at 13.02 PM. From 9.52 AM on the first flowers were processed 
and packed and directly transmitted to the cage trolleys. At 14.22 PM the last stems were 
added to the order. The order was ready 22 minutes after the deadline. The manufacturing 
lead time in total comes down to 5 hours and 22 minutes. Subtracting 50 minutes break 
brings the total manufacturing lead time to 4 hours and 32 minutes. So, the manufacturing 
lead time for this order is about 4.5 hours; this is the amount of time to process this order 
through the internal production logistics network of HDB.   
 
Conclusion 
At HDB the following production processes occur. Flowers are bought at the various 
auctions, transported to the box of HDB and checked by the product entry control area. The 
account manager puts the sale of flowers into an order. The order pickers print the order 
and pick the products; the flowers are processed and packed onto an expedition unit and 
finally transported to the expedition area, ready for external shipment. The manufacturing 
lead time for an average order from order picking to expedition is in an example 4.5 hours.  
 
Insight in the production processes related to a timeframe forms the basis for the 
production planning. Measuring capacities of the different production areas and choosing 
and developing an order release mechanism can further enhance the control function of the 
production planning.  
 

4.2 Capacity and order release planning  

Production planning at HDB is demarcated in this research to the capacity planning and the 
order release planning and their inter linkages. For the development of an efficient capacity 
and order release planning the concepts of lead time, bottleneck management and order 
release techniques will be applied in practice. The production logistics is seen as a system 
according to the Theory Of Constraints. Capacities per production area are measured and 
translated into a capacity planning. Next, an order release mechanism is presented in order 
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to supply the various production areas constantly and efficiently. Together, this forms the 
proposed production planning for HDB, minimizing the manufacturing lead time. 
 
Current situation capacity and order release planning 
Currently, no clear overview of the capacities of the production areas exists. Box managers 
do have a gross idea of the average capacity of the entire system, i.e. 100.000 stems 
processed per hour. However, a split per production area has never actively been measured 
before. Production is nevertheless tracked real-time by the ERP system KBT-Pro and presents 
the current status of the production areas.   
 
Capacity measurement at the first production area product entry control currently does not 
yet exists, but could be easily applied because it concerns one source of incoming products. 
 
Capacity at the second production process order picking can only be measured by dividing all 
order picked stems by the amount of employees and worked hours, but is not yet provided 
for per inventory or order picking cell. Besides at the order picking area the ERP system 
counts the amount of stems already printed, but not the number of stems actually picked. 
So, only an average for the entire order picking area as a whole (29 inventory cells, of which 
twelve are the large, regular defined cells) can be measured. Order picking capacity for only 
one inventory cell of e.g. roses is impossible to measure.  
 
Capacity at the third consecutive area processing and packing can be measured per sub area 
(locations A, B and C). These data could be extracted from the system; however these have 
to be entered manually into a spreadsheet.  
 
The final production processes occur at the pallet building and handling area behind location 
A and at the expedition area. Here, capacities can only be measured together for the entire 
area, similar to the order picking areas.  
 
Taking the production processes together, capacity measurement at the production areas 
does currently not exist and accurate measurement of the different production processes is 
difficult and varies per (sub) area.  
 
Moreover, the unit of measurement deviates per production area. Namely, the product 
entry control area is tracked in units of colli, while the areas order picking, processing and 
packing and expedition are measured in amount of stems. Using different measuring units 
blurs the overview of capacities. Thereby, one collo of flowers could count five stems of 
hydrangea or 200 stems of tulips. {ƻΣ ƳŜŀǎǳǊŜƳŜƴǘ ƛǎ ŀƭǿŀȅǎ ŀ ΨōŜǎǘ ƎǳŜǎǎΩ ǿƘŜƴ ƳŜŀǎǳǊƛƴƎ 
in units of stems. Another possible measurement unit is the amount of order lines. However, 
one order line could contain one bunch of roses or two full trolleys. Hence, a better, more 
precise unit of measurement would be colli. Every colli or part-colli brings about the same 
amount of work. Handling one bunch of roses of 20 stems or a full auction container with 80 
stems requires approximately the same amount of processing and handling time. Next, in 
comparison to the unit of stems or order lines, colli or part-colli are less influenced by 
seasonal developments such as higher average amounts of stems during e.g. the tulip season 
and volume fluctuations during the different days of the week. On Monday and Friday the 
average number of stems is significant higher than the days in between.  
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The order release mechanism in the current situation has no clear defined sequence. 
Account managers put the orders into the ERP system ready for processing at the production 
floor. Currently, order pickers print a lot of orders once, say 20, to get an overview of the 
work to be done. This has the effect of relatively small orders because products destined for 
that order are still coming in between the moment of printing and the start of picking. 
Moreover, no clear sequence in the order picking is defined. So, management of the order 
release mechanism would be desirable to decrease the lead time and increase the average 
number of colli and part-colli per printed batch.  
 
All in all, measurements within the system of KBT-Pro leads to inaccurate results for the 
various (sub) areas due to the fluctuating measuring unit of stems. The unit of measurement 
should be colli and part-colli in order to calculate the most reliable capacities. A proper order 
release mechanism cƻǳƭŘ ƛƳǇǊƻǾŜ ǘƘŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜΦ 
 
Capacity measurement: approach 
The adaptation of the ERP system is while writing this thesis still in full progress. It is not 
possible to measure the entire system in the unit of colli. Next, the order picking area can 
not be measured real-time because orders are printed before directly processed. Hence, 
capacity measurement is at the moment not possible on the level of accurateness as 
desired. To grasp a general idea, capacities per production area are measured in units of 
stems during ten days, inhibiting two Mondays, two Tuesdays, two Wednesdays, two 
Thursdays and two Fridays. Statistical significance of the results is uncertain due to the used 
measuring unit, however by measuring capacities each half an hour at each (sub) area and 
by measuring within the same season a precise as possible outcome is obtained. To calculate 
the capacities per area the amount of employees and worked hours per area is required. 
From the hours registration system formats are extracted such as exemplified in Appendix A. 
Appendix B presents the template used for measuring the capacities at the various areas.  
 
As said, at the product entry area the capacity is measured in colli, because the ERP system 
does not provide the amount in stems. The capacity of this process is higher than the 
production processes after, because on average only five to six hours are worked at this area 
processing the flowers from the flower auctions. All other processes exceed this amount of 
time. The order picking process can only be measured as a whole, but the processing and 
packing is grouped into six main areas, constituting of locations A flight, A truck, cage trolley, 
Danish trolley, H (buffer) and SPAAR (work for daughter company Spaargaren). The buffer H 
is distributed 75% among A truck orders and 25% among cage trolleys orders. Outcomes of 
location SPAAR is used for internal uses. The pallet building and handling area behind 
location A and the expedition area are measured together as one.   
 
Capacity measurement: results 
Appendix C presents an overview of the results of the capacity measurements. Table 2 
presents the capacities per area (in stems of flowers processed) divided per day, where 
Table 3 presents results divided per timeframe. The bottleneck process is in both tables 
marked (bold and shaded) per day and timeframe. It is clear to see that on average the order 
picking process is the bottleneck (the lowest capacity/slowest process: 90,000 stems per 
hour on average). However, on Monday the processing and packing process is the 
bottleneck. This deviation has to be explained and validated at the expert interviews in the 
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next chapter. hƴ ŀǾŜǊŀƎŜΣ ǘƘŜ ΨǎǇŜŜŘΩ ƻŦ ǘƘŜ ŜƴǘƛǊŜ ǎȅǎǘŜƳ ƛǎ урΣллл ǎǘŜƳǎ ǇŜǊ ƘƻǳǊ όмлоΣллл 
+ 90,000 + 60,000 + 58,000 + 114,000) / 5 = 85,000). Differences per day are attributed to 
the variations in average stems ordered per day: Monday and Friday are the busiest days. 
 

Table 2 Capacities per process (in stems) 

 
Order picking 

Processing and 
packing 

Pallet handling 
and expedition 

 
Product entry 
control (Colli) 

Monday 114000 103000 108000   2200 

Tuesday 90000 93000 101000   1700 

Wednesday 60000 70000 75000   1700 

Thursday 58000 63000 74000   1700 

Friday 114000 126000 134000   2000 

Average 90000 94000 102000   1900 

 
When looking to the bottleneck per timeframe it comes to front that the bottleneck shifts 
during the day. This can be explained by the freedom of the order pickers to print the orders. 
It is clear to see that at the start of the day and during the breaks, orders are printed, which 
influences the measured capacities. Between 6 and 7 AM the capacity is very high and steep 
increases are seen during the breaks between 9 and 10 AM, 12 and 1 PM, 15 and 16 PM. 
This issue is further elaborated upon in paragraph 4.3. Hence, taking the average output of 
the order picking process (90,000 stems per hour) is perceived to be more valid than the 
fluctuations as measured. So, in general the order picking process is the bottleneck. Also this 
statement will be checked during the expert interviews.  
 

Table 3 Capacities per timeframe (in stems) 

 
Order picking 

Processing and 
packing 

Pallet handling 
and expedition 

 
Product entry 
control (Colli) 

6.00-7.00 136000       1300 

7.00-8.00 91000 79000 *89000   3200 

8.00-9.00 81000 92000 79000   2500 

9.00-10.00 117000 61000 80000   3100 

10.00-11.00 112000 107000 96000   2900 

11.00-12.00 83000 108000 94000   2300 

12.00-13.00 124000 117000 133000   1800 

13.00-14.00 61000 98000 106000   600 

14.00-15.00 49000 90000 115000   400 

15.00-16.00 60000 80000 116000   600 

16.00-17.00 21000 101000 120000   300 

17.00-18.00 13000 98000 103000   100 

18.00-19.00     137000     

*measured 7.30-8.00 
 
The maximum capacity varies from order picking to processing and packing, ending with the 
pallet handling and expedition area (marked blue). This is due to the fact that the system has 
to start up the inventory between the various processes and shifting of employees during 
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the day. Moreover, expedition has to wait on full trolleys; the last pick has to be placed onto 
the trolley or pallet, before it is transported to this area. Therefore, workload at the last 
process increases near the end of the day.  
 
Capacity planning: product entry control 
The capacity planning at the product entry control, measured in the unit colli, varies during 
the day. At 12 PM half of the product entry control employees are shifted to other 
processes, because most incoming products are processed then. The only products that 
come in later are the products purchased at other auctions. Below in Table 4 capacities are 
divided in two groups; before and after the turning point of 12 PM.  
 
On the peak days Monday and Friday higher volumes are purchased and sold. On these days 
the turning point is about one hour later: 1 PM. Based on this, on Appendix C and on the 
capacities of Table 3, a more precise capacity planning schedule (Table 5) is presented in 
which the number of employees is related to time and day of the week in order to fulfill 
efficient processing of the incoming flowers.   
 

Table 4 Capacities product entry control (in colli) 

 
Product entry 
control area until 
12 AM 

Per employee 
until 12 AM 

Product entry 
control area 
after 12 AM 

Per employee 
after 12 AM 

Monday 2800 310 1150 130 

Tuesday 2100 250 830 100 

Wednesday 2300 250 450 50 

Thursday 2600 270 470 60 

Friday 3200 300 920 100 

Average 2600 280 810 90 

 
Table 5 Capacity planning: number of employees product entry control 

 6:00-7:00 7:00-12:00 12:00-13:00 13:00-end 

Monday 4 10 10 (5*) 3 

Tuesday 4 8  6 (3*)  2 

Wednesday 4 8  6 (3*) 2 

Thursday 4 8  6 (3*) 2 

Friday 5 to 6 11 11 (5 to 6*) 3 

    *half employees has lunch break 
 
This newly proposed planning ǎŀǾŜǎ ŀǇǇǊƻȄƛƳŀǘŜƭȅ тр ƘƻǳǊǎ όϵноκƘƻǳǊύ ǇŜǊ ǿŜŜƪ ƳŀȄΦΣ ƛΦŜΦ 
ŀǇǇǊƻȄƛƳŀǘŜƭȅ нл҈ ƻŦ ǘƘŜ ƘƻǳǊǎ ǿƻǊƪŜŘ ŀǘ ǘƘŀǘ ŀǊŜŀ ƻǊ ϵфлΣллл ŀƴƴǳŀƭƭȅΦ IƻǿŜǾŜǊ ǘƘƛǎ 
planning has to be validated during the expert interviews. Shifting employees for one hour 
will in practice be an obstacle. 
 
Capacity planning: alignment to the bottleneck 
In order to improve the maximal flow of the production system, the bottleneck has to be 
relieved. A method to do this is adapting the amount of employees placed at the bottleneck. 
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However, the challenge is that productivity per employee measured in processed stems per 
hour varies per day of the week. Table 6 shows the capacity (i.e. productivity) per employee 
per hour.  

Table 6 Capacity per employee per hour (in stems) 

 
Order picking 

Processing and 
packing 

Pallet handling 
and expedition 

 
Product entry 
control (in colli) 

Monday 3400 1900 11400   230 

Tuesday 2900 1900 11200   200 

Wednesday 2000 1500 10700   190 

Thursday 1900 1500 8200   210 

Friday 3400 2300 13400   190 

Average 2700 1800 11000   210 

 
Explanations for the fluctuations per day lay for instance in the type of customers processed; 
on Tuesday relatively much cage trolleys are processed compared to Wednesday and 
Thursday. This increases productivity, because other customer types are more laborious. 
Other influences are the average amount of stems sold that day, the average amount of 
stems per order (Table 7, based on 255 production days during 2009) and delay in incoming 
products from other auctions.  

 
Table 7 Average amount of stems per order 

  # stems # orders stems/order 

Monday 1024000 382 2700 

Tuesday 793000 263 3000 

Wednesday 613000 236 2600 

Thursday 550000 150 3700 

Friday 1391000 382 3600 

Average 872000 282 3100 

 
The amount of employees at the order picking should be leveled to the capacity of the 
processing and packing. The process of product entry control is about two times faster, 
assuming an average count of 80 stems per colli. Next, the average capacity of the pallet 
handling and expedition area is scheduled on purpose approximately 10% higher due to the 
ΨǊǳǎƘ ƘƻǳǊΩ at the end of the order deadlines. Thus, the 10% is perceived to be needed for 
flexibility near the end of the day. This incurs however a small overcapacity during the 
morning.  
 
Because of this deliberate overcapacity, the fluctuating order picking capacities per 
employee should be taken into account to align the bottleneck. Table 8 shows the result for 
the capacity planning of the order picking area. So, adapting the amount of order pickers to 
the capacity of the processing and packing maximizes the flow through the production 
system. For Monday, this would incur a decrease in labor costs. For the other days this incurs 
an increase in productivity of the whole system, while labor costs are higher for only one 
production process.  
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Table 8 Order pickers needed per day 

  

Capacity 
order picking 

Capacity 
Processing 
and packing 

Discrepancy 
capacities 

Order picking 
capacity per 
employee 

Extra order 
pickers 
needed 

Monday 114000 103000 -11000 3400 -3 

Tuesday 90000 93000 3000 2900 1 

Wednesday 60000 70000 10000 2000 5 

Thursday 58000 63000 5000 1900 3 

Friday 114000 126000 12000 3400 4 

 
Applying this schedule would relief the bottleneck and maximizes throughput of the 
production system, considering the first four of the five focusing steps of the Theory Of 
Constraints.  
 
Considering the extra order pickers needed, on average two employees per day, this would 
yield an increase in throughput from 85,000 to ((103,000 + 93,000 + 70,000 + 63,000 + 
126,000) / 5 =) 91,000 stems per hour (based on Table 2). This would increase throughput of 
the entire system with ((91,000 ς 85,000) / 85,000 =) approximately 7%. Considering 7% 
ȅƛŜƭŘ ƻƴ уΦр ǿƻǊƪŜŘ ƘƻǳǊǎ ƻƴ ŀǾŜǊŀƎŜ ǇŜǊ Řŀȅ ŦƻǊ мпл ŜƳǇƭƻȅŜŜǎ όϵноκƘƻǳǊύ ŘǳǊƛƴƎ нрр 
ǇǊƻŘǳŎǘƛƻƴ Řŀȅǎ ǇŜǊ ȅŜŀǊ ŀŘŘǎ ǳǇ ǘƻ ŀƴ ŀƴƴǳŀƭ ǎŀǾƛƴƎ ƻŦ ϵпфлΣлллΦ !ǎǎǳƳƛƴƎ that the on 
average two extra order pickers needed work 8.5 hours per day this adds up to: 2 * 8.5 hours 
ϝ ϵно ϝ нрр ǇǊƻŘǳŎǘƛƻƴ Řŀȅǎ Ґ ϵ мллΣллл ŜȄǘǊŀ ƭŀōƻǊ ŎƻǎǘǎΦ {ƻΣ ŀǎǎǳƳƛƴƎ ǘƘŜ ǇǊƻǇƻǎŜŘ 
planning for the bottleneck order picking could be adjusted according to Table 8, this yields 
(490,000 ς 100Σллл Ґύ ϵофлΣллл ƻƴ ƭŀōƻǊ Ŏƻǎǘǎ ŀƴƴǳŀƭƭȅΦ  
 
However, another perspective would ōŜ ǘƻ ƛƴŎǊŜŀǎŜ ǘƘŜ ƻǊŘŜǊ ǇƛŎƪŜǊǎΩ productivity on the 
days between Monday and Friday. Production varies from 0,6 million stems on Wednesday 
until 1,4 million on Friday, while the number of order pickers do not vary in such a way; only 
6% less order pickers work during the days in between. Besides, order picking capacity 
differs 70% when comparing Monday to Wednesday, while stems per order do not differ 
significantly. Expert interviews will have to elucidate on this measure; perhaps an adaptation 
of the amount of personnel per day is justified. 
 
Taking into account the measured average amount of stems per order, the number of order 
pickers could be decreased. This seems contradictory to Table 8, however the psychological 
effect that employees tend to work hardeǊ ƛŦ ƳƻǊŜ ǿƻǊƪ ƛǎ ΨōŜƘƛƴŘΩ ǘƘŜƳ could be a logical 
explanation. Next, if less stems have to picked, incoming products are still spread over the 
entire day. So, this means smaller amounts of order picked products per print, because 
distribution of incoming products is still spread over the entire day. This significantly 
decreases the measured capacities due to deploying an equal amount of employees. The 
number of order pickers to be put in place at the various cooling cells should then be 
adapted. Expert interviews will have to give further insight. The hypothesis is hence that only 
productivity is increased; the amount of orders ready before deadline should not be 
decreased.  
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For conducting a full analysis, more data should be gathered to get significant results. 
Measuring in the unit of colli would make the measurements more accurate. When these 
constraints are fulfilled, the five focusing steps of the Theory Of Constraints or the shifting 
bottleneck algorithm can be put in place in further research. For now, the average capacity 
alignment can be brought into perspective such as represented in Figure 19. The allocation 
of the number of employees per area times the capacity should be equal per production 
process in order to maximize throughput, thereby decreasing lead time. The ratio between 
employees of the areas order picking, processing and packing, pallet handling and expedition 
should be approximately; 4 : 6 : 1.   
 

Orderpicking: 
2700 stems/

hour

Processing and 
packing: 1800 
stems/hour

Pallet handling 
and expedition: 
11.000 stems/  

hour

 
Figure 19 Capacity alignment per employee 

 
Capacity planning: pallet handling area and expedition 
The capacities for the pallet handling can be extracted out of the as a whole measured pallet 
handling and expedition area capacity. In Table 9 on the next page an increase in workload 
during an average day can be discerned. This is due to the fact that a box or a trolley can 
only be finished after the last bunch of flowers or last box or auction container is added.  
 
On average the area processes 52,000 stems per hour, divided over five employees. It 
appears that especially on Monday and Friday during the last production hours workload 
steeply increases. Expert interviews will further elaborate on the allocation of employees at 
this area during the day.  
 
Capacities of the expedition area can not be measured, because the products are scanned 
Ψƻƴ ǘǊƻƭƭŜȅΩ ƛƴ ǘƘŜ ǎȅǎǘŜƳ ŀƭǊŜŀŘȅ ŀǘ ǘƘŜ ǇǊƻŎŜǎǎƛƴƎ ŀƴŘ ǇŀŎƪƛƴƎ ŀǊŜŀΦ {ƻΣ ǘƘŜ ŎǳǊǊŜƴǘ ǎǘŀǘǳǎ 
of the workload at the expedition area is not available within the ERP system. Expert 
interviews will have to gain insight in this data gap.  
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Table 9 Workload pallet handling during average day (in stems) 

 
A flight A truck Pallet handling 

Employees 
needed 

7.00-8.00 4000 32000 36000 3 

8.00-9.00 4000 25000 29000 3 

9.00-10.00 6000 25000 31000 3 

10.00-11.00 4000 40000 44000 4 

11.00-12.00 10000 36000 46000 4 

12.00-13.00 7000 47000 54000 5 

13.00-14.00 11000 49000 60000 6 

14.00-15.00 23000 57000 80000 8 

15.00-16.00 25000 55000 80000 8 

16.00-17.00 *12000 *64000 *76000 7 

17.00-18.00 *18000 *80000 *98000 9 

     *only Monday and Friday 
 
Order release planning 
After aligning capacities in the production logistics, maximizing throughput and decreasing 
operating expenses, the challenge is to keep all production areas constantly at work. The 
objective is to control the work-in-progress level and to balance the workload over the 
various order picking and processing and packing areas. Literature review provided several 
order release mechanisms possible to put in place at HDBΩǎ ǇǊƻŘǳŎǘƛƻƴ ǇƭŀƴƴƛƴƎ. Table 10 
provides an overview of the bottlenecks per processing and packing category, giving a first 
direction where the sequence of order processing is not optimal (marked bold and shaded).  
 

Table 10 Bottlenecks per processing and packing area (measured in stems) 

 
A flight 
order pick 

A flight 
processing 
packing 

A flight 
pallet 
handling 

A truck 
order pick 

A truck 
processing 
packing 

A truck 
pallet 
handling 

Monday 10000 11500 11700 47000 41000 42000 

Tuesday 7100 8000 8400 50000 51000 53000 

Wednesday 6400 8500 7800 25000 29000 29000 

Thursday 3900 5700 7600 21000 22000 22000 

Friday 9200 9400 9700 54000 59000 60000 

Average 7600 8900 9300 41000 42000 43000 

 

Cage 
trolley 
order pick 

Cage 
trolley 
processing 
packing 

Cage 
trolley 
pallet  
handling 

Danish 
trolley 
order pick 

Danish 
trolley 
processing 
packing 

Danish 
trolley 
pallet 
handling 

Monday 45000 41000 42000 16400 16100 16000 

Tuesday 30000 31000 32000 6600 6000 6300 

Wednesday 18000 21000 22000 8300 10300 10700 

Thursday 32000 36000 38000 6300 8100 8100 

Friday 40000 42000 45000 20800 20400 20400 

Average 34000 35000 37000 12600 13000 13200 
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Due to the fact that order picking is the bottleneck in the production logistics system, most 
shortages are occurring in this process. Largest differences emerge at the A flight area and in 
general on Wednesday and Thursday. Expert interviews with the box management should 
elucidate on the sequencing of orders. Box managers have a clear view of the allocation and 
sequencing of the different customers to and at the processing and packing locations.  
 
In order to optimize the order release phase, orders dispatched to the shop floor should be 
controlled. Paragraph 4.3 elucidates on the newly to be implemented ERP sub ƳŜƴǳ ΨōƻȄ 
ǇƛŎƪ ƻǇŘǊŀŎƘǘŜƴΩ ǿƘƛŎh prescribes the sequence of processing the orders an order picker has 
to abide. This system takes the control function out of the hands of the order pickers and let 
the computer system manage their work. The dispatching priority rule for the sequencing 
anŘ ŀǎǎƛƎƴƳŜƴǘ ƻŦ ƻǊŘŜǊǎ ƛǎ ōŀǎŜŘ ƻƴ ŘŜŀŘƭƛƴŜǎΣ ǘƘŜ ΨŜŀǊƭƛŜǎǘ ŘǳŜ ŘŀǘŜΩΦ  
 
Given the functionality to manage the sequence of order processing through the production 
logistics, workload has to be balanced. The work-in-progress level (the inventory between 
the various production areas) can be managed using trigger levels. The dimension to use is a 
time-phased release mechanism. The proposed trigger levels to be set is a lower bound of 
half an hour of the processing capacity of the particular processing and packing area and an 
upper bound of one hour. In such a way, on average in the ideal situation a work-in-progress 
level of 45 minutes capacity is maintained. The lower bound takes care of workload 
balancing, ensuring employees have work to do, while the upper bound ensures that the 
production area is not overflowing physically. During the start and at the end of the 
production day, the minimum should be adapted to a minimum amount of zero; otherwise, 
no flowers are picked at all. The timeframe Ψstart of the prodǳŎǘƛƻƴ ŘŀȅΩ ƛƴƘƛōƛǘǎ ŦǊƻƳ с to 7 
AM and the timeframe ΨŜƴŘ ƻŦ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ŘŀȅΩ ǎƘƻǳƭŘ ōŜ indicated by box management 
in the expert interviews. The proposed trigger levels are rounded off and presented in Table 
11: 
 

Table 11 Trigger levels per processing and packing area (in stems) 

  A flight A truck Cage trolley Danish trolley 

  Min Max Min Max Min Max Min Max 

Monday 6000  12000 20000  41000 20000  41000 8000  16000 

Tuesday 4000  8000 25000  51000 15000  31000 3000  6000 

Wednesday 4000  8000 15000  30000 10000  21000 5000  10000 

Thursday 3000  6000 11000  22000 18000  36000 4000  8000 

Friday 5000  10000 29000  59000 21000  42000 10000  20000 

 
The trigger levels should only be inserted after the bottleneck process of order picking is 
aligned with the processing and packing. Otherwise, minimum levels could sometimes not 
be met. In implementing the proposed triggers these should be taken wider first in order to 
prevent a stagnating production. Deadlines are leading in sequencing the order processing in 
the system. The triggering mechanism is related to the capacities of a total area and has to 
be adjusted by a trial and error approach when this is done during adjustment of the amount 
of employees per production area. Implementation of measurement in colli or picks would 
increase accuracy in measurement and leverages a tighter control function of the production 
logistics.  
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LŦ ŀ ΨǊǳǎƘΩ ƻǊŘŜǊ Ƴǳǎǘ ōŜ ŦƛƴƛǎƘŜŘ ŜŀǊƭƛŜǊΣ ƛǘǎ ŘŜŀŘƭƛƴŜ ǎƘƻǳƭŘ ōŜ ŀŘƧǳǎǘŜŘ ƛƴ ƻǊŘŜǊ to come 
higher on the Ψdigital priority listΩ (i.e. pre shop pool) of the ERP system. The result of this is 
however, that another order could be finished too late. This could cause a domino effect, 
leading to more orders finished behind deadline.   
 
Customer groups and sequencing 
Recommendations can be made concerning the distinct customer groups, segmented into 
bulk volumes and tailor-made volumes. To come to an efficient as possible throughput, the 
mix of orders, ready to be processed at the various processing and packing areas should be 
homogeneous divided qua volume. Peaks are divided during the day and a constant 
productivity is obtained. A disadvantage in view of the current situation is the space 
available at the cooling cells during the morning. Currently, the larger orders are released 
first to provide more order picking space. More trolleys are emptied, generating more room 
for the fresh incoming products. This could be implemented during the timeframe ΨǎǘŀǊǘ ƻŦ 
ǘƘŜ ŘŀȅΩ ŦǊƻƳ с ǘƻ т !aΦ ¢ǊƛƎƎŜǊ ƭŜǾŜƭǎ ƘŀǾŜ ǘƻ ōŜ Ǉǳǘ ƻƴ ǳƴōƻǳƴŘŜŘ ŦƻǊ ǘƘƛǎ ŦƛǊǎǘ Ƙƻǳr. An 
extra advantageous side-effect is that the processing and packing areas have a sufficient 
workload when they start working and that the lower bound trigger is met before 7 AM. 
Trigger levels take over control after this first phase of the day. This policy processes the 
larger orders for the first hour, providing extra space for the order pickers, before the newly 
proposed production planning is abided.  
 
Sequencing the order processing in general can be approached with the bin-packing 
technique. This technique ŎƻƴǎƛŘŜǊǎ ΨǇŀŎƪƛƴƎΩ όƛΦŜΦ ŀǎǎƛƎƴƛƴƎύ ŎǳǎǘƻƳŜǊǎ ǘƻ ŀ ŦƛȄŜŘ ΨbinΩ; a 
processing and packing sub area. The assumption that has to be made however is the 
average amount of stems per order for every customer. Relating to bottleneck management 
and maxiƳƛȊƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ǘƘǊƻǳƎƘǇǳǘΣ ŎǳǊǊŜƴǘ Ψōƛƴ-ǇŀŎƪƛƴƎ ƻŦ ŘŜŀŘƭƛƴŜǎΩ ǎƘƻǳƭŘ ōŜ 
analyzed. These batches of deadlines correlate with truck routes and flight departure times. 
Eventually, these deadlines are leading in production planning, adhering to a pull 
perspective. By processing batches of deadlines comprising for instance one hour of 
processing capacity for the entire production system, workload can be balanced evenly 
during the day. Hence, these deadlines should be adjusted to distribute the workload and 
control the work-in-progress. However, this is a tradeoff between logistics and commerce, 
because the utmost Ψdeadline to orderΩ όƛΦŜΦ ǘƘŜ ƭŀtest moment possible to place an order) 
becomes earlier, which provides less flexibility for the customer. In the ideal situation 
however, deadline to order is aligned with the deadline the order has to be ready for 
external transport. 
 
Order release planning vs. DBR-principle 
In Theory Of Constraints terms, the order release mechanism of the order picking process 
can be seen as the rope of the system. The schedule and sequence for releasing order picks 
to the floor, which is on average equal to the capacity of the order picking area, limits 
products released into the system. The function of this order release mechanism is to 
communicate alignment with the speed of the drum, i.e. the constraint process. According 
to the executed ten days capacity measurements, the drum is the order picking process. The 
buffer is the work-in-progress inventory at the processing and packing which is set between 
the lower and upper bound of the trigger levels. The drum-buffer-rope system loads the 
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bottleneck order picking while using work-in-progress buffers at the processing and packing 
areas to protect against fluctuations occurring at non-bottleneck processes.  
 
Capacity and order release planning 
To conclude, using this planning system maximizes throughput. Capacities are aligned by 
allocation of employees and workload is balanced equally and constantly by means of the 
order release mechanism using trigger levels, taking into account fluctuations in demand of 
the different production processes and areas. Figure 20 gives a graphical overview of the 
production planning in order to strive for a maximal flow. 
 

Order picking 
(Cap/hr)

A truck
(Cap/hr)

Cage trolley
(Cap/hr)

A flight
(Cap/hr)

Danish 
trolley

(Cap/hr)

Trigger 
levels

Trigger 
levels

Trigger 
levels

Trigger 
levels

Pallet 
handling
(Cap/hr)

Expedition
(Cap/hr)

Capacity and order release overview: maximal flow production logistics

 
Figure 20 Capacity and order release overview 

 
This production planning is valid if the amount of employees is flexible during a day and 
during the days of the week. Capacities can be aligned, minimum moments of downtime 
occur and throughput is increased, downsizing lead times. 
 
Conclusion 
This paragraph outlined a capacity and order release planning based on ten days 
measurement within the production system. Significance of the capacity measurement 
results is questionable due to the used measure of processed stems per hour in stead of colli 
or picks per hour. However, based on these outcomes, the product entry control process 
could be optimized with approximately 20% of the worked hours per week maximum. The 
bottleneck ƻǊ ΨŘǊǳƳΩ in the production logistics is the production process order picking. The 
capacity of this area should be aligned with the processing and packing in order to gain 
maximal flow. This generates maximal 7% shorter lead time and a annual decrease of 
ϵофлΣллл ƛƴ operating expenses. Capacity at the pallet handling area should be aligned with 
the workload during the day.  
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In order to come to an efficient and constant supply at all production areas, order release 
has to be managed using trigger levels with lower and upper bounds. The first hour, from 6 
to 7 AM, these triggers could be unbounded, releasing the largest orders first in order to 
create space at the order picking area. At 7 AM the proposed trigger levels, functioning as 
ǘƘŜ ΨōǳŦŦŜǊΩ ƻŦ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ǎȅǎǘŜƳΣ can be put in place; the levels can be loosened at the 
ending of the production day. Sequencing the orders especially on Wednesday and Thursday 
and at sub area A flight further balances the workload. Sequencing customer orders in 
general should be approached as bin-packing linking to the maximal flow per hour of the 
system. The schedule and sequence for releasing the orders to the shop floor is based on 
ŘŜŀŘƭƛƴŜǎ ŀƴŘ ƛǎ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ǘƘŜ ΨǊƻǇŜΩ ƻŦ ǘƘe system. To come to an efficient as possible 
throughput concerning the division into bulk and tailor-made volumes, the mix of orders 
ready to be processed at the various processing and packing areas should be homogeneous 
divided qua volume. Peaks are then divided during the day and a constant productivity is 
obtained. 
 
The proposed capacity and order release planning together maximizes throughput. Results 
have to be validated by expert interviews, due to the gap between theory and practice. 
 

4.3 Lead time: policy bottlenecks  

Next to the physical constraints policy bottlenecks can be identified that constrain the 
production system and hence the lead time. According to the TOC Thinking Process the 
following three steps are encountered: 
 

1. Decide what to change. 
2. Decide what to change to. 
3. Decide how to cause the change. 

 
Type of customer orders 
The first thing that could be changed is the policy concerning the type of orders. Until now 
the strategy is that everything is possible for every customer. However, this inhibits the 
ŘŀƴƎŜǊ ƻŦ ƎŜǘǘƛƴƎ ΨǎǘǳŎƪ ƛƴ ǘƘŜ ƳƛŘŘƭŜΩΦ Possibly, a differentiated (set of) customer target 
group(s) could be defined. Due to the many possibilities for each customer order this has the 
effect that the speed of the production system is slowed down. This policy increases 
processing time and incurs set-up times. So, lead time is increased which has a negative 
influence on the agility and flexibility of the company.  
 
Therefore, it is recommended to change the policy in such a way that lead time is decreased 
and production planning smoothened, making the company more flexible and agile to serve 
customer demands. The policy is inherent to the mission, vision and strategy from a 
company level perspective.  
 
This change could be caused to demand a minimum sales amount per order; all orders below 
X Euro should be rejected, because they are too expensive to process and it is almost 
impossible to make profit on these orders. Every order inhibits set-up times, for e.g. 
switching from one to another slip-covering size, amounts of stems to pack a time in a 
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bunch, stickering etc. Next, every order whatever the size, takes up space of at least one 
trolley and space is scarce in the production areas. So, it seems to be very inefficient to 
process (very) small orders. To quantify and test this hypothesis the percentage of the 
amount of orders below certain levels and the inherent percentage of the turnover is 
tracked during three weeks from 21st April ς 11th May, 2010. The results are presented in 
Table 12.  
 
It is very difficult to precisely define the fixed costs of one order, disregarding the size. These 
costs are inherent to the set-up times between the various orders. Set-up times are related 
to changes in processing requirements, but also to switch from an order to the next one. 
This involves for instance for the account manager to put a new order in the system; for the 
order picker to print a new order and a travel through the entire order picking route; for the 
processor and packer changes in processing requirements, preparing and using a new 
trolley, handling the scanner to scan the (to be) processed products; for the expedition 
employee a new order to be planned into the various truck routes; for administration to 
make a new invoice.  
 
According to Imec (2008) set-up times in a typical manufacturing facility represent about 5-
10 percent of total processing time. For the case of HDB, these assumptions are made: at 
HDB 7.5 percent of the processing time is accounted for by set-up times; gross margin is on 
average 28.0% (based on profit and loss statement of HDB, 2009); and total employee 
ŜȄǇŜƴǎŜǎ ŀŎŎƻǳƴǘŀōƭŜ ŦƻǊ ǇǊƻŘǳŎǘƛƻƴ ƛǎ ϵмнΦ6m (based on profit and loss statement of HDB, 
2009)Φ /ƻƴŎŜǊƴƛƴƎ ǘƘŜ ƭŜǾŜƭ ƻŦ ғϵмр0 the calculation is as follows: fixed set-up costs + 
variable production costs ς gross margin. 
 

(0.075 * 0.14 (% orders) * 12.6m =) ϵ132,000 + 
(0.925 (production costs related to turnover) * 0.0077 (% turnover) * 12.6m =) ϵфл,000 

Ґ ϵнннΣллл ǘƻǘŀƭ production costs  
 

ϵнннΣллл ς όлΦну ϝ ϵтолΣллл Ґύ ϵнлпΣллл ƎǊƻǎǎ ƳŀǊƎƛƴ Ґ ϵмуΣллл ƴŜǘ ǎŀǾƛƴƎǎ ŀƴƴǳŀƭƭȅ 
 
Together, ϵнн2,000 can be saved on production expŜƴǎŜǎ ƛƴ ǘƘƛǎ ŜȄŀƳǇƭŜΣ ǎŀǾƛƴƎ ϵму,000 in 
total annually. Concerning Table 14 ŀƭƭ ƻǊŘŜǊǎ ōŜƭƻǿ ϵмлл ǎƘƻǳƭŘ ƴƻǘ be executed; extra 
ǇǊƻŦƛǘ ƛǎ ǘƘŜƴ ϵплΣлллΦ In 2009, over 72,000 orders were processed that year. The fixed set-
up cosǘǎ ǇŜǊ ƻǊŘŜǊ ƛǎ ǘƘŜƴ ŀǇǇǊƻȄƛƳŀǘŜƭȅ όлΦлтр ϝ мнΦсƳ κ тнΣллл Ґύ ϵмоΦ An extra fee for 
only those orders under the level of ϵмлл ǎƘƻǳƭŘ ōŜ ŎƘŀǊƎŜŘ ϵмо ƻǊ нс҈ ŜȄǘǊŀ ŀōƻǾŜ ǘƘŜ 
normal mark-up. 
 

Table 12 Percentage orders versus turnover 

Level % orders % 
turnover 

Turnover 
Production 
costs 

Gross 
margin 

Net 

ғϵрл 4% 0.10% ϵлΦлфƳ ϵпуΣллл ϵнрΣллл ϵноΣллл 

ғϵмлл 10% 0.37% ϵлΦорƳ ϵмоуΣллл ϵфуΣллл ϵплΣллл 

ғϵмрл 14% 0.77% ϵлΦтоƳ ϵнннΣллл ϵнлпΣллл ϵмуΣллл 

ғϵнлл 19% 1.38% ϵмΦомƳ ϵопмΣллл ϵостΣллл όϵнсΣлллύ 

ғϵнрл 23% 2.02% ϵмΦфнƳ ϵпроΣллл ϵроуΣллл όϵурΣлллύ 
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When changing the assumption of the average 7.5% to 5% and 10% set-up costs, 
distributions are as follows in Table 13: 

 
Table 13 Net savings per set-up percentage 

Level 
Net savings; 5% 
set-up costs 

Net savings; 7.5% 
set-up costs 

Net savings; 10% 
set-up costs 

ғϵрл ϵммΣллл ϵноΣллл ϵпмΣллл 

ғϵмлл ϵфΣллл ϵплΣллл ϵтлΣллл 

ғϵмрл όϵнпΣлллύ ϵмуΣллл ϵслΣллл 

ғϵнлл όϵунΣлллύ όϵнсΣлллύ ϵнфΣллл 

ғϵнрл όϵмрмΣлллύ όϵурΣлллύ όϵмфΣлллύ 

 
The most efficient decision to take would be to Ŏǳǘ ƻŦŦ ŀƭƭ ƻǊŘŜǊǎ ōŜƭƻǿ ϵмллΣ where 
expected value is highest; ((11,000 + 40,000 + 70,000) / 3 =) ŀƭƳƻǎǘ ϵплΣлллΦ  
 
The calculations made above have more implications. The calculations are primarily based 
only on labor costs. Other implications of lowering the amount of orders with maximum 10% 
are as follows: 
V Saving costs on energy and other variable operating expenses. 
V Capacity enlargement of the production areas due to less set-ups and larger average 

amount of colli per order. This induces a shorter lead time.  
V Number of orders finished too late is decreased which leverages customer 

satisfaction. 
V Lower lead times offer more market potential.  

 
Nevertheless, HDBΩǎ Ƴanagement team has to decide how to go about customer orders 
ōŜƭƻǿ ϵмллΦ tƻǎǎƛōƭȅΣ ǎƳŀƭƭ ƻǊŘŜǊǎ ŎƻǳƭŘ ōŜ ǇŀǊǘ ƻŦ ŀ ƭŀǊƎŜ ŎǳǎǘƻƳŜǊ ƻǊ ŜȄǘǊŜƳŜƭȅ ƘƛƎƘ ƳŀǊƪ-
ups are applied at small customer orders. 
 
Control function order release 
A second policy bottleneck is giving the control function of the order release to the order 
pickers. Giving them the freedom of choosing the sequence of the orders at random has the 
effect of an inert, slow system where the number of orders delivered too late is irrevocably 
higher than if controlled. This policy bottleneck should be removed.  
 
! ƴŜǿƭȅ ǘƻ ōŜ ŘŜǾŜƭƻǇŜŘ ǎǳō ǎȅǎǘŜƳ ŦƻǊ ǘƘŜ ƻǊŘŜǊ ǇƛŎƪƛƴƎ ŀǊŜŀ ŎŀƭƭŜŘ ΨōƻȄ ǇƛŎƪ ƻǇŘǊŀŎƘǘŜƴΩ 
has to shift the control from the order pickers to the computer system. This system 
prescribes that when an order picker finishes a (batch of) order(s), automatically a new 
(batch of) order(s) is printed to be picked. The order release is managed and scheduled on 
deadline time. So, orders that have to be finished first, will be processed first in stead of the 
ΨǊŀƴŘƻƳ ƛƴǎƛƎƘǘΩ ƻŦ ǘƘŜ ƻǊŘŜǊ ǇƛŎƪŜǊǎΦ ¢Ƙƛǎ Ƙŀǎ ǘƘŜ ŘƛǎŀŘǾŀƴǘŀƎŜ ǘƘŀǘ ǘƘŜ ƻǊŘŜǊ ǇƛŎƪŜǊǎ ŀǊŜ 
not able to manage their own work anymore which probably decreases their work 
motivation, but it will increase efficiency, throughput and lead time. Moreover, the 
percentage of orders that are on time will increase. 
 
Next, bigger volumes per pick are executed, because order lines ready to pick increase 
during the day, because part of the products has come in from the auctions in the 
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meantime. This also decreases the distance an order picker has to travel. To manage the 
volumes per picking list, for every inventory cell a maximum amount of orders per batch and 
a maximum of picks per batch can be determined. A pick is one operation to be executed; 
one stem out of a container, one or more bunches out of a container, one container or one 
container out of a series of containers.  
 
Another option to control the inflow of orders is order blocking. Orders destined for a 
certain truck/route can be put on hold in order to decrease work-in-progress inventory in 
ōŜǘǿŜŜƴ ǘƘŜ ǇǊƻŎŜǎǎŜǎΣ ƛΦŜΦ ƻƴ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ŦƭƻƻǊΦ ¢Ƙƛǎ ǊŜŘǳŎŜǎ ǘƘŜ ΨǘǊŀŦŦƛŎΩ ƛƴ ōŜǘǿŜŜƴ ǘƘŜ 
floor space, which is a limitation on the throughput and speed of the total process. This 
option is at the moment manually available for box management: every single order can be 
blocked. So, box management can use this tool to overrule the order pickers in order to 
ascertain a higher flow. 
 
Thinking out of the box, adopting Ψvoice pickingΩ could further reduce order picking costs. 
This technique ensures that the order picker has two hands and two eyes free during 
operation. This speeds up picking and trips back to the assignment desk are eliminated. 
Administrative productivity is improved by paperless picking because the work of printing 
and distributing picking lists or labels is eliminated. No data has to be inserted anymore, 
fewer errors are made during order picking and no stickers have to be printed. All in all, a 
higher pick performance, a faster process, less internal distance travelled and a higher 
quality process improve the capacity of the order picking area. A disadvantage is however 
the sociability with colleagues. Next, every pick needs to carry some form of information 
which is used in the subsequent process of processing and packing. Nevertheless, this 
technique is already implemented generating successful efficiency improvements at various 
ŎƻƳǇŀƴƛŜǎ ƛƴŎƭǳŘƛƴƎ {ŎƘǳƛǘŜƳŀΣ [ŜƪƪŜǊƭŀƴŘΣ tƭǳǎ ǊŜǘŀƛƭ ŀƴŘ .ŀƪƪŜǊƛƧ Ψǘ {ǘƻŜǇƧŜ ό!ƭǘƘƻŦŦΣ 
2010).  
 
Timing delivery products other auctions 
A third policy related bottleneck is the timing of the delivery of products from other 
auctions. These flowers come in normally between 11 AM and 3 PM. This decreases 
productivity of the entire production system, because products from these batches tend to 
bŜ ǘƘŜ ƭŀǎǘ ƻǊŘŜǊ ƭƛƴŜǎ ƻŦ ŀƴ ƻǊŘŜǊΣ ǘƘŜ ΨǎǇŜŎƛŀƭǎΩ ǘƘŀǘ ŎƻǳƭŘ ƴƻǘ ōŜ ǇǳǊŎƘŀǎŜŘ ŀǘ ǘƘŜ ŀǳŎǘƛƻƴ 
of Aalsmeer. Products come in late and almost full pallets and trolleys have to wait for the 
last pick(s) of an order. So, pressure on the pallet handling and expedition area is increasing 
at the end of the day and extra space is used at the processing and packing areas, which 
limits throughput.  
 
¢Ƙƛǎ ōƻǘǘƭŜƴŜŎƪ ŎƻǳƭŘ ōŜ ŎƘŀƴƎŜŘ ōȅ ǊŜǎǘǊƛŎǘƛƴƎ ŀŎŎŜǎǎ ǘƻ ǘƘŜǎŜ ƛƴǾŜƴǘƻǊƛŜǎ Ψin the pipe-lineΩΦ 
For instance, the account managers should be restricted to see this inventory until the 
products are physically available and scanned by the product entry control area. However, 
this limits the commercial value towards the customer by offering less service. A trade-off 
between logistics and commerce has to be made by management. Possibly, this restriction 
could be put in place for certain customer groups of which the orders have to be ready 
before a certain deadline.  
 
 



 

 68 

ERP system 
The fourth, last discerned policy bottleneck is the newly implemented ERP-system KBT-Pro. 
At the moment of writing this thesis, the slow progress of the improvements and 
adjustments of the system is perceived to slow down all business processes at HDB. Besides, 
employees throughout the entire company are not fully skilled yet in the options of the 
system. Not every option is known and therefore speed in working with the system is 
suboptimal. A change should be made to support more knowledge concerning the system. 
Sharing knowledge, experiences and best practices with colleagues could elevate personal 
and ƎǊƻǳǇΩs performance. This learning effect could also be accomplished by refreshment 
courses given by the supplier of the system. A best-practice platform could enhance 
personnel being able to work a little faster, decreasing labor costs.  
 
Conclusion 
Policy bottlenecks are identified that constrain the production system and lead time. 
CustoƳŜǊ ƻǊŘŜǊǎ ōŜƭƻǿ ϵмлл ǎƘƻǳƭŘ ƴƻǘ ōŜ ǘǊŜŀǘŜŘ ōȅ I5.Τ ŜǾŜǊȅ ƻǊŘŜǊ Ƙŀǎ ŀ ǎŜǘ-up cost of 
ŀǇǇǊƻȄƛƳŀǘŜƭȅ ϵмоΦ wŜƧŜŎǘƛƴƎ ǘƘŜǎŜ ƻǊŘŜǊǎ ǿƻǳƭŘ ƛƴŎǳǊ ŀƴ ŜȄǇŜŎǘŜŘ ŀƴƴǳŀƭ ǎŀǾƛƴƎ ƻŦ 
ϵплΣлллΦ ¢ƘŜ ŎƻƴǘǊƻƭ ŦǳƴŎǘƛƻƴ ƻŦ ǘƘŜ ƻǊŘŜǊ ǇƛŎƪŜǊǎ Ƙŀǎ ǘƻ ōŜ ǊŜƳƻǾŜŘ ŀƴŘ ƎƛǾŜƴ ǘƻ ǘƘŜ 9wP 
system which defines the sequence of the orders processing. Measurement in picks would 
further enable more accurate capacity and productivity measurements. The technique voice 
picking could further decrease order picking costs, enlightening the bottleneck process. 
Blocking inventory purchased at other auctions for certain customer groups could alleviate a 
decelerating production process. Finally, sharing knowledge to elevate the efficient use of 
the ERP system could decrease lead time and even labor costs. Expert interviews have to 
validate the discerned policy bottlenecks. 
 

4.4 Network configuration optimization 

To optimize the production network configuration the minimum cost network flow problem 
can be applied. A zero scenario of the current configuration is brought into perspective. 
Next, the option to optimize the order picking area with an adjusted inventory storage 
division is analyzed.  
 
Minimum cost network flow 
The production configuration of HDB can be analyzed according to the minimum cost 
network flow problem as presented in 3.6. Optimization is based on the internal 
transportation between the production areasΣ ǎƻ ΨŎƻǎǘǎΩ Ŏŀƴ ōŜ ǊŜŀŘ ŀǎ ŘƛǎǘŀƴŎŜǎΦ  
 
Just by logical reasoning, distances from the order entry control to the order picking cells is 
optimal when putting the largest volumes of product groups in front and the smallest 
ǾƻƭǳƳŜǎ ŀǘ ǘƘŜ ŜƴŘ ƻŦ I5.Ωǎ cooling cells. Low volumes travel on average large distances, 
while large volumes travel short distances. The current configuration of the order picking 
cells is based on relatively high temperatures at cell 1 decreasing to the lowest temperatures 
at cell 11. This is because of the preservation of the products: different flowers require 
different optimal temperatures.  
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From the sources order picking to the destinations processing and packing, distances can be 
minimized by the transportation problem. Table 14 presents the distances from the twelve 
main inventory cells to the processing and packing locations A, B and C. The objective 
function minimizes the total distance measured in meters, given the demands in volume at 
the processing and packing locations. Calculating the optimal configuration in this stadium 
however would not be evident, because data available is in the unit of stems. Comparing 
roses with 80 to 120 stems per container, lilies with 20 to 80 stems per box and hydrangea 
with 5 to 10 stems per container, does not provide reliable measures.  
 
Next, temperature conditions have to be taken into account and some areas are physically 
fixed ǿƛǘƘƛƴ I5.Ωǎ ǇǊŜƳƛǎŜǎ ǎǳŎƘ ŀǎ ǘƘŜ entrance of the electronic shuttle rail. Hence, only 
the zero scenario is presented in Table 14 but no minimum cost network flow optimization 
calculation is provided for. Expert interviews will have to deliver network improvement 
suggestions. 
 

Table 14 Internal distances from order picking cells  
to processing and packing location (in meters) 

 LOCATION 

CELL A B C 

1 48 107 161 

2 47 97 145 

3 77 72 120 

4 92 88 136 

5 98 43 92 

6 110 55 103 

7 143 47 61 

8 164 68 40 

9 173 78 36 

10 190 93 50 

11 195 98 55 

12 84 56 104 

Distance in meters 

 
Layout of the processing and packing areas is aligned with the pallet handling and expedition 
areas. The low numbered docks are reserved for A, the middle numbered for B and the last 
docks for C. So, distances for the last transfer process are already perceived to be optimal.  
 
Inventory storage division 
Concerning an adjustment of the inventory storage division, the options of Figure 12 in 
paragraph 3.7 apply, which divide the inventory into an A, B and C component. Twenty 
percent of the assortment provides a volume of 80% of the total: A-products. Given the 
restriction of temperature, division should be regarded at the level of cooling cell. Dividing 
the inventory into an A and B should suffice, because too small product sub groups 
decreases average pick density. For a maximal flow, A and B have to be divided into paths 
left and paths right as depicted in Figure 21. 
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Figure 21 Path division  

 
This new division in inventory ensures a higher pick performance, because traffic in between 
the pathways has a more constant speed; a higher speed at A-products than at B-products. 
Besides, distances between two subsequent picks are decreased, triggering a higher pick 
density. This new storage division adds to enhancing the bottleneck process order picking. 
Expert interviews have to delineate the appropriateness of the proposed inventory storage 
division.  
 
Conclusion 
All in all, optimization of the network configuration concerning transport distances should be 
sought between the processes product entry control - order picking - processing and 
packing, taking into account cooling requirements and other external factors. Possibilities 
concerning physically shifting cells/product groups have to be sorted out by expert 
interviews. Inventory division per order picking cell into should decrease internal distances, 
leveraging a higher pick density and pick concentration.  
 

4.5 Management information  

A selected set of management information is useful in order to make effective decisions 
concerning the production performance at HDB. The current status of management 
information within this system is brought into perspective in this paragraph, while putting 
forward production performance metrics at the three generic business levels. 
 
Current management information  
The current status of management information extracted from the ERP system can be 
considered as very poor. Appendix D shows a print screen of the current dashboard the ERP 
system KBT-Pro delivers. However, generated data is totally unreliable, because the 
information is not updated in real-time and question marks can be put at the usefulness of 
the metrics.  
 
No metrics can be discerned in the system at strategical level or tactical level; nƻ ƪǇƛΩǎ 
measuring performances are currently available. The only useful metrics are available in the 
ƳŜƴǳ ΨtƭŀƴƴƛƴƎΩΣ ǿƘƛŎƘ ŀǊŜ ƻƴ ƻǇŜǊŀǘƛƻƴŀƭ ƭŜǾŜƭΦ wŜŀƭ-time data are updated concerning the 
production status. Divided per production area the total amount of stems ordered, stems 
assigned by the account managers and purchasers, stems printed by the order pickers, stems 
processed and stems packed onto a trolley or pallet are measured. Next, the statuses of 
these processes are depicted in percentages. However, these measures are not yet 
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ŎƻƳǇŀǊŜŘ ǘƻ ŎŜǊǘŀƛƴ ǎǘŀƴŘŀǊŘǎ ƛΦŜΦ ƪǇƛΩǎΦ {ƻΣ ƳŀƴŀƎŜƳŜƴǘ ƛƴŦƻǊƳŀǘƛƻƴ ƛǎ ƘŀǊŘ ǘƻ ŦƛƴŘ ƛƴ ŀƴŘ 
extract from the system. Most decisions are taken based ƻƴ ōƻȄ ƳŀƴŀƎŜƳŜƴǘΩǎ ŜȄǇŜǊƛŜƴŎŜs 
and best practices.  
 
A more professional approach to management information and performance measurement 
is recommended. Hence, performance metrics should be developed to take the control 
function of the production planning to a higher level, supporting the proposed capacity and 
order release planning.  
 
Ideas for HDB ƪǇƛΩǎ  
A list of possible performance metrics is developed divided per strategical, tactical and 
operational level. This list is developed based on the literature review, websites 
kpilibrary.com, logistiek.nl, ǘƘŜ ǊŜǎŜŀǊŎƘŜǊΩǎ experience, conversations with HDB employees, 
and on advice of the first WUR supervisor. Together, this list formed into ƪǇƛΩǎ ŀǇǇƭƛŎŀōƭŜ ǘƻ 
the case of HDB.  
 
This list will be tested on its appropriateness in cooperation with another company. Next, 
this test case will provide a general framework and recommendations concerning the 
development of performance measures. 
 
The list ǊŜǇǊŜǎŜƴǘƛƴƎ ǊŜǎƻǳǊŎŜΣ ƻǳǘǇǳǘ ŀƴŘ ŦƭŜȄƛōƛƭƛǘȅ ƳŜŀǎǳǊŜǎ ŀƴŘ ƪǇƛΩǎ ƛǎ ǇǊŜǎŜƴǘŜŘ ōŜƭƻǿΦ 
 
Strategical level: 
V Percentage used warehouse space capacity 
V Average inventory value per year 
V Added value of performance measurement: pŜǊŎŜƴǘŀƎŜ ƻŦ ƪǇƛΩǎ ǿƛǘƘƛƴ ǎŜǘ ƻōƧŜŎǘƛǾŜǎ 
V tŜǊŎŜƴǘŀƎŜ ƻŦ ƪǇƛΩǎ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ƳŜŀǎǳǊŜŘ  
V Costs of kpi measurement 
V Return on investment 
V Payback period 
V Layout production facilities 
V hǘƘŜǊΧ 

 
Tactical level: 
V Amount of processed stems per worked hours: man-hour-output 
V Average inventory turnaround (per Pareto-AB(C) group) 
V Obsolete inventory (loss per Pareto-AB(C) group) 
V Average order manufacturing lead time 
V Quality analysis: 

o Amount of returned products  
o Amount of customer complaints 
o Damage during materials handling 
o Obsolete inventory value/percentage 
o Percentage accuracy between physical and system inventory 

V Mix flexibility: time to produce a new product mix (bouquets)  
V New product flexibility: ease to introduce new products into the system 
V hǘƘŜǊΧ 
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Operational level: 
V Percentage orders ready before deadline 
V Amount of stems/colli per hour 
V Stems/order 
V Orders/day 
V Percentage errors in order picking 
V Percentage complete orders/order lines at the various production areas 
V Picked picks per hour 
V Processed and packed picks per hour 
V Processed picks at expedition 
V Occupancy production area capacity 
V Current production buffer sizes per area 
V Volume flexibility: percentage of demand that can be met with the system 
V Delivery flexibility: percentage of slack time (for rush and special orders)  
V hǘƘŜǊΧ 

 
Internal expert interviews will indicate which three measures per business level are most 
important in order to control the production logistics. 
 
Conclusion 
Management information extracted from the current ERP system is lacking. Management 
information has to be provided at the three business level in the form of performance 
metrics. Expert interviews have to select and provide per level the three most important 
measures based on the ǇǊƻǇƻǎŜŘ ƭƛǎǘ ƻŦ ƪǇƛΩǎ. 
 

4.6 Conclusion 

The empirical research stage considered the three iterations of this research containing 
capacity and order release planning, production network configuration optimization and 
management information, while using literature review input.   
 
According to Step 1 a capacity and order release planning is developed based on capacity 
measurements during ten production days, after exploring the production processes related 
to a timeframe. Although generated data is statistically not significant, precautious 
quantitative conclusions can be made.  
 
At the product entry area, savings up to 20% of worked hours can be obtained if workload is 
aligned with average capacities per employee. Following the system thinking of the Theory 
Of Constraints, it appears that the process of order picking is the bottleneck, the slowest 
ǇǊƻŎŜǎǎΣ ƛΦŜΦ ǘƘŜ ΨŘǊǳƳΩ ƻŦ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ƭƻƎƛǎǘƛŎǎ ǎȅǎǘŜƳΦ !ƭƛƎƴƛƴƎ ǘƘƛǎ ŎŀǇŀŎƛǘȅ ǿƛǘƘ ǘƘŜ 
processing and packing areas results in a maximal flow, thereby decreasing lead time with 
7% and saving operating expenses to maximal ϵофлΣллл ŀƴƴǳŀƭƭȅ. In order to balance the 
workload over the various processing and packing locations, the order release mechanism of 
trigger levels has to be put in place. These triggers have a lower bound of 30 minutes 
processing capacity and an upper boǳƴŘ ƻŦ сл ƳƛƴǳǘŜǎΣ ƎŜƴŜǊŀǘƛƴƎ ǘƘŜ ΨōǳŦŦŜǊΩ ƻŦ пр ƳƛƴǳǘŜǎ 
ǇǊƻŎŜǎǎƛƴƎ ŎŀǇŀŎƛǘȅ ƻƴ ŀǾŜǊŀƎŜΣ ƪŜŜǇƛƴƎ ŀ ǎǘŜŀŘȅΣ Ŏƻƴǎǘŀƴǘ ǿƻǊƪ ŦƭƻǿΦ ¢ƘŜ ΨǊƻǇŜΩ ƻŦ ǘƘŜ 
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production system is the schedule and sequence for releasing the orders at the order picking 
area. This is based on the deadline of an order and should hence be aǇǇǊƻŀŎƘŜŘ ŀǎ ΨōŀǘŎƘŜǎ 
of order deadlineǎΩ to balance the workload and generate a constant throughput. The 
capacity planning at the pallet handling area has to be adjusted to the increasing workload 
at the end of the day. Sequencing customer orders in general should be approached as bin-
packing linking to the maximal flow per hour of the system. To come to an efficient as 
possible throughput concerning bulk and tailor-made volumes, the mix of orders ready to be 
processed at the various processing and packing areas should be homogeneous divided qua 
volume. Work load peaks are divided during the day such that a constant productivity is 
obtained. 
 
Next to the physical bottleneck, several policy bottlenecks are discerned at HDB which delay 
the production process. Refusing cǳǎǘƻƳŜǊ ƻǊŘŜǊǎ ōŜƭƻǿ ϵмлл ǿƻǳƭŘ ǎŀǾŜ ϵплΣллл ŀƴƴǳŀƭƭȅ 
due to set-up costs incurred for every single order. Next, shifting the control function of the 
order release sequence from the order pickers to the ERP system would decrease lead time 
and increases the percentage orders ready before deadline and the average volume per pick. 
The technique voice picking could further enhance the capacity of the bottleneck process. 
Policy regarding the ordering of products from other auctions coming in late should be 
adjusted in order to avoid an inert production. Finally, sharing knowledge to elevate the 
efficient use of the ERP system could decrease lead time and even labor costs.  
 
In order to optimize the current production configuration, Step 2 of the research framework, 
options to shift with areas are restricted due to varying product cooling requirements and 
ƻǘƘŜǊ ŜȄǘŜǊƴŀƭ ŦŀŎǘƻǊǎΦ .ŜǎƛŘŜǎΣ ǎƻƳŜ ŀǊŜŀǎ ŀǊŜ ǇƘȅǎƛŎŀƭƭȅ ŦƛȄŜŘ ǿƛǘƘƛƴ I5.Ωǎ ǇǊŜƳƛǎŜǎ ǎǳŎƘ 
as the electronic shuttle rail. The inventory storage division is optimized by grouping the 
products left and right into an A and B category, dividing inventory into fast moving high 
volume and special sale products and smaller volume products.  
 
Concerning Step 3, useful management information extracted from the ERP system is 
currently lacking. A list of resource, output and flexibility performance measures is 
developed, categorized into strategical, tactical and operational ƪǇƛΩǎΦ 9ȄǇŜǊǘ ƛƴǘŜǊǾƛŜǿǎ ƘŀǾŜ 
to indicate the three most important measures required for the control function of the 
production logistics.  
 
 
Outlook expert interviews 
In the next chapter, expert interviews will validate the results of the empirical stage and will 
fill data gaps as delineated.  
 
To wrap up, concerning Step 1, the capacity and order release planning, the subsequent 
elements are considered in the next chapter: 
V Validation of the bottleneck process order picking and explaining the deviation in the 

bottleneck process on Monday; processing and packing in stead of order picking. 
V Validation of the capacity planning at the product entry control area. 
V Explaining the difference in order picker capacity at different production days, while 

stems per order do not differ significantly. 
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V Capacity planning: the amount of order pickers required per production day aligned 
with the processing and packing area.  

V Allocation of employees at the pallet handling area during the course of the day. 
V Fill the data gap of capacity alignment with workload at the expedition area. 
V Order release: allocation and sequencing of the customer orders to balance 

workload. 
V Defining the timeframe ΨŜƴŘ ƻŦ ǘƘŜ ǇǊƻŘǳŎǘƛƻƴ ŘŀȅΩ; the moment at which trigger 

levels should be put to zero. 
V Checking and adjustment of the capacity and order release planning taken as a 

whole.  
V Validating the discerned policy bottlenecks.  

 
In view of Step 2, expert interviews will contemplate on the following production 
infrastructure issues: 
V Improvement suggestions concerning the internal network confiƎǳǊŀǘƛƻƴ ƻŦ I5.Ωǎ 

production areas. 
V Delineating the appropriateness of the proposed inventory storage division into an A 

and B category.  
 
Regarding Step 3, input for management information in view of production performance 
includes the next subjects: 
V Providing a general framework and recommendations concerning the development 

of performance measures.  
V Validating and adjusting the list of possible performance metrics developed per 

business level. 
V Generating three measures most applicable to HDB selected per strategical, tactical 

and operational level. 
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5.   EXPERT INTERVIEWS  

 
This chapter presents the expert interviews, fulfilling stage 3 of the research framework. 
First, selection of the experts is underpinned (5.1). Then, the results of the empirical 
research are validated and adjusted concerning the capacity and order release planning, 
which make up together the production planning for Hilverda De Boer (HDB) (5.2). Next, 
ideas from key users in the production for optimizing the production network configuration 
are gathered and outlined (5.3). The third iterative research step identifies management 
information applicable to HDB for supporting the production planning, consisting of sets of 
three most important key performance indicators όƪǇƛΩǎύ at strategical, tactical and 
operational level (5.4). Finally, the conclusion of the expert interviews is presented (5.5). 
 

5.1 Experts 

The following ten employees of HDB were interviewed in order to fulfill the third stage of 
the research framework. 
 
V Johan Hilarides, Managing Director 
V Ron Bos, Managing Director Operations 
V Gert-Jan Schoneveld, Managing Director Commerce 
V Henk Zwinkels, Project leader ERP system (external consultant) 
V Ronald Roerade, Manager Box 
V Raymond de Jong, Manager Box 
V Frank Nelemans, Team leader A 
V Prince Manso, Team leader pallet handling area 
V Erik Pesch, Head finance and administration 
V Marja Roeleveld, Assistant finance and administration  

 
These employees were selected based on their positions and on the data gaps to be filled. 
Box managers and team leaders were selected especially for the capacity and order release 
planning. For the optimization of the network configuration a box manager and a key team 
leader is consulted. Concerning the management information selection, employees at the 
three generic business levels are represented.  
 

5.2 Capacity and order release planning  

This paragraph validates the results of the empirical research by conducting expert 
interviews. Moreover, data gaps are filled in order to fine tune the proposed capacity and 
order release planning.  
 
Capacity planning: product entry control 
Concerning the proposed capacity planning for the product entry control area, annual 
savings seem to be estimated too bright. According to Raymond de Jong (15th June 2010) 
smaller batches are purchased on Tuesday, Wednesday and Thursday. So, allocated 
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employees at this area are needed to process the incoming flowers. An average batch of five 
colli or a full trolley with 27 colli require almost just as much handling and processing time. 
Moreover, De Jong states that more and other work at the end of the day is carried out at 
this area. Contact with the VBA auction, keeping up with administration, problem solving 
and error correction are other tasks fulfilled by this area. Besides, at the end of the day, 
products purchased at other auctions are coming in and are processed. Ronald Roerade (10th 
June 2010) states he believes less employees are needed upward of 13.00 PM, even when 
taking into account the extra tasks to be executed. He states that workload could be 
increased.  
 
All in all, the proposed capacity planning for this area, taking into account the empirical and 
expert interviews results, becomes as represented in Table 15.  
 

Table 15 Final capacity planning product entry control (employees) 

 6-7 AM 7 AM-1 PM 1 PM-end 

Monday 4 10 4 

Tuesday 4 8 3 

Wednesday 4 8 3 

Thursday 4 8 3 

Friday 5 to 6 11 4 

    
This capacity planning compared to the current situation is adjusted for the first hour and 
decreased with one employee upward of 13.00 PM. Together, this saves about 40 hours per 
week, adding to an annual saving of ŀǇǇǊƻȄƛƳŀǘŜƭȅ ϵпуΣлллΦ  
 
Capacity planning: alignment to the bottleneck 
Several interviewees (Frank Nelemans, Ronald Roerade, Raymond de Jong, Ron Bos) 
confirmed the transformation from a push to a merely pull function in the production 
system. As order picking employees first were replaced to the processing and packing areas 
during the afternoon, now they work the entire day in the cooling cells. So, workload is more 
balanced over the production areas and a better overview is generated concerning the 
production planning.  
 
Ronald Roerade (15th June 2010) agrees that order picking is the bottleneck process, the 
ΨŘǊǳƳΩ ƻŦ ǘƘŜ ǎȅǎǘŜƳΦ This is because the amount of handlings an order picker has to carry 
out has increased with implementing the new ERP system. Roerade states that during peak 
times even processing and packing employees are transferred to the cooling cells to order 
pick.  
 
The higher order picking capacity on Monday is according to Ronald Roerade (15th June 
2010) due to the arranging of the auction trolleys in the cooling cells in order to create more 
room for the fresh inventory. At Friday, the largest volume of flowers is sold and inventory is 
as much as possible sold out. Therefore, on Monday inventory cells are as empty as possible 
and less time is used for arranging the inventory and tidying up the empty auction trolleys.  
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Raymond de Jong (15th June 2010) asserts the fluctuations in capacity per employee per day 
could have different reasons. Although Monday versus Wednesday differs 70% in 
productivity, the same amount of stems per order apply. More order lines per order with 
smaller picks could cause (part of) the difference. Moreover, the product entry is related to 
the moment of purchase. Spread of incoming products is similar to Monday, while smaller 
volumes are sold on Wednesday, slowing down the system and decreasing productivity per 
employee. Roerade (15th June 2010) claims that a difference of 70% is too big to be caused 
by these reasons and proposes less employees allocated at all production areas during 
Tuesday, Wednesday and Thursday. The amount of employees should be aligned with the 
average amount of stems and average stems per order. Frank Nelemans (30th June 2010) 
agrees with this statement, stating that seeing work to be done motivates to work a little bit 
faster, leveraging employee productivity. However, working with less people per area 
requires flexible employees who are able to work in multiple areas.  

 
The proposed adaptation of order pickers needed should be examined carefully according to 
Henk Zwinkels (22nd June 2010). On Thursday for instance, products are already picked for 
Friday, but these are not taken into account in the capacity measurements. So, real capacity 
of the order pickers is higher than measured, which ensures a better alignment with the 
subsequent processes.  
 
Taking the statements together, the following adjustments in order pickers needed per day 
are as follows. On Monday, three less order pickers are needed due to less work concerning 
arranging the inventory. On Friday four order pickers are needed extra, which possibly could 
be extracted from other production processes or hired from an employment agency. This 
inhibits flexible deployment of order pickers, working in the cooling cell where needed. 
Concerning ǘƘŜ ΨƳƛŘŘƭŜ ŘŀȅǎΩ ŎŀǇŀŎƛǘȅ ǎƘƻǳƭŘ ōŜ ŀŘƧǳǎǘŜŘ ǘƻ ǘƘŜ ŀǾŜǊŀƎŜ ǎŀƭŜǎ ǾƻƭǳƳŜΦ For 
Wednesday not the amount of order pickers is adjusted, but the employees at the 
processing and packing is decreased in order to align to the bottleneck. Table 16 below 
reveals the capacity planning for the processes order picking and processing and packing, 
taking into account the capacity utilization at the current bottleneck process order picking.  
 

Table 16 Capacity planning order picking & processing and packing (employees) 

 Order picking Processing and packing Ratio OP versus PP 

Monday 30 54 1 : 1.8 

Tuesday 32 48 1 : 1.5 

Wednesday 31  40  1 : 1.3 

Thursday 31 43 1 : 1.4 

Friday 37 54 1 : 1.5 

 
On average, 32 order pickers and 48 processing and packing employees are needed, which is 
similar to the current situation. However, by balancing the workload according to the 
required deployment ratio higher productivity is reached, decreasing lead time and 
operating expenses. A new allocation of employees is however difficult, because on Friday 
together 91 employees are needed and on Wednesday 71. This difference of 20 employees 
could be filled out partly by hiring external personnel, assigning employees to other days 
than currently and by deploying flexible employees.  






































































