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ABSTRACT

Planning System for Internal Production Logistics within the FloricWilivelesaldndustry
A case study

Broeksema, RM

This thesis seek® providean efficient planning system for an internal production logistics
network, contributing mainly tothe research field of production planning and
management.The researchencompasses a case study executed at the cut flowers export
company Hilvedta De Boer andonsides three researchstages; literature review, empirical
research and expert interviewBevelopment of the planning system catsd ofa capacity
and order release (i.e. production) planninglayout improvements concerninghe
produdion network configuration, and indicatinmanagement information to assist and
effectively manage the control function of the production logistics.

KeywordsProduction logistics, Theory Of Constraiftieifwork configurationManagement
information, Key performance indicators
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SUMMARY

This thesis comprises @ase studyconcerningthe development of an effient planning
system foraninternal production logistics network he research is commissioned by the cut
flowers export company Hilverda De Bo@dDB)and the Management Studies and
OperationsResearch and Logistics chair groups of the Wageningen Uhyvdilse research
contributesa case studyo the research fieldof production planningand managemenand
puts the concepts ohetwork flows and facility layounto practice.Besides, lte case study
impacts cost control at company levépplicationto the floriculture wholesaleindustry
further enriches this research.

To anticipate onncreasing competition and transparency within the flower export industry,
HDB needs to work more efficient in processing the floricultural products through the
production logistics Optimizing the production logistics is carriemit in three steps:
developing a capacity and ordezlease (i.e. production) planning, adjusting the production
network configuration, and indicating and developing management information tot asxis
effectively manage theontrol function of the production logistics. The research considered
three stages; literature review, empirical research and expert intervieldsch stage
analyzed all three subsequent research steps.

The capacity and ordeelease planning is carried out according to feeory Of Constraints

(TOC) Thisis a systerdevel improvement philosophgliminatingbottlenecks(physical and

policy) which determine the performance of an entire system. The TOC aims to maximize
throughput by finding the maximal flow within the production logistics, thereby decreasing
manufacturing lead timesnd operating expensds ¢ KS ¢ h/  LduReyNPALLS (5 AYER N
applied togenerate efficiency gains.

The proposegroduction planning has the ¢éctives to align capacities between production
processes in order to maximize throughput and to balance the fluctuating workload over the
different production areas, taking into account the different production days in a week and

the different timeframes within the course of a production dayagmcity measurements

pointed outat the product entry controb Yy dzI € al gAy 3a dzLJ G,ahile ny > nn.
Ff A3y YSyild (2 GKS WRNImeOxking/KBR ®H 2drlilf &% SOh n LINE A
minutes sawed. Applying per production day varyidgployment ratiosbetween the order

picking and the subsequemdrocessing and packingreas generas maximal throughput.

al EAYlIfT S&adAYlIGA2ya LINBRAOG I RSONBIFAS 27F 19
on labor costs.Capacities at the production argellet handlinghave to be adjusted in aler

to balance the fluctuationduring the production day, whileapacities at thexpeditionarea

areoptimal.

Next to the physical constrainpolicy bottlenecks areliscerned at HDBpplying the TOC

Thinking Process wSTdzaAy 3 Odzad2YSN) 2NRSNE 0 SAd#tg e mnan
in the order releasecontrol function decreaselead time and increases the percentage

orders ready before deadline and the average volume per @Belsides, plicy should be

adjuded regarding the ordering of products from other auctions. Finaharing knowledge

to elevate the efficient use of the ERP system decredesad time andiabor costs.



Order review and release techniques enhawgoatrolling the workin-progress level rad the

workload balance both among production areas and over tithereby reducing inventory

holding costs, shop congestion and flow tinae®l maximizing throughpufhe order release

technique of trigger levels should be put in placegeneratea W6 dXIfF & minutes
processingcapacity on averaget KS WNRLISQ 2F (GKS LINRPRdAzOGA2Y
sequence for releasing the orders to the production floor. This is based aetidliine of an
2NRSNJ YR aKz2dzZ R KSyOS 0 Headlinsgh iN@irme®dms Ro A aa W LIl
Using this birpacking technique the mix of bulk ard tailormade orderscan be
homogeneous divided qua volume, generating a constant throughput

The production network configurain could be optimizedy bringingtwo processing and

packing locations closeaogether, reallocatingan inventory cell. Arranging theinventory

storage division in the cooling cells for the largest volume prodbc 02 NRAY 3 G2 t |
Law intoa fast moving A and slower selling B category cduither decrease the internal

distances travelled. Finallyyiestment analyses have to point out if internal transport could

be automated.

The ERP system has to provide management informatiororder to make effective
decisions concerning the productigperformane. Developing and using a dashboard ef/k
performance indictors (kJA) Supports and monitors continuous improvement within the
company and requires employee involvemeiixpert interviews revealed management
tools to measure performancat HBBE: O2yaA adAy3a 2F GKNBA 071 LI
strategical level, prcentageused warehouse space capacitgdded value of performance
measurementand return on investments armdicated, whilequality analysis, productivity
per employee (i.e. mahour-output) and mamfacturing lead time are markedt tactical
level Overview of capacities per production area and utilization of these capacitieent
production buffer sizes per area and percentage orders timely at doekhe mentioned
operationd |- N#&tCriormation concerning estimated arrival timeés useful Financial

1 LA Q& f: ge@iaphiatost chMBrageinventory flowand obsolete products values.

Recommendations are given concerning: adjusting the unit of measurement irltcacdl
part-colli or picks in the ERP system, alleviating the bottleneck process, enhancing employee
productivity at Tuesday, Wednesday and Thursdafyategic positioning of the web shop
aligndR 6AGK | 5. Q& 2 iNPdtasktime mappiny Besedthta®Qldzieasing
repacking costs. Furthermore, a compamigle improvement trajectory, supplemented by a
Think Tank and effectively using and implementing extracted management information is
recommended.

Suggestions for further research include: the 8ev2 LIYSY G 2F | WRAIA G §
floor map to strengthen the control function of the production logistics, an investigation to
aSldzSy0S (KS 2NRSNA (20b8OKBIRZOS a8 &RIL K& NIdZA& X Ly
¢h/ Qa TFAGS T2 Odiffing Yaltlendck &dakithm 2aNd thie Ki&velogdment of a

system that automatically produces management information reports. Next, a categorization

of policy bottlenecks, developing management information standards and systems, the use

of forecasts for produton planning, and the development of a queuing model to manage

the order release are proposed.
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1. INTRODUCTION

This research is carried out in order to graduate for my MSc in Managememipmacs and
Consumer Studies at the Wageningen Univerditye research is commissioned by the cut
flowers export company Hilverda De Boer and the Management Studies and Operations
Research and Logistics chair groups of the Wageningen Univérsityis d optimization of

the internal production networkplanningin the floriculture industry by conducting a case
study at HilverdaDe Boer. Thaesearch contributes to the research fisldf production
planningand management informatioand impactsost contol at company level.

This introductory chaptestarts off with the problem statement (1.1)he conceptual design
deals with determining the subject of the research projé¢erschuren and Doorewaard,
2005) andconsists of research objective (1.2), resdm questions (1.3) and research
framework (1.4).The technical design discusses the question of what needs to be done in
order to arrive at an answer to the research questions of the research issue within a certain
timeframe (Verschuren and Doorewaard, @®). It compriseshe subjects research material
(1.5) andresearch strategy (1.6 he chapteends with an outline of the thesis @.

1.1 Problem statement

The trade in cut flowers concerns (perishable) daily trade which is strongly influenced by
supply and demand. Supply factossch as weather conditions, demafattors like holidays

and conjunct factors as the economic crisismpetition and legislative regulatiortsave a
direct impact on the trade in this commodity

Due to increasing transparey concerning the daily market prices within the floriculture

industry, competition is rising angrice margins are highly under pressure. Underlying

Ol dzaSa NS GKS RS@St2LISyd 2 T2 LJKIST 3R NRID £ 0 YAh
Wo dz8 A Y ARAFANRIYW OISQU0 X RSONBF aAy3a LIzZNOKEFaAy3a @2f
eventual adjustment of the auction times. To anticipate on these developmentsuie

flowers export company Hilverda De Boer needs to work more efficient in processing the
floricultural products through the flower chain.

Within the global buyer market the development towards two distioustomer groups can

be considered, segmented into bulk volumes and taih@de volumes. Tése groups put
different degrees of pressure mainly toehproduction costs and secondly to tlo®sts
inherent to the capacity utilizationof the truck loads Within the current production
planning all internal logistical flows run interchangeably through the system, while in
principle one uniform set dfiffering sales priceand margingor as well the bulk volumes as

for the tailormade volumes are applied. Research should reveal how the production and
task allocation can be divided as efficiently as possiialeng into accoundifferent cost
distributions.



1.2 Research objective
The objective of this research can be stated as follows:

Generating knowledge and empiakevidence concerning efficigolanning ofthe internal
production logistics at the cut flowers export company Hilverda De Boer.

This research belongs to the cycle of practice oriented research, because it seeks to generate
knowledge in order to solve a practical problem. The research can be classified into the
diagnosis and design stage of the intervention cycle of problem soldagses of
inefficiency in the current production netwoikre searched fofdiagnosisstage and a plan

will be designed in order to take the efficiency to a higher level (destaye.

1.3 Research questions

The main research question to tacldéicient planning of the internal production logistics
as follows:

What is the most costfficientplanningsystemfor internal productionlogistics within the
floriculturewholesaleindustry?

This main research question can be furtidérided into the folbwingfive sub questions:

1. What is the optinal capacity planning model fgrocessing floricultural products
throughthe current internal productioriogisticsnetwork?

2. Given the capacities, at is the most cosefficient order releasemethod for
procesang floricultural products througtthe current internal production logistics
network?

3. Which recommendations can be madencerning thecurrent production network
configuration in ordeto further optimize the internaproductionlogistic taking into
account productspecific and compangpecific factors?

4. Which information from the planning system can be used in a future management
information system at respectively the strategical, tactical and operational level in
order to effectively manage the contralriction of the production logistics?

5. Which production logistics related recommendations can be made to serve the
distinct customer groupssegmented into bulk volumes and tadorade volume3

Apart from contributing to the cost control of HDB, theseach contributes to the research
areas production planning networks and managementQutcomes can begeneralized to
other internal productionogisticsnetworks.



1.4 Research framework

The research consists dhree research stages comprising the followig consecutive
elements:

V Stage X Literature review(reviewing the fields of production planning, network
flowd facility layou) and management information)

V Stage Z; Enpirical research

V Stage I Expert interviews

All stages are further explaéd in Chapter 2The red line through all stages in the research
consists of the following threierative steps:

V Step 1¢ Capacity and order release planning (i.e. production planning)
V Step 2¢ Optimization production network configuration
V Step 3¢ Management information

The research frameworkwhich is displayed in Figur® is the general outline of the
research. The research ence conducted inthree stages all onsisting ofthree steps
together leadng to the conclusion andrecommendations onefficiently managing the
internal productionlogisticsat Hilverda B Boer.

Sage 2
Empirical research

************************************ Sepl
Production Capacity and
planning order release
planning
A
A
Sep?2
Networ_k_ Sagel Production
flows (facility . .
layout) Literature review network con-
R ———— figuration
A
Decision Sep 3
support » Management
systems | information

Sage 3
Expert interviews

Figurel Research framework



15 Research material
The research material used comes from various sources and includes:

V Web of Science database
o Scentific literature in the field of Operations Managemenproduction
planningand network flows
o Scientific literature in the field of Management studiedecision support
systems an management information
V Study books
o Claassen, Hendriks aktendrix(2007),Decision Science
o Slack, Johnston and Chambé&604) Operations Management
o LawrenceandPasternack2002) Applied Management Science
o Verschuren and Doorewaaf@005) Designing a Research Project
o De Vaug42001) Research Design in Social Research
V Data fom Hilverda B Boer
0 EnterpriseResourcePanningsystem: KB-Pro
0 Quality handbooK2009) Administratieve organisatie
V Expert interviews
o Oral information frommanagementteam, box management,team leaders
andfinance department.

1.6 Research strategy

The research design is a descriptive single case study. The unit of aisalysi€ompany
Hilverda De Boer. The phenomenon under research within the case is the internal
production logistics which is embedded within the case. Triangulation of methodsbwil
applied in order to leverage the validity of the research. Three methods of data collection
are proposed within the research strategy: literature review, empirical research and expert
interviews.

The literature study takeplace mainly within the sentifically accepted Web of Science
database, supplemented by data from study boaksl other monographdn the first place
production planning and network flowterature issearched throughThen literature input
will come from thefield of decision spport systems

The empirical research is executed at the compatgta will be extracted from the ERP

system and from employees for gaining insights within the production processes.
Synchronously to the implementation ofegmew Windowsbased ERP prograkBTProper

February 2010, the production planning processase optimized. This form of
computerization care.g. f 42 Faaiad Ay SEAYAYFOGAYy3a WAEE )
more with less(more flowers processed per employee/houconsideringfor instancethe

W 2-drdl & Y& Eple adeading

Expert interviews will be held at the unit of analysis to optimize the inputs from the
empirical research and literature revieand to gather useful management informatiobhe

10



experts to be questioned armembers of the Management Team (i.e. the Managing
Directors of the company), the Boxasagement(i.e. employees in controbf the entire
production logisticsand Team Leaders (i.echief of a certain production areajThey have
years of experience in @i field and can exactly estimaroduction measures antbke
external factors into accountsuch as product characteristickxperts from the Finance
department can provide a bridge between commerce and production logistics.

Limitations of the researchtrategy that can be foreseen are the data collection processes
and the time constraint. It is unclear if literature provides enough insight into the specific
problem context and if the required datcan be extracted from the ER$ystem.
Implementation ofthis system will require some adaptation time for all employees. It takes
therefore an uncertain time period before reliable capacities can be meastedloyees
firstly have to move along a learning curve towards a stable and reliable working pace.

1.7 Outline thesis

This thesis is furtheorganized as follows. Chapter 2 describes the research methodology to
be followed. Chapter Presents the results of the literature revieencompasig elements
from production planning,network flows and decision spport systems respectively
referring to the iterative steps 1, 2 and 3 of this reseai€hapter 4 delineates the empirical
research consisting of timeframe of the production processes, the production areas
capacities and thelevelopmentof the capaciy andorder releaseplanning, supplemented

by optimization of the network configuration anaonsiderations ona management
information framework. Chapter 5 reveals th expert interviews, validating, adjusting
investigating and improving the proposed production heuristics configuration
improvementsand useful management informatiorChapter 6 provides the conclusion,
gives recommendations, discusses the findings and limitations of the study and finishes with
avenues for further research.

11



2. METHODOI®Y

This chapter sets forth the research design and methodology to be used for this research.
After a short introductionZ.1) the concept otase study design is discusse®)2Next, the

plan of approach is discussed based on the research framel@@k The chapterconcludes

with considered limitations (@) of the research.

2.1 Introduction

This research will use a case study approach for answering the research gsestion
addressed Case study analysis revolves around assessing the fit betweiadigidual case

and the theory or theories being tested (de Vaus, 2001). It can therefore be used to test
theoriesout of the research areasroduction planningnetwork flows anddecision support
systems Assessment athe fit betweenthese theoriesand the unit of analysis, the case
Hilverda De Boer (HDB)akes this research appropriate for a case study design.

The case study will follow an iterative process in which the elements of literature review,
empirical research and expert interviews buildp on one another and are developed
simultaneously during the course of researdhese threebuilding blocksare the main
methods of data collection.

2.2 Case study design

Research designs are plans and the procedures for research that span the deft@mions
broad assumptions to detailed methods of data collection and analysis. The selection of a
research design is based on the nature of the research problem or issue being addressed and
encompasses procedures of inquiry (called strategies), specific muhetbibbdata collection,
analysis and interpretation (Creswell, 2009).

A case study is characterized bysmall number of research unifg, laborintensive data
generation(ii), more depth than breadtltiii), a selective, i.e. a strategic samid), afocus

on qualitative data and research methods) and an open observation on sitévi)
(Verschuren and Doorewaard, 2005). The selection of the small number of research units
comes down to oneselectivesinglecasefrom the floriculture wholesaleindustry, i.e. the
company HDBt KS Ol &S A4 a0dzRASR Ay Ada Wyl (dzNT f
phenomenon under research, the internatoductionlogistics in the floriculturavholesale
industry, is demarcated to and embeddedthin the case companylhe emphasis will not

only layon computing and calculatingasedon observational results, but also on comparing
and interpreting these results. Depth within the research is realized by applying triangulation
of methods: various labantensive data genet&on methods are used such as a literature
review, empirical research and expert interviews.

Particularly in case studies, the methods used should rely on both qualitative and
guantitative research methods. These methods help increase the transparemcy, a

12



particularly the reliability and objectivity of a case study (Scholz & Tietje, 2001). Qualitative
data deals with meanings, whereas quantitative data deals with numbers (Dey, 1993). In this
research, both qualitative and quantitative datall be colleted. The literature review and
partly the interviews with the experts will provide qualitative datahile the empirical
research and partly the expert interviews will provide quantitative d&tathe end, both
quantitative and qualitative data will be owined to provide welfounded and specific
recommendations foHDBconcerninghe cost controlof the production costs

According to de Vaus (2001) one of the distinguishing features of a case study is that
multiple methods of data collection will be grioyed to build up a full picture of the case.
The theoretical base will be filled out by the literature review. Tgractice oriented
approach will be implemented by thempirical research and the exgienterviews

2.3 Plan of approach

This paragraphilescribes thedterative process oflata collection The plan of approach fo

this researchis delineated in this paragrdp segmented per research stage: litense
review, empirical research anéxpert interviews Finally, the step ofconclusionand
recanmendations is elucidated uporPer stage the three iterative steps of capacity and
order release planning, optimization production network configuration and management
information are treated.

Stage I¢ Literature review

Deskresearch is a research stegy whereby the researcher uses material produced by
others. Deskesearch is recognizable for three matters; (1) use of existing maté&jaho
direct contact with the research object and (3) use of material from another perspective
than to which it wa produced. Literature review is a common form of dessearch and
entails a swift screening of a large number of publicatifvierschuren and Doorewaard,
2005).

The first stage of literature review constitutes the fundamental theoretical base of the cas
study. A first preliminary research shows that production planning can be managed through
application of bottleneck management, order release techniques and the maximum flow
technique. The second field of networHow models provides methods to optimizine
infrastructure of the internal logistics production configuration. The field of decision support
systems considers management information leveraging the control function of production
planning.

Concerning Step 1hé capacity planning can be steer@miplementing The Theory Of
Constraints (TOC) of Goldratt. Troutt et al. (2001) refer to TO&L stem improvement
philosophy. Theobjective is to eliminate or to reduce bottlenecks within a production
logistics networkThe TOC is a common used method ottleneck management and has
produced principles and methods for improving the flow of constrained systems.
Improvement of the flow within constrained systems can be obtained ugiagmaximum
flow network technique. Ahuja et al. (1991) and Claassemalet(2007) consider the
maximum flow problem with the objective to send the maximum possible flow in a network

13



from a specified source node to a sink node without exceeding the network capacity
restrictions in the network.

A technique used foorder release planning is the assignment netwo The goal is to
minimizetotal cost (or maximize the total profit) of assigning employees to jobs so that each
employee is assigned a job and each job is perfornhedvience and Pasternack, 2002)
Claassen et al. (2@) considers the same kind of problem from a slightly different
perspective using a common sense heuristic for thegaioking problem. Botbrder release
planning techniques could for instance be used to assign orders to production areas.

For Step 2, navork flow models can be used toptimize production network configurations.
Lawrence and Pasternack (2002) describe the capacitated transhipment/transportation
network: shipments take place by transporting goods through one or more transhipments
nodes bebre reaching their final destination. Btwork models consist of supply nodes,
intermediate nodes and demand nodes with capacitated arcs. The models mainly have the
objective to minimize costs, but could also be used to minimize the internal transport
distances. This technique can be applied in order to optimize the configuration of the
internal logistics production networkhereby minimizing internal transport distances.

Focusing on Step 3, the field of decision support systems is researcheder to ®me to a

set of management information evdcted from the planning systenThis fieldcomprises a

core subject area of the information systems discipline. Decision support systems are
distinguished by capabilities such as satisfying ad hoc knowledge need®rming
knowledge derivation or discovery, direct accessibility by their decisiaking users, user
specific customization of functionality and interfaces, and/or learning from prior decisional
experiences. Management information systems (MIS) empkatsie retrieval of records to
produce various kinds of prgpecified reports containing information believed to be useful
for managers (Burstein and Holsapple, 2008).

All in all, the literature review will focus on the concepts of bottleneck managenoedér
release planningechniques, various network flow problems and decision support systems.
The outcomes of the literature review will be used as input for the empirical research and
expert interviews.

Stage 2; Empirical research

Empirical researcluses data derived from actual observation or experimentat{@aint
Alsem College, 2010Empirical research is aboubthg research in the field anglathering

data yourself to arrive at judgments based on the analysis of these (Vaeschuren and
Dooreward, 2005). With this method a detailed observation is possiblehich gives
profound insightinto the way production processes take place at HDB. A characteristic of
empirical research igs appropriateness foreplicaton in follow-up studies. This inceses

the reliability of the research.

The empirical researcstageuses an iterative approacl preliminarystep of the empirical
research at HDB will start with elucidating theduction processethat occur subsequently
within the intermal logistics production network. Next, visualization of the (average)
timeline(s), comprising the entire set of production processasd its durations will be
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brought into perspectiveusing a Gantt ChartA Gantt chartis a type of bar chart that
illustrates a projectschedule. Gantt charts illustrate the start and finish times of e.g. the
business processes during a day and summarize elements of the entire production planning
Figure 2 presents an example of such a Gantt Chart and Figure 3 provides the main
productionLINE OS&aaSa 4 | At OSNRIF 5SS . 2SNRa AyiSNyl!

Nr Task name Sart Finish Duration
1 Order entry 06.00 15.00 8h 15
2 Product entry control 06.00 14.00 7h15
3 Orderpicking and distribution 06.00 16.00 %h

4 Processing and packing 07.00 17.00 9h

5 BExpedition 07.30 18.00 95h

07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

06:00 18:00

Figure 2 Gantt Chart

Main production processes at Hilverda De Boer

Processing
and packing
Product Expedition
entry control _
Order picking
> and Bouquets
distribution

Figure 3 Main production processes at Hilverda De Boer

When the production processesithin the timeframeare clear, the first iteration Step 1 will

be researched; capacities of all the individual production areas will be measured. This will be
implemented in a capacity and order release planning, based on the production planning
literature review concerning bteneck management, order release techniques and partly
network flows. Demarcated in this research, the capacity and order release planning equals
the production planning at HDB.

Step 2includesexamination of the current production configuration in order further
optimize the internal production logistics. Using network flow improvement techniques
extracted from literature] 5 . iffrastructure could possibly be optimized. Various options
for network flow iterations will be presented. To give a firstpmession of the current
infrastructure the floor map of the company with its main production processes is presented
below in Figure 4.
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Hoor map Hilverda De Boer

Bouquets _

Figure 4Floor map with main production processes

Step 3 delineates management informat useful for HDB to support the proposed
production planning of Step 1.fA&st frameworkfor applicablemanagement information will
be developed in order to assist and steer the capacity and order release plafhneg.
most important management informtion sourcs, adhering to theperformance of the
production planningwill be identified per strategical, tactical and operational level
Developing theindicated management information demand into an entire management
information system is beyond the soemwf this research. Literature input comes from the
field of decision support systems.

The timeframe for the production processes will be describdry a Gantt Chartusing

Microsoft Visio iy LJdziT gAff O2YS FNRY GKS Nad &aNOKSND
extracted from the ERfEnterprise ResourcePlanning)system KB-Pro, which entails among

others production planning and current internal logistical data. This ERP system has to be

filed out in such a way that the control function of the production cam tightened.
Measurement of the capacities can be done manually by keeping track of thanth

outgoing amount of colli per production area. Maybe it is possible to extract these data
automaticallyfrom the ERP system in the future.

Stage 3 Expertinterviews

In the context of a research project the interviewing technique can be described as an
activity that is steered by the research issue in the course of which you try to extract the
necessary information from a pieelected group of individuals (i.experts) by offering
stimuli, usually a poll that edains questions or statementd/erschuren and Doorewaard,
2005).

The faceto-face variant is preferred over a possible telephone technique. This variant gives

the researcher the advantage of observitlie interviewee, which may be of particular
interest for a correct interpretation of the answer (Verschuren and Doorewaard, 2005).
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Besides, this leaves more room for interaction, which is perceived to be criticahifor t
particular case study.

Concerniig Step 1yalidation of the proposed heuristics within the planning system will be
guaranteed by expert interviews with key users who are able to take extamhproduct
specificfactors into account: i.e. the production constraintdext, expert intenews can
provide information to fill data gaps omitting in the empirical reseattikdata necessary for
the capaity and order release planningany 2 4 6S SEGNI OG SR FNRY
Pro, experts can provide the most reliable data.

For Step 2expert interviewsare usedto brainstorm about optimizing theonfigurationof
the internal logistics network. For instance, translocation or exchanging of certain
production areas could increasdficiency of the internal transportation distances.

Regardig Step 3expertinterviews are held tanvestigatewhich management information

is needed atthe different business levelserving theobjective of an efficient production
logistics planningFrom a strategic point of viewfor instanceinformation poining to
possible new investments can be captured. Tactical management information for the box
management should be gathered in order to tighten the control function of the production
planning. At operational level, management information could used to optimize
processing of the orders dmg time intervak of an hour for example Based on these
interviews, dfirst framework for useful management information will be developed in order
to assist and steer the capacity and order release planning.

Experts 0 be interviewed involve managing directorsbox (i.e. production) management,
team kaders and financial expertsThe interviews will deliver both quantitative and
qualitative data.Quantitative data will come from filling possible data gapsmarting of
used parameters for the capacity aodder releaseplanning.Most informationhoweveris
qualitative and comprehends comments and footnotes on the production planning and its
control by suggestions for management information purposes.

Conclusiorand re@mmendations

The finalstep presents the conclusion by grasping the conclusions ofitleesub questions

and answering the main research questioRractice oriented recommendations will be
made on efficiently managing the internaloductionlogistics atHDB.Further, the scientific
added value and the validity and reliability of this research will be discussed. Finally, this
stage will finistwith suggetonsfor further researchavenues

2.4 Limitations

There are several limitations that could influenthe resultsThe data collection process in
especiallythe empirical stage coulthhibit limitations The current ERBystem isnamely

built around the units of stems and ordénes These measurement uniteowever,blur the
overview of the capacitiesTo capture amore realisticand more preciseverview of the
capacities, tkese measurement ung should bechanged into colli and paxolli. A collior
part-collimeasures a certain fixed amount of processing time (irrespective of the amount of
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stems percollo) and is not influenced by seasdand volume fluctuationsUnfortunately,
budget constraints in the first place and time constraints in the second picmle
measurement of reliable capaciti@s this unit. So, statistical significance of exttad data
from the ERP systerm uncertain when measuring other, less precisenits.

Another limitation concerningreliable datameasurementis the learning curve of the
employees and box management. Production employees have to get used to the new
sysem and working methods and have to adapt their motivation to change. Reliable
capacities camonly be measured after the production employees hderomeaccustomed

to the thorough changes. Besiddspox management is searching for the most effective and
efficient working methods in the mean time, therelajpanging working procedures that
influencethe capacities of the different production areas.

Another limitation concernsthe interviews to be conductedThe interviewees could be
perceived to be subjectivePossibly, some level @bmpany blindnesgan revolve into a
wrong representation of the actual situatiof the internal logistics However, by
interviewing various employees/key usersdifferent company departmentghis pitfall can
be limited.

Now the proposed methodology and its limitations aobear, the next step of literature
reviewis presented in Chapter. 3
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3. LITERAIRE REVIEW

This chapter presents a critical analysis of current literature pertaining toethearch issues
being addressed. This literature revidulfills stage 1 of the research framework, starting
with an introduction concerninthe performance mesurelead times (3.1)

The chapterfurther focuses on the capacity andorder releaseplanning(step 1)enhancing
the concepts ofbottleneck management (a.o. Theoryf Oonstraints)3.2), order release
techniquesand the binpacking problem (3.3network flow problemsin general(3.4) and
the maximal flow problem(3.5. Various minimum cost network flow problemg3.6) and
partly other improvement techniques (3.&re applicable to optimization of the production
network configuration Hnally, literature cncerningdecision support system.8) ops for
management informatiorat the three generic business levels

The chapter ends with a conclusion how to use the literature for the basitapacityand
order releaseplanning andnetwork configuration how and whichheuristicsto apply as
improvement and optimization techniques and considerations concerningequired
management informatior{3.9).

3.1 Measuring production logistics performancesadd times

Effective measures for production logistics performance are e.g. capacity utilization, cost
reduction andlead times. Out of these measures, lead times capture both capacity
utilization and cost controlBalancing the capacity andrder releaseplanning (i.e. the
production planning)s inherent to lead tire reduction.Cost reduction carfor instancebe
generated via implementing the concepts obottleneck management,order release
techniques anchetwork models, which will be examined in the further of this chapter. All
these conceptsand measuresadd to steamlining the production planning thereby
decreasing lead timesTherefore, this introductory paragraph will elucidatepon the
construct of lead times.

Lead times are affected by many factors includimgpacity, loading, batching and
scheduling, andhtemselves affect many aspects of costs and control (Graves et al., 1993).
Lead times can be definedtintwo categories: customer lead times and manufacturing lead
times.Customer lead timeefers to the time span between customer ordering and customer
receipt. Manufacturing lead timeefers to the time span from material availability at the
first processing operation to completion at the last operation (Smith, 2004).

It could be asserted that lead times are one of the most important measures of
manufactuing performance, since many costs can be directly related to them. The central

role of lead times has been underlined by the influence of Japanese manufacturing
0§SOKY Al dzSa &iddDKY $ @ LIKSE earaie d [ 2y3 £ SR GAY
responsiveness to customer demands. Presumably, lead times must be inversely related to
market share or price premiums, or both (i.e. to total revenue) (Graves et al., IB9B).it

is important to provide accurate lead times to promote customer satisfaciiod generate
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further orders.Providingcompetitive delivery lead times and managing to achieve a reliable
delivery performance are typically as important agompetitive process(Haskose et al.,
2002).

Furthermore, Schmenner (1988) finds that overalmanufacturing performance
improvements are strongly correlated with lead time reductionsad.times have a close
relationship with manufacturing control activities. It is especially convenient to associate
lead time with a production order or work ordeAn order consists of an item or part
number, a quantity to be produced, a due date and a release or start date after which
production may be started. Order release is generally taken to mean the level of control
between planning and scheduling or executidn many facilities there is a well defined
organizational procedure by which physical production activities are initiated by order
release, often involving the generation of documentation and work orders (Graves et al.,
1993).

Graves et al. (1993) furer describe the distinction between hierarchical push and pull
systems. The push type can be for instance a system in which order release represents the
communication between material planning and detailed scheduling levels. The effect in the
other direcion, the pull systemis an order release method based on lead times. Here, order
releases load the production facilities, and the nature of this loading process relative to
available capacity is the primary determinant of lead times in the facility.

Reduction of lead times at Hilverda De BggtDB)could seemingly benefit the objective of
minimizingcostsand adds to a stronger control functiaf the capacity andrder release
planningfrom a merely pull perspective.

In the further of the chapter theconcepts of bottleneck managementrder release
techniques and network models will be discussed,enhancing production logistics
performance The chapter concludes with literature concernidgcision supportsystems
which canleverage the control functioof the production logistics

3.2 Bottleneck managemen{Theory Of Constraints)

This paragraph considers tools to steer the capacity planning using bottleneck management
as starting pointA bottleneck is a resource such as a production process whoseitas

equal to or less than the demand placed uponSb, abottleneck is any process that
impedes the flow of work. The speed of the bottleneck equals the speed of the total system.
Hence bottlenecks are serious and costly and they drive off customdenagement of
these bottlenecks can be tackled using methods and technigekesed to the Theory Of
Constraintsjncorporating its predecessor Optimized Production Technotogl/the shifting
bottleneck reuristic

OptimizedProduction Technology

Optimized Production Technology (OREgins by stating that the goal of a manufacturing
business is to make money both now and in the futufée aim of OPT is to increase
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W{i K NR d£fh& tagziaQwhich the company generates money through sales) whilst
simultaneously decreasing inventory and operating expersan action does not directly
improve one of theethree measures then it is irrelevant at best and damaging at worst, do
not do it. OPT states that the optimum of each system is not necessarily tloptimum of

the whole system. OPT goes on to say that an hour saved on -battdeneck machine
simply increases inventory and does nothing to improve throughjpus wasted effort, so

R 2 yA@it. OPT needs to be carried through to the whole companyesmuburages the view

of the production area as a real profit maker for the company (Tangfachnology Ltd.
2004).

Morton and Pentico (1995) state thathie the details ofOPTremain proprietary, it is knan

to involve four basic stages. Firstthe bod G f Sy SO1 NB a 2 @edlIprdduckioi ( K S
area)is determined:choose the process witthe greatest processing timetilization. The

next step is schedulinghe bottleneck resourceto use it most effectively Then, the
remainder of the shop up to #bottleneckis scheduled. Finally, themainder of the shop

after the bottleneckis scheduled.

OPT is based on a setmfe rules which need to be adopted completely by management
(Rahman, 1998 and Tangram Technology Ltd., 206#plementation of thé set of rules
governs increasing throughput and lowering inventory and operating expenses, thereby
optimizing theentire system.

TheoryOf Constraints

A famous approach to bottleneck management is Eliyahulgbldi i Q4 W¢KS2NE h ¥
(TQAC) which ien extension of the OPT methotihe TOC states, that any system must have

at least oneconstraint bottleneck(Kuo et al., 2009)The existence of constraints represents
opportunities for improvement, because they determine the performance of a system
(Ralman, 1998)

A bottlenecklimits 1t KS & eoatguB Y@ OS> (KS aeaidsSyQa O2yailN
weakest link in a chain. Regardless of how other links in the chain are improved, the chain

itself does not become stronger unless the strength of wesakest link is improve@uo et

al., 2009).So, TQC is a system improvement philosophit has produced a number of

principles and methods for improving the flow of constrained systems. Before any
mathematicalmodeling technique is applied, effort shoultk expended to make those
improvements available fromQC considerationéTroutt et al., 2001)

TOC has introduced thrgeerformancemeasures, which are explained as follows (Fox and
Goldratt, 1986):

V Throughput (T): rate at which an organization gemesamoney through sales: F
sales revenue; variable cosd.

V Inventory (1): all the money that the system invests in purchasing things it intends to
sell.

V Operating expenses (OE): all the money the system spends in order to turn inventory
into throughput.
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Goldratt contends that all three of these dimensions are interdependent. That is, a change in
one will automatically result in a change in one or more of the two. To improve the system,
throughput should be increased while decreasing inventory and opeyagxpenses
(Dettmer, 1997)Goldratt suggests that the biggest gains can be realized by first increasing T,
then by reducing I. The reduction of OE should be the last priority. The rationale for this
order of priority is based on the fact that the rewaftdm decreasing costs (OE costs and |
costs) is finite (a theoretical lower limit is zero, a realistic limit is of course considerably
higher), but theoretically, increased profit from improved sales is unrestricted (Rahman,
1998).The goal is to maximizbroughput: the rate of work flow and, therefore, cash flow

In general, the theory calls for altering the schedule and more frequent forwarding of
completed work(Schonberger and Knod, 1997).

Drum-buffer-rope

The dum-buffer-rope (DBRprincipleis a TO@roduction technique and the name given to
the methodisused to schedule the flow of materials (i.e. products) in a TOC facility. Srikanth
and Umble (1997), define each component as follows:

V Drum- The drum is the constraint and therefore sets the pémrethe entire system.
¢ KS RNMzY Ydzad NBO2yOAfS (GKS Odzaid2YSNI NBI
Ly &AAYLX SNJ 6SNXaz GKS RNHzY Aa GKS NI 4GS
constraint.

V Buffer- A buffer includes time or materials at the druthat support throughput
and/or due date performance. A buffer establishes some protection against
uncertainty so that the system can maximize throughput. A time buffer is the
additional planned lead time allowed, beyond the requiset-up and run times, ér
materials to reach a specified point in the product flow. Strategically placed, time
buffers are designed to protect the system throughput from the internal disruptions
that are inherent in any process. stock buffer is defined as inventories of specif
products that are held in finished, partially finished, or raw material form, in order to
fill customer ordes in less than the normal leddne. Stockbuffers are designed to
improve the responsiveness of the system to specific market conditibmes.tuffer
provides clear priorities to the drum as well as to all other work centers or
departments.

V Rope- The rope is a schedule for releasing raw materials to the floor. The rope is
devised according to the drum and the buffer. The rope ensures thatcapacity
constraint resources are subordinate to the constraint. Restated, the rope is a
communication process from the constraint to the gating operation that checks or
limits material released into the system to support the constraint.

DBR systems onlyyfidi 1S € 2 R (i Kt&m Boltléndck Wil usifg2byifiers to
protect against fluctuations occurring at ndnottleneck operations Atwater and
Chakravorty, 2002

Protective capacity

In reality, what we think is a bottleneck often is not. For exanp@ process may have

sufficient capacity for average demand, but be unable to handle peak load demand. That
process is not a bottleneck, but a resource that does noShavSy 2 dzZ3 K WLINR G4 SO0 A ¢
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(Troutt et al., 2001)Goldratt maintains that a balaed plant is undesirable and that some

amount of capacity imbalance is necessary and virtually unavoidable (Goldratt and Cox
Mpynod . FaSR 2y (KA& o0StASTIZ 5.w adeé&mSya 2|
resource constraint and developing a detailedhedule for it. The system relies on the

excess capacity at all other resources (i.e., -nonstraints) to help alleviate problems

caused by disruptions throughout the operation so that the constraint resource stays on
schedule and orders are shipped tme. Theory of constraints (TOC) vernacular refers to

this extra capacity as protective capacitfwater and Chakravorty, 20p2

For example, transferring work to the bottleneck in smaller lot sizes could improve the flow
to the bottleneck, thus insurithat the bottleneck does not lose time waiting for work. Also
changing setip procedures could reduce lost time due to-sgts at the bottleneck. System
flow can often be increased by subordinating other processes to the bottleneck. This may
mean changig the scheduling procedures to ensure that the bottleneck is never idle (Troutt
et al., 2001).

Atwater and Chakravorty (2002) concluded that relatively low levels of protective capacity
generate the biggest benefits. Increasing protective capacity fross lthan 1% to
somewhere between 1 and 3% always generated significantly improvements in the DBR
aeaidsSyQa LI SNF2NXIFyOS O2yaARSNAYy3 YI ydzF | Od dzNA
capacity did not always significantly improve the performance. Sty arsmall capacity
imbalance is required to achieve fairly good results from a DBR system.

Capacity Enhancement

Companies are also finding ways to make existing capacity more dependable and versatile.
Several capacity enhancement approaches can be feliown order to minimize the
throughput time by solving a wide assortment of workflow and quality problems.

Reducing service triggers less demand on capacity forpledable items or lessalued
customers. Increasing flexibility by cresaining of enployees and ostall labor protects
against bottlenecks as long as there is enough physical capacity available. Another option is
to ensure high involvement in improvement projects, thereby getting more output from the
existing capacity by eliminating stopges and preventing losses from bad qualfyfinal

option isdeliberately cutting inventory to create temporary bottlenecks in order to prevent

a large, chronic one (Schonberger and Knod, 1997).

¢ h / QafocusihgSeps

Dettmer (1997) delineates thellowing five focusing steps thahsure improvement efforts
remains on track towards systelavel improvements. He believes that these are collectively
the most important aspect dd 2 f R NDG (i Q &

V {iSL) mY L RS ydbrdstramt(dpoiéeck(® a4 1 SYQ

What part of the system constitutes the weakest lifgkum)? Is it physical or is it a
policy?
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V Step2:Decid&2 6 (2 SELJXscandtraitt(®)S &deaidsSvyQ
Wring every bit of capability out of the constraining component as it currently exists.
What canwe do to get the most out of this constraint without committing to
potentially expensive changes or upgrades?

V Step 3: Subordinate everything else to the decisions made in Step 2.
Adjust the rest of the system to a setting that will &ethe constrainto operate at
maximum effectivenesg. S Y I & K -iZu3ys&ieR partd RfShe system, while
WNB GOAY I LdLIQ KSG KONEaW NI Ay i adA orinané@2 iy a G NI A
not, skip to step 5If it is, we still have a constraiand continue wih Step 4.

V{GSLI nYy 9f S«doristinteKS a&aisSyQ
Elevating the constraint means that we take whatever action is required to eliminate
the constraint. This can lead to major changes to the existing system such as
reorganization, divesture, capital provements or other substantial system
modifications. This step can involve considerable investment in time, energy, money
or other resources. When this step is completdte constraint is broken.

V Step 5: If a constraint is broken in Step 4, go backefop § but do not allow inertia to
cause a new constraint.
If, at Step 3 or 4 a constraint is broken, we must go back to Step 1 and begin the cycle
again, looking for the next thing constraining our performance. The caution about
inertia reminds us that & must not become complacent; the cycle never ends. We
keep on looking for constraints and we keep breaking them. And we never forget
that because of interdepeadency and variationeach subsequent change we make to
our system will have new effectsontho®e2 Y A G NI Ay ia 6SQ@S |t NSI |
have to revisit and update them, too.

The orientation of TOC is toward the output of the entire system, rather than a look at a
discrete unit or component. The five focusing steps agsiskentifying the largelsconstraint

that overshadows all of the others. These steps constitute an iterative process. As soon as

one constraint is strengthened, the next weakest link becomes the priority constraint and
should be addressedviorton and Pentico (1995) use a more exsive approach: the

shifting bottleneck heuristic. The objective of trapproachis to systematically find the
aeaiasSyQa o200t SyS0O1a 02 O2y@ocdsgof dngoin@sydiemY | f ¢
improvement is applied to the business practicetad firm.

TOC hinking Process

The implementation of the five focusing steps to a typical production environment can
quickly yield substantial improvements in operations and in profits (Nomeal., 1995).
However, this process of continuous improvamdakes the production operations to a
point where the constraint shifts from factory floor to market. In such a case, constraint
could be market demand (insufficient demand) which is a managerial/policy constraint
rather than a physical constraint. Pgliconstraints are generally difficult to identify and
evaluate, and frequently require involvement and cooperation across functional areas.
Goldratt (1994) developed a generic approach to address policy constraints and create
breakthrough solutions for tha using common sense, intuitive knowledge and logic. This
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procedure is referred to as the ThinkingoPess (TPExperts believe that it is the TP of TOC
which will ultimately have the mogasting impact on businegRahman, 1998).

According to Goldrattwhile dealing with constraints managers are required to make three
generic decisions. These are:

1. Decide what to change.
2. Decide what to change to.
3. Decide how to cause the change.

The TP prescribes a set of tools, which basically are @mteffect diagams, to get
answers to these questions. The questions, associated tools and thepogms are
summarized in Table. 1

Tablel TP tools and their roles

Generic questions \ Purpose TP tools(logic trees)
What to change? Identify core problems Current realty tree
What to change to? Develop simple, practicg Evaporative cloud
solutions Future reality tree
How to cause the change?| Implement solutions Prerequisite tree
Transition tree

¢KS ¢t LINPOS&a adlNIa 6AGK (KKQFANEID® REDABRREZ
problems. The current reality tree is used for this purpose. Once a core problem has been
ARSYUAFTASRET GKS RSOAaAA2Y jdzSadAaAz2y o6S02YSa v
question requires other tools such as evaporating clemd future reality tree. Once the

WgKIG G2 OKIFIy3aS (G2KQ ljdzSaitraz2y Aa RSOARSRZI (K
G2 R2 A0GKQ 2NJ WK2g (2 OKIFIy3aISKQ®d ¢KS LINBNXBI dzA
identify obstacles to implemeation and devise detailed plans for overcoming these
obstacles (Rahman, 1998).

Although providing a significant step forward in helping managers implement systems
thinking in their organizations, there is one major drawback of the TP, namely, its ynadilit

OF LJWadzNB (GKS ReyFYAO yIlIddz2NBE 2F G2RlI&Qa YIly
relationships depicted in the TOC logic trees often appear to be linear and relatively static

and, as such, do not fully comprehend the dynamic complexity inherent in moder
manufacturing organizations. Due to this possible shortcoming, recommended changes
resulting from the use of these logic trees could sometimes be misleadReg] and

Koljonen, 2003).

Conclusion

Bottleneck management is a strong tool to leverage theac#ty planning processA
bottleneck is any process that impedes the flow of warld therefore the capacity of the
total system.Bottlenecks can be physical constraints, i.e. aligning capacities in a production
environment to maximize throughput, or pojic constraints, i.e. market demand.
Managementof these bottlenecksait systemlevel could seemingly benefit the efficiency of
the internal logistics production network at HDB. The aim of both@p&imized Production
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Technology and the Theory Of ConstraifffOC)is to increase throughput whilst
simultaneously decreasing inventory and operating expenseplementation of the
techniques2 ¥ ¢fivd férasing stepgshe shifting bottleneck approach, therum-buffer-

rope principle, capacity enhancementnd the TOC Tinking Process accumulates to
eliminating the bottleneckghereby improvinghe throughput/flow in the total system.

3.3 Order releasdechniques and the birpacking model

To take the control function of th@rder releaseplanningto a higher le@el, order assignment
and release techniques can be appli¢tence tools to assign orders within a production
environment, stressing controlled order release strategiase elucidated upon in this
paragraph. Thdasic elements of the bipacking modehlnd other techniques can be used
to serve the distinct customer groups, segmented into bulk and talade volumes.

Serial systems

In the analysis of multistage production systems serial systems are considered. Rather than
having a single production stagew it is assumed that there aresuch stages, as displayed

in Figure5. This graph indicates that each unit that is produced of a single item must go
throughn distinct stages, beginning with stageand ending with stage 1. The problem is to
determinethe reorder intervals for each stage (Graves et al., 1993). This closely relates to
the stagesasproduction areas at HDB and the problem of determining the assignment of
orders to the distinct production areas.

Figure5 Grgph of a serial system

Order review and release

In many serial system based job shop environments, production orders arrive continuously
Fd GKS LINPRdzOGA2Y &aeaidsSy 2¢0SN) GAYSod LT |y !
applied, the arrival itself daenot necessarily involve the release of a job to the shop floor. In
fact, the ORR activities determine which jobs have to be selectively dispatched to the shop
floor and when job release is to take place, so as to improve job shop management and
performarces. The major direct objectives of ORR are the control of simepkogress level

and the workload balance both among machine cent@ms. production areasand over

time. In turn, these achievements can ensure both good shop utilization and improvements
of the delivery performances. Translated into practice, these include beneficial effects such
as reducedinventory holdingcosts, shop congestion and flow timeBefgamaschi et al.,
1997)

In its most general form a complete ORR system consists of theger mparts: order entry
phase, pre shop pool management phase and the order release phase (Bechte, 1988). The
order entry phase is the upstream interface of ORR with the planning system or directly with
customers and deals with production order preparatenmd insertion into the pre shop paol

The pre shop pool is a storage area, usualdatabase thatconsists of all the production
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orders already processed by the order entry phase, but not released yet to the shop. The
order release phase considers thechmique to select orders from the pre shop pool that
should be released to the factory floBergamaschi et al., 1997)

Within the order entry phaséhe availability of all the information, materials, tools, fixtures
and all other resources required blya shop floor personnel to process the considered order

Is ensured. However, a common assumption of the published literature about ORR, is that all
orders received by the shop in the order entry phase will be accepted, regardless of shop
conditions. Afterthis, a job can be released to the following phases by inserting it in the pre
shop pool Bergamaschi et al., 1997)

Bergamaschi et al. (1997) present for the pre shop pool management phase four basic
dispatching priority rules for the sequencing and gseient of orders. These are: earliest
due date, earliest release date, critical ratio and capacity slack based rule.

Each time the order release phase is activatedly a subset of the production orders
currently contained in the pook released. At tis time, ORR scans all production orders
stored in the backlog file and determines which ones are allowed to be released to the shop
floor, at what time and under what conditis they are to be released. The set of criteria
used to determine which ordersra released each time the pool is inspected is usually
named triggering mechanism, input control mechanism or workload control mechanism and
it may employ three types of information:

V Current preshop pool statusthat is, in other words, how many ordeand which
orders are currently inserted in the pre shop pool.

V Current shop statusthat is which orders have already been released to the
production system, at which machine centre they are currently queuing and current
shop capacity.

V Planned shop perfornmzes in terms of manufacturing lead times and delivery
timeliness Bergamaschi et al., 1997)

By analyzing the characteristics of the orders in the-glvep pool and the amount of
workload on the shop floor as well as its current location, the orderasdeprocedure
determines if and at what time the release of each production order in the pre shop pool can
take place, in order to match the planned shop performan@ssgamaschi et al., 1997)

Order release mechanisms

In the order release phase, the agsment of orders to production areas in a serial system
can be managed using order release mechanisms. Order releases can be thought of as
having three parameters associated with a given part number: a release quantity, a start or
release time and a dueate. A more sophisticated release procedure might specify a
transfer batch size, if the release quantity can be broken into smaller pieces (Graves et al.,
1993).

Bergamaschi et al. (1997) categoribe order release mechanisms into two dimensions:

load-limiting and timephased release mechanisms. From the first tbatting input control
perspective, it is assumed that the throughput rate is given. In this case, capacity exceeds
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market demand. The objective then is to control the shop flaork-in-progressinventory

so that the detrimentakffect of uneven work order arrivals msitigated. Job orders arriving
when the shop is already heavily loaded are placed in an input buffer. Release can be
controlled by monitoring the shop loads or by controlling tnaximum rate of order release

to the shop floor. From the second timphased input control perspective, it is assumed that
capacity is a constraint. In other words, orders meet or exceed capacity. The objective in this
situation is to selecan input corrol policy which properly addresseise tradedf between
throughput andwork-in-progressinventory. Controlling the job order release rate will lead

to a given average shop load while controlling the shop load will lead to a given throughput.
In either cae throughput, lead time andvork-in-progressinventory tradeoffs should be
considered (Enns, 2000).

Enns (2000) an@ergamaschi et al. (199d@escribe various dimensions and methods to
trigger order release from input buffers. Workload measure triggees the mean number
of jobs on the shopfloor or the mean amount of work quantity imork-in-progress
inventory. Aggregateworkloadtriggers containtotal processing time (i.e. total shop load),
workload accounting over time (e.qg. tinicketing) and redase at a fixed rate equal to the
desired rate of throughput (i.e. bottleneck load). Local workload triggerstheenumber of
operations in the job and the length of queues along the routing to determine esgecific
release dates.

Another major worload control optionis the useof upper and/or lower workload bounds to
dictate what jobs could be released. Under given throughput rate assumptions appropriate
order release trigger levels are set. This can help in avoiding work starvation and may be
particularly appropriate if used to regulate work moving toward bottleneck machiheiss
competing to enter the same gateway machine queue can be selected on the basis of
earliest due date. If the trigger levels are set too low, input control will b&ecéve since
orders will flow right through the input buffer. On the other hand, if the trigger levels are too
high, throughput will be restricted and orders will accumulate in the inpdtdyu Therefore,

a givenworkload trigger may be appropriate only foa given throughput level. There
appears to be little research that has addressed adaptive input control for situations where
throughput varies over timeHnns, 2000)However, the trigger levels could be applied to
enhance servingthe distinct customer grops, segmented into bulk and tailomade
volumes.

Orderreleasevs. drumbuffer-rope

The orderreleaseshows clear similarities with the drubyuffer-rope TOGprinciple. The

desired rate of throughput is equal to the drugthe pace for the entire systentControlling

the workload orwork-in-progressinventory so that the detrimentaéffect of uneven work

order arrivals ignitigated is similar to the buffeg protection against uncertainty in order to
YFEAYAT S GKS a8ad0SYQa ( KasR aeghahidnas o ingukedntral I NR& 2
functionsare alike the rope; the schedule for releasintipe materials to the floor.

Bin-packing problem

[ FLIOAGe LXIFYyYyAy3d Y2RSta F2N¥dzZ FGS GKS LINE
representing available cap#giin discrete time periods. Linear programmingsheeen a

natural vehicle for modeling these decisions. Such models do have lead time implications.
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For example, if capacity is exceeded in a particular period, a planning model will reassign
production to aperiod where there is idle capacity (Graves et al., 1993).

The binpacking problem can be used as an ordeleaseplanningmethod, balancing the

workload over the various production areas. The method also implies the possibility to
minimize the numberof production sudk NBI a3 adzOK Fa Fd 15.Qa LI
areas. Furthermore, this technique can be used to tackle serving the distinct customer
groups, segmented into bulk and taiorade volumes.

Claassen et al. (2007) and Kallrath and WilsoA{)L8lescribe both the bipacking problem;

a method to pack all items into the minimum number of bins, subject to volume capacity
constraints. Giveditems, each having a volumg(j I' M )X a&hd| identical bins each of a
given volumev.

The bin-packng problem can be formulated as an integer linear programming problem
thereby introducing binary variables:

Objective function:

|
ahy dvi} H

i=1

Subiject to:

J

H o VX KV Foralli
i=1

I

H i = E For allj
i=1
X M For alli, j
X, Vi~ {0,1}
Where:
\% = volume of bin
Vi =1, if bini is in use (i.e. binis not empty)

=0, if bini is empty

Xij =1, if itemj is packed in bim

= 0, if itemj is not packed in bin

In the objective function the number of bins is minimized. The first constraint guarantees
that the volume of the packed items in birdoes not exceed the volum¥ of bini. The
second constraint implies that every item is assigned to a bin and the third constraint
prevents items being assigned to a bin that is not in use. Figprevides an example of a
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bin-packing heuristic. The items are sorted by volumén descending oret. So, the highest
volume of 8 is put in the first bin, the second highest volume of 8 exceeds the capacity of the
first bin and is therefore put into the second bin and so fort. Every volume is checked if it fits
in a bin, starting with the first bin.

4 4
3
E 6
5 5
R 8 R R
8 5 5
1 2 3 4 5 6 7 B 9 10
Figure6 Bin-packing heuristic
Conclusion

Order releaselanning can be implemented at HDB by applying an order review and release
strategy,consisting of arorder entry, pre shop pool management and order release phase

In a serial production system various order release techniques can be considered in order to
reduceinventory holdingcosts, shop congestion and flow times. The-fétking poblem is

an orderreleasemethod tobalance the workload over the various production araasd can

be used to serve the distinct customer groups, segmented into bulk and -tadde
volumes Orderrelease and assignment show clear similarities with therdhwffer-rope
TOCprinciple.

3.4 Network flow problems

Ourmental image of a network may be a series of wires that make up an electrical network,
a system of roads that make up a transportation network, or perhaps a group of affiliated
stations thatmakeup a television network (Lawrence and Pasternack, 20023l of these
examples, we wish to move an entifglectricity, a consumer product, a person or a vehicle
or videos)from one point to another in an underlying network, and to do so as efficiagly
possible, both to provide good service to the users of the network and to use the underlying
transmission facilities effectively (Ahuja et al., 199@)ese examples are captured within
the field of networkmodels

Network flow problem

Network problens can be represented by a set of nodes, a set of arcs and functions defined
on the nodes and/ or arcsNodes represent thentities within the network,some of which

are linked together by arcs connecting one node to anotA¢reach of the nodes, there aiy

be some quantity of a resource, such as current generateceguired trucks available or

YSSRSR 2N (1St S@ArAarzy aKz2éa aSyid 2N NBOSAOSR«
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cost in units, such aBuros miles or time, and the amount that can Bed NJ y & LJ2 NIi SRQ
each of the arcs may be limitddawrence and Pasternack, 2002)

When two nodes are conneadeby an arc as shown in Figure & flow of some kind (i.e.
flowers, time, traffic) can occur directly between them. The amount of flow theisten

maker will choose to send between two nodes is typically a decision vasgbléis flow
can sometimes be restricted by maximum capacityy; that is permitted along the arc
(Lawrence and Pasternack, 2002).

0 e °
. Capacity Uij .

Figure7 Flow

Flow is sometimes allowed in only one direction. This in indicated by putting an arrow at the
end of the arc into the terminal node. In this case, the arc is said to be a directed arc. In flow
models we assume that are arcs are directed (Lawrearwe Pasternack, 2002). Figure 8
presents a directed network with four nodes and seven arcs.

()
ORIgo
@

Figure8 Example of a directed network

Within graph theory, the building blocks of networkodel design, the following are
consideral: paths, chains, circuits, cycles and trees. A path is a sequence of arcs in which the
initial node of each arc is the same as the terminal node of the preceding arc. A chain is a
similar to a path except that not all arcs are necessarily directed towtelsast node. A
circuit is a closed path and a cycle idased chain. Finally, a treeaxonnected graph with

no cyclegBazaraa et al., 1990). A cyclengstapplicable to the case of HDB and is therefore
illustratedin its simplest form in Figur@

Figure9 Cycle
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Network models can be divided into two basic groups: network flow models and network
connectivity models. Flow models involve the delivery of goods or resources from one or
more supply nodes, perhaps thradugone or more intermediate nodes, to one or more
demand nodes. In connectivity models, the primary concern is to link all the nodes together
in a certain manner (Lawrence and Pasternack, 2002). The three major building blocks of
network problems are conseted to be: shortest path problems (connectivity models),
maximum flow problems and minimum cost flow problems. Shortest path problems model
arc costs but not arc capacities; maximum flow problems model capacities but not costs;
minimum cost flow problemsnodel arc costs and arc capacities (Ahuja et al, 1993hidn
research only thélow modelsare discussed.

Conclusion

Networks can be represented by a set of nodes and a set of When two nodes are
connected by an arc, a flow of some kind can oditectly between themNetwork flow
problems have the objective to move an entity from one point to another in an underlying
network, and to do so as efficient as possiblée internal logistics production network at
HDB can also be seen as a networlvffioblem.

The next pragraphdescribes the maximum flow models that seek to find the maximum
possible flow between two designated nodes. The subsequent paragraph treats the
minimum cost flow problems. Special cases of this kindroblems are the tranzortation
models that seeks to minimize the total cost of shipping supghesugh an underlying
network and the assignment model that seek to assign employees (or production areas) to
jobs (or orders) at minimum costs.

3.5 Maximum flow problem

The maxinum flow problem is used when networks have a single input or source node and a
single output or sink node. The objective is to determine the maximum amount of flow that
can be scheduled from the input to output nodes. For example, the maximum rate at which
vehicles, messages or fluids can be carried from a source to a sink through a network of
highways, transmission lines or pipelines. The flow rate, or the amount of flow per given
time, depends on the capacities of the interconnecting arcs (Clauss, 1B8&e areno

costs involved in the maximuffow problem (Bazaraa et al., 1990).

Maximum flow problem

The maximum flow problem is very easy to state: In a capacitated network, we wish to send
as much flow as possible between two special nodespwce no@ s and a sink nodé,
without exceeding the capacity on any arc. So, the goal of a maximum flow problem is to
find the maximum amount of flow from the source nodes to the sink node (Ahuja et al,
1993).The intermediate nodes are called transshipmanties where demand equals supply
(Punnen and Zhang, 2009).

An example of a maximum flow network is given in Figl@ebelow, where a, and b,
represent the transshipment nodes
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Figure10 Maximum flow network

Mathematically this problem becomegAhuja et al., 1993Winston, 1994

Objective function:

Maximize {v}
Subject to:
v Fori=s
H i - H E = { 0 E Foralli® N¢{s, 8
() A S P (P N -V Fori =t
xR For all(i, j0 A
Where:
v = network flow
X =number of units oflow sentfrom nodei to nodej through arc i j)
Uj = arc capacitiesupper bound on flow through arg, ()
S = source node
t = sink node

For a flow to be feasible, it must have two characteristics. The first constraint describes that
for every intermediate node the flow into nodenug be equal to the flow out of node The

flow into the source node is equal to the flow out of the sink node. The second constraint
delineates that the flow through each arc can not exceed its capacity and can not be
negative.

Bottleneck problems can benodeled as maximal flow network linear programming
problems (Troutt et al., 2001). Sds approach of calculating the maximal flow links exactly
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to the bottleneck management approach. It is possible to eliminate or reduce bottlenecks
with this technique

Conclusion

The maximum flow problem seeks to maximize the flow between a source node and a sink
node. For the case of HDB, bottleneegkthin the production aresdetween theorder entry

and the external logistics could be eliminated or reduced udiegnhaximum flow approach.

3.6 Minimum cost network flow problems

The minimum cost network flow problem is the most fundamental of all network prohlems
We wish to determine least cost shipment of a commodity through a network in order to
satisfy demandstacertain nodes from available supplies at other nodes. This model has a
number of familiar applications: the distribution of a product from manufacturing plants to
warehouses, or from warehouses to retailers; the flow of raw material and intermediate
goods through the various machining stations in a production line and the routing of
automobiles through an urban street network (Ahuja et al, 1998p rationale of minimum
cost flow problems behind these kind of applications is presented in this paragkepit,

two special cases of the minimum cost network flow problems are presented: the
transportation and the assignment model.

Uncapacitated

Bazaraa et al. (1990) consider a directed network consisting of a finite set of hodes

9 m X mpadia set oflirected arcsA={ {,j),(k,I0 Z X ¥} jothing pairs of nodes N. Arc {}))

is said to be incident at nodésndj and is directed from nodeto nodej. We shall assume
that the network hasm nodes and arcs. ie minimum cost network flow problemmay be
stated as follows. Ship the available supply through the network to satisfy demand at
minimal cost. Mathematically, this problem becomes:

Objective function:

m m
ary Jijxn H
i=1j=1

O

Subject to:

m m .
H ij-HE W =B ir MX HIXZI Y
=1 k=1

XK N i,jl’ MEZIMHIXZ
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Where:

Xi = number of units of flow sent from nod¢o nodej through arc, j)

Gj = arc costscogs of transporting 1 unit of flow from nodeto nodej via arc
()

bi =net supply (outflong inflow) at nodel

The first constraint indicates that the flow may be neither created nor destroyed in the
network. The constraint represents the totéllow out of nodei minus the total flow into
node i should equalb;. If by < 0 then there should be more flow iniathan out ofi. This
problem is also said to hencapacitated

Capacitated

Various scholarsSgref et al.,, 2009Ahuja et al. 1993 Bertsekas 1991) define the
capacitatedminimum cost network flow problerslightly different adding an extra capacity
constraint Let capacitated networkG= (N, A) be a capacitated networwith arc capacities

u = {uj} and arc coste ={c;} for all §, )~ A. Each node in the network has a supply or a
demand ofd(i) depending on whethed(i) > 0 ord(i) < 0, respectivelyThe supply is
transferred through the arcs to satisfy the demand by the flow x5 Where x is the vector
of the flow values on tharcs. Tie minimum cost flow problens mathematically presented
as follows

Objective function:

Min{ H cjx}
a.) !
Subject to:
H - H E=d E Foralli® N
() N S M (P R
N For all(i,j)” A

n
WhereH d = 0

i=1

Where:

Xi = number of units of flow sent from node¢o nodej through arc, j)

Ujj = arc capacities: upper bound on flow through arg (

Gj = arc costs: costs of transporting 1 unit of flow from node nodej via arc
(i.))

di = net supply (outflowg inflow) at nodel

The first constraintis referred toas the mas#alance constraintand any flowthat satisfies
this constraintis a feasible flowThe second constraint is the capacity and magativity
constraint.
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Matrix form
In matrix form,Ahuja et al. (1993present theminimum cost network flow problem as
follows:

Obijective function:

Minimize {cx}

Subject to:

Nx=d

noxoK

In this formulation,N is ann x m matrix, called the nodearc incidence matrix of the
minimum cost flow problem. Each colurhiin the matrix corresponds to the variabtg

Transportation problem

A transportation network arises when asteeffective pattern is needed to ship items from
origins that have limited supply to destinations that have demand for the goods. In its basic
form, a transportation model assumes that the cost of shipping items from a source to a
destination proportionato the number of units shipped between two points (Lawrence and
Pasternack, 2002).

The transportation problem is a special case of the minimum cost network flow problem
with the property that the node sel is partitioned into two subsetBl; and N, suchthat:

V Each node i, is a supply node

V Each node ilN, is a demand node

V For each ar€,j) inAi" Ny, j N

Arc capacities may be capacitated (i.e. restricted to specified minimum and maximum
values) or uncapacitated (i.enlimited) (Clauss, 1996).20emir et al. (2006) observe that
transportation capacity constraints not only increase total costs, they also modify the
inventory distribution throughout the network.

The classical example of this problem is the distribution of goods from warehouses to
customers.In this contextthe nodesin N; represent the warehouses, the nodes My
represent the customers (or, more typically, customer zones) and a,jqrio A represents

a distribution channel from warehous&o customerj (Ahuja et al., 1993).

Within the internal network at HDBiodes inN; could represent the order picking and
distribution areas, the nodes iN, the processing and packing area and the drgsin A
represents the distances of the internal transportation.

Assignment problem

Another case of the minimum cost network flow problem is the assignment problem.
According to Winston (1994) an assignment problem can be considered as a balanced
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transportation problem in which all supplies and demands are equal to 1. Thus, an
assignmentproblem is characterized by knowledge of the costsassigning each supply

point to each demand pointln the assignment problem we wish to pair, at minimum

possible cost, each object subsetN; with exactly one ofect in subsefN,. Examples of the
assgnment problem include assigning people to projegths to machines, tenants to
apartments et cetergAhuja et al., 1993)For HDB this would incur assigning production

areas (consisting of a group of employees) to ordér& S | aaA Ay YSy ik oflINR O f S
costs would be its cost matrix (Winston, 1994).

Conclusion

Minimum cost network flow problems wish to determine least cost shipment of a
commodity through a network in order to satisfy demands at certain nodes from available
supplies at other nodesApplied to the internal logistics network of HDB, a capacitated
network should be consideretthat satisfies customer demand§he transportation problem
takes the perspective from minimizing the distances/costs @ itfternal transportation,
while the assgnment problem relates employees and orders to production areas at
minimum costs.

3.7 Otherimprovement techniques

Gonduding the literature review other improvenent techniques have come acrossating

to the processing of flowers within the internpfoduction network of HDB. This paragraph
shortly revievs the followingthree improvement possibilities: facility layout optimization,
which connects to the configuration of the network; queuing network models, irgjat
directly to bottleneck managementna network flows;and order pickng linkingto capacity
enhancement at this production area.

Facility layout

Solimanpur and Jafari (2008) consider a facility layout comparison model that considerably
reduces the total distance travelled by products ampared to an optimum process layout
configuration. While developing a layout,it is essential that the location of
machines/workstations be such that the total distance traveled by personnel or material
handling devices throughout the shop floor is miniediz When minimizing this measure,

some design constraints are to be taken into consideration. For example, appropriate space
should be considered between machines aaifitate temporary storage of wofk-progress

It is notable that in facility layout ply Yy Ay 3 GKS g2NR WYl OKAYySQ KI 2
may be meant as machine tools, departmeni®rk stationsetc.

This facility layoutpproach is applicable to optimization of the network configuration and
links directly to the minimum cost network floproblemspresented inparagraph3.6. The
objective function would b&o minimize thenumber of meters instead ofcosts, which is
possible with the transportation model.

Queuingnetwork model

Haskose et al. (2002nodel flow as a queuing network for wdoad control. Workload
control is an approach for production planning and control that attempts to manage
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manufacturing lead times rather than treat them as a forecasting problems.particularly
appropriate for jobbing anflow shops in the makén-order sector of industry. It is based on
Little's well known formula in queuing theory that the time an arrival spends in the system is
the average numbeof productsin the system divided by the arrival rate.

Jobs enter the production system and go to firet work station in their routing sequence.
They typically join a queue of other jobs waiting their turn for their processing work to be
carried out. Once the work on a job at a work station is completed the job is transported to
the next work station ints routing sequence, where it again joins a queue of jobs awaiting
processing. The manufacturing lead time is thus the sum of theseind processing times

at each of the work stations in the jbrouting sequence plus all of the time spent waiting
in queues in front of the work stations need@daskose et al., 2002)

Queuing models suggest that the delays depend significantly on (i) the variability of service
GLINPOS&aAy3dav GAYSasX O0AAO0 GKS @O NAI okaffid G& Ay
AyiSyarideqQ 2N SEGSyid 2F f21RAy3 2F GKS YI OK
spent in the system (Karmarkar, 1987).

Clearly, the production process can be viewed as a network of queues. Queuing theory
indicates that these queuingnties depend upon the relative arrival and processing rates of
jobs at various stages in the manufacturing process. Hence, the time spent in a queue will be
longer for congested work stations than for little used stations. Reliable and determinable
lead times and queuing times are essential inputs for all production planning systems. Yet, it
is reported that manufacturing lead times are often long and unreliable almost entirely due
to the large proportion of time spent in the queuddgskose et al., 20025ommel (1976)
showed that 85% of the total manufacturing lead time is due to queuing, and Stalk and Hout
(1992) reported that 999% of the production time is spent in queues.

So, optimizing the internal logistics network at HDB using a queuing roodHl offer much
improvement potentialconsidering queuing and production timabereby decreasing the
manufacturing lead time.

Order pickng

A local optimization in q@cessing capacity at therder pickng areacould be considered by
elucidating various omer picking methods. Gronau (1990) distinguishes two formsrdér
picking, sequential picking and parallel picking, which can be classified into twioisub:

Sequential picking per order
Sequential picking per item
Parallel picking per order
Parallelpicking per item

hwnpE

Sequential order picking per order is the simplest and is also the form most commonly used.
Every order is collected separately using an order pick list, and during order picking the order
is completed and taken directly to the next depadnt.
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With sequential picking per item or collective order, the orders are dealt with sequentially,
but in two phases. The incoming orders are separated into separate collective orders per
item type, so the route only needs to be covered once for diffie@ders. The items picked

are then divided across the customer orders.

Parallel picking per order is commonly used when the response time has to be short, or
when the items are stored by type in separate warehouse aréhs. customer orders are
split up into warehouse areas. Then order picking takes place in the same way as with
sequential picking per order. The order is finally assembled when picking is complete.

Parallel picking per item or collective order requires the greatest organizationat, dftarit
combines the characteristics of sequential picking per item or collective order and parallel
picking per customer order. The collective orders are processed simultaneously in different
areas of the warehouse and are then distributed across thgimal customer orders. This
picking method has the advantage that it enables a large number of collective orders to be
processed rationally and quickly. This makes this method suitable for: a large number of
orders, items that need to be stored in diffent ways and organizations where short
response times are requirgVisser and Van Goor, 2006).

Sequential picking per order Parallel picking per order

v
Y

\ 4
\ 4

Sequential picking per item Parallel picking per item
or collective order or collective order

4h

Figurell Four order picking methods
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In Figure 11 the four order picking methods are represented graphically. Currently at HDB
parallel picking per customer order is applied. However, at HDB the aisles are not divided in
left of the order picker odd and right of the order picker even numbered and labeled
products.

Tofurther optimize the flow within the order picking areas, theseuld be divided according

G2 t I NBABEteary. [THisdheory states that 20% of the produmgresent 80% in

volume. This philosophy puts all promotional, seasonal, special sale and fast moving
products in zone A, the medium movers in zone B amdstbw movers in zone @is, 2006)

Figure 12 present three options to implement this division of the inventdlylcahy (1994)
adridsSa dKFG GKA&a FNNIy3aISYSyd AyONBlFaSa (KS
per aisle) and hit density (numbef hits per product). A high hit concentration and hit

density means higlorder picler productivity and high replenishment productivity due to a

very short travel distance between two pick positions.
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Three optimization techniques are considered in this paragrapte technique of facility

layout links directly to optimization of the configuratiamd the transportation network flow

model, thereby minimizing internal transport. Simulation witjueuing network models

could diminish the queuing/waiting times and reduce tmranufacturinglead time.Order

pickng F OO2NRAY 3 (2 (GKS YSGK2R 2F tIFINBG2Qa [ I ¢
concentration and hit density, thereby leveraging capacity

3.8 Decision support systes

This paragraph considers decision support systems, focusing on operations management
decisionsThese écisions have to be made at the three generic business levels: strategical,
tactical and operationalTo make these decisionsjanagement informatiorapplicable to

the performance of thecapacity andorder releaseplanningis needed. To capture this
information from an ERP system, a dashboard with performance indicatersa
performance management systerran alleviate the contl function of the production
planning.
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Decision support systems in production systems

Technological aids in the form of decision support systems (DSSs) are crucial in tackling the
interdependent and complex nature of operations managem@it) decisims. Operations
management involves decision making on how to best design and operate an operations
system, generally referred to as production system. These decisions can be categorized into
long, medium and short terms, corresponding to the strategic miag, tactical planning,

and operational control activities in a fitrfrigure B shows that DSSs can play an important

role in facilitating decision processks all categories of OM decisio(Ghung, 2003).

Long-
term
decisions

Medium=
term
decisions

Short-
term
decisions

Operations strategy
\
Production planning +—
v
Process planning
- L 4 ]
Capacity Location Layout Job design
planning planning planning and work
standards
Aggregate production planning
| 7
Disaggregation
‘L Y Y A 4
Procurement Sequencing Quality Maintenance e
and inventory and
management scheduling management management
[ I | ]
v
Cost control and performance evaluation

Decision

support

systems

The longterm capacity decision basically deals with planning the capacity of facilities
(Chung, 2003)These decisions are often treated as capital investment or capital budgeting
problems. Returns on investment, payback period andogsoare the major concerns

Figure 130perations management systeifsairce: Chung, 2003)




(Hammesfahr et al., 1993). Loteym material flow decisions concern the layout of the
production facilities.

Medium- and shorti SNY RSOA&A2ya RSIf GAGK I FANNVQa L
control activities. Capacityecisions on this level deal with planning the availability of human
resources. Order release decisions include implementation of procurement and inventory
management and priority planning (e.g. sequencing and (re)scheduling, dispatching) (Chung,
2003).

Certainly, the distinctions among long, medium, and short terms can be arbitrary and
debatable. Also, these temporal decisions are not independent of each other (Chung, 2003).
A decision support system should be able to capture exceptions; special caseketmnte

from normal behavior in a business procefbese exceptions shld therefore be cared for

by human intervention.Their cause might include: process deviation, malformed data,
infrastructure or connectivity issues, poor quality business rultes Exception management

is the practice of investigating, resolving and handling such occurrences by using skilled staff
and software tools. Good exception management can contribute to efficiency of business
processes.

An enterprise resource planning ERsystem is a form of decision support systhat can
deliver realtime data for production planning and operational control. The implementation
of an ERP system requires the availability of relevant management information. Performance
indicators shouldbe uniquely identified and should be followed in tinfBurstein and
Holsapple, 2008). The subjects of ERP, management informatimd performance
measurementre further elucidated upon in the remainder of this paragraph.

Enterprise ResourcePlanning

The more complex the supply chain, the higher the needs for tools for organizations to
effectively manage their activities. The information system is considered a fundamental tool
for a competitive organization. One of the most mentioned information systemesiearch

and business news is the ERRBtem ERP is an enterprisgide information system that uses
RFEGlIolrasS G(GSOKyz2ftz23& G2 O2ydNRf YR AYyOdS3aNI G
business including customer, supplier, product, employee, anché¢iahdata. Almost athe
business transactions (e.ginventory management, customer order management,
production planning and management, distribution, accounting, human resource
management) are entered, recorded, processed, monitored and reported (B@08).Such

an ERP system encompasses real time supply chain BRfA.systems are at the center of
much of the reatime data generation for decision making. For example, key data generated
or maintained for the supply chain in the ERP system are aqadhlrendor lists, orders, goods
received given the orders, transportation vendors, efttimately, this data, updated in real
time, is the basis of planning in both the enterprise and the supply chain. Often there is
sharing of ERPath to facilitate dataexchange Burstein and Holsapple, 2008)he newly
implemented system KBRro is such an ERlystem.The challenge is to effectively use this
system in oder to extract data which fintheir purpose in management objectives.
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Management information

Management information is needed to be able to control the logistics operation in real time.
A set of management information metrics can be gathered into a dashbuwatid key
LISNF 2 NI yOS Aof Rithi® b peffdidance hdabdu@ment systef@MS) Both
constructs show similar characteristiasd are intertwininglyused

A complete dashboard of instruments that provide useful management information about
the logistics operation, giving a good graphical overview is used in many companies. The
user caneasily change the standard reports and there are tools that make adding new
reports simple (Visser and Van Goor, 2006).

Paine (2004) contends that the dashboard approach is linked to a need to cut through the
everincreasing volumes of data available time corporate information systemsuch as

within ERP A digital dashboard, also known as an enterprise dashboard or executive
dashboard, is a business management tool used tdzki€ f &€ | & OS NI hdayh® G KS &
of a business enterprise via key mess indicators. Digital dashboards use visuah-at

glance displays of data pulled from disparate business systems to provide warnings, action
notices, next steps, and summaries of business conditiBusstein and Holsapple, 2008).

Gitlow (2005) sees dhboards as a prolongation of the glity management philosophy @.
5SYAy3aQa GKS2NE 2F O2ydAydz2dza AYLINRBOSYSydGo
results and organizational processes.

The key element in a dashboaisl not only the design of the intirce (as many tool kits are
available from software vendors to develop advanced dashboards with minimal
programming expertise), but the enlightened selection, and accurate capture in the
2 NH | y A turréni\ datyl Soarces, of the critical indicators masteful to the business.
Evidently,this requires collaboration between managers/users and IT specialistsisTéins
ageold problem as far as information systems are concerned, which has diseassed in
relation to decision support systems, executivedimation systemsand generally any other
types of system that have been proposed for managesigdport (Burstein and Holsapple,
2008).

A performance management system is defined as the set of metrics used to quantify the
efficiency and effectiveness attions (Neely et al, 1995According tarangen(2004), a PMS
should support strategic objectives, have an appropriate balance, guard against sub
optimization, have a limited number of performance measures, be easily accessible and
consist of performanceneasures that have comprehensible specifications. A PMS dissign
unigue for everycompany The practitioner is still left to decide how each performance
measure should be specified, how often it should be measured and at what level of detail
Literaturegives little guidance when it comes to the question of how to measure it (Tangen,
2004).

Beamon (1996) presents four main characteristics of effective PMSs. These characteristics
include inclusiveness (measurement of all pertinent aspects), univers@itgw for
comparison under various operating conditions), measurability (data required are
measurable) and consistency (measures consistent with organization gaalg)ffective

PMS should address these issues. Although it may be difficult to choosmdividual
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performance measures, it is vital that the performance measures are related to the strategic
goals of the organizatiol.he measures have to hailor-made selected for the case of HDB
as well as the planning for when, what and to whom to alihis information.

Performance measurement

Effectively using the ERP system for the case of HDB has to be aligned with the control
function of the production logistic?erformance of the production logistics system can be
measured by using a dashboamith key performance indicators.e. a performance
measurement systengsee Figure 14)Both perspectives arsimilar to each other and are
discussed below.

MES Dashboard ‘oo

Status+ Scrap* Downtime-~ Deleasv‘aedpes"l.abels-

PFrionty

High Header 1 Low Pressure X

8 :
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Low Tank 3 Level Limit 26

i Order #2101 AF11 Qay. 2600 v

Prodec ion Deown bme

L _o.5 |

Lanw spend

Joopr
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380X Down 92%
380Y Running | 83%

[ ontiove o

Figureld Example kpi dashboard/performance management system

The critical indicators on the dashboard are called key performance indicatbrs J¥is3ér 0
and Van Goor (2006) classifyamagement information into the form of a number tfese
key performance indiators:

V Output ¢ provides management information about the degree of delivery of the
warehouse, such as the service level measured in completeness, timeliness, and
quality of the deliveries.

o

o
o
o
o

The completeness, quality and timeliness of shipments received
Performance of the primary warehouse processes from receipt to dispatch
Inventory management

Warehouse management

The use of resources
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V Input¢ deals with management information on the input side of the warehouse, such
as reliability of suppliers accordirig completeness, timeliness, and quality of the
goods received.

V Warehouse performance ¢ management information about the planning, the
progress, and the results of the primary warehouse processes

o Planning: Warehouse activities are related to the capaaitgilable planned
on the planning board. Thislanning boardrecords the planned completion
time of the warehouse activity in question.

0 ProgressThe current status is maintained per warehouse process. This means
that the system knows what already has begicked for a certain customer
and how much still need to be produced.

o Results: The results of the processes are measured in effort, quantity,
timeliness and quality.

V Stock performance¢ management information about inventory management
includes referenes to inventory levels, capacity utilization and stock rotation.
o Inventory with or up to a certain bestefore date
o Inventory from a certain receipt or purchasing order
o Inventory of a certain item number
o Total inventory per item per status

V Warehouse managment ¢ concerns management information about capacity
utilization figures.
o Pick locations that have not yet been allocated to an item
0 The blocked locations
o The number of possible pallet places at locations
0 The number of pick locations that have beenaited to an item, but where
there is no delivery demand

V Resource efficiencg management information about resources refer to the
performances of people and equipment. Performance is measured automatically
during the execution of the logistics processedhe warehouse, such as the goods
receipt, order picking and internal transpoet off against standards, this provides
the opportunity to assess the efficiency of the resources utilized.

Beamon (1999) distinguishes three main meastioes PMSresouce, output and flexibility
measures The PMS should measure each of the three types, as each type is vital to the
overall performance success of the supply chain

Resource measures have the goal of a high level of efficiency and include inventory levels
personnel requirements, equipment utilization, energy usage and costs. Examplesdware

on investmenttotal costs of resources used, distribution costs including transportation and
handling costs, manufacturing costs including labor, maintenanceremebrk costs costs
associated with held inventory such as inventory investment, inventory obsolescgade,
in-progressand finished goods (Beamon, 1999).
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Output measures have the goal of a high level customer service and include customer
responsivenes, quality, and the quantity of final product producddiportant measures
considered are sales, profit, order fill rate, manufacturing lead time, shipping errors,
customer complaints, otime deliveries, product availability performance and customer
respase time(Beamon, 1999).

Flexibility measurebave the goal of ability to respond to a changing environment. Flexibility
can be measured in the extent an operation can be changed and the ease (in cost, time or
both) with which the operation can be changéBeamon, 1999)So, a company may be
currently utilizing its resources efficiently and producing the desired output, but in how far is
the company able to adapt adequately to changes in the environment such as volume and
schedule fluctuations from suppli® manufacturers and customers? Slack (1991) defines
four different flexibility measures.alume flexibilityrefers tothe proportion of demandhat

can be met with the system.dlivery flexibilityis the ability to move planned delivery times
forward in order to accommodate rush orders and special orders expressed as the
percentage of slack time. Mix flexibility refers to the time required to produce a new product
mix. At HDB this refers to the sep times of different ordes or products to be processed.
New product flexibility is defined as the ease with which new products are introduced to the
system. For example, the time or cost required to add new products to existing production
operations.

Theperformance metricxan also be selected from a batleck management perspective.
To take throughpubased decisions, it is necessary to have exact and onlineadaiitable

of the variable cost at the various production centefberefore,only that datashould be
selectedwhich is related to the three TQ@easures: Throughput, Inventories and Operating
expenses (Chaudhari and Mukhopadhyay, 2003). For instance, buffers could be used as an
information system to effectively manage and improve throughpuilhis provides
information based on planned and actuakrformance and is used for monitoring the
inventory in front of a protected resource to compare its actual and planned performance
(Schragenheim and Ronen, 199@).combination with such a TOC framework, spreadsheet
optimisation tools can be used to proé effective decision aids (Mabin and Gibson, 1998).
The ERP system kBfio should be put in place to extract these throughput data.

For the case of HDB,xgert interviews with key usershould revealthe required
performance metricshat applyfor the different business level§he set of these metrics can
be categorized intwvarious key performance indicators and insource efficiency, output
performance and flexibility.

Conclusion

Decision support systems are crucial in tackling the interdependedtceamplex nature of
operations management decisions at strategical, tactical and operational level. An enterprise
resource planning system is a decision support sydfesh delivers on reatime data for
production planning and control. Management inforiimen could be compiled into a
dashboard for each of the different business levels, containing key performance indicators

a performance management systenvhich distinguishes resource, output and flexibility
measures. The performanaaetrics must be tailo-made selected for the case of HGB

well as the planning for when, what and to whom to deliver this information
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3.9 Conclusion

The literature review stage considered three main areas: capacity adér release
planning, network configuration and desion support systemsAccording to these areas,
conclusions are given below.

Lead times are an effective measure for production performance andtadal stronger
control function ofthe capacity anarder releaseplanning The Theory Of ConstrainfEOC)
and the maximal flowproblem aim at maximizing throughputthereby decreasing
manufacturing lead timesThe TO®rinciple drumbuffer-rope (DBR)can be used to
effectively schedule the capacities aratder releaseat HDB, reducing inventory and
operating penses. TOC is a systéauel improvement philosophy stating thabttlenecks
within the system represenbpportunities for improvement, because they determine the
performance of a system. Bottlenecks can be physical constraintaligeing capacitiem a
production environment to maximize throughput, or policy constraints,market demand.
Physical constraints can be approached by the-@Bihod, the five focusing steps and the
shifting bottleneckheuristic Policy constraint€an beencounteredby the TOCThinking
Process.

Capacityplanningand order releasen a serial systengsan also be planned by ordeeview
and release (ORR) techniques in order to redmeentory holding costs, shop congestion
and flow times.Order releasecan bearranged ly various loadimiting and timephased
order release mechanism3hese triggering mechanisms can be used to sdreedistinct
customer groups, segmented into bulk and tailoade volumes.A common order
dispatching technique used for this is the fpackng problem which balances the workload
over various production areas queuing model could be developed to simulate the order
releasetechniques. ORRchniques in general shoetearsimilarities with the DBR principle
considering throughput, lead tima&nd workin-progress inventory tradeoffs.

The production network configuration can be optimized applying minimum cost network

flow problems such as the transportation model that minimizes the internal transport
distances.Supplementary, thefacility layat comparison modelreviewing of the order

pickng methodl YR F NNJ y3Ay3a GKS LINRPRdzOG& F O02NRAyY13
further decrease thelistance travelled by products.

In order to make effective decisions concerning the production perfocean.e. the

capacity and order release planning, a decision support system needs to provide useful
management information. The decision support system at HDB is an Enterprise Resource
Planning system, which is able to deliveattime data for productiorplanning and control

at strategical, tactical and operational lev€érom these data, management information has

to be extracted, compiled into a dashboard for each of the different business levels,
O2ydFAYyAYy3a (1S@& LISNF2NXYIyYy®&E XKyRSOIT2NBS 6 ISk
developed, applicable and useful for the case of HDB. From the perspective of a
performance management systén 1 LJA Q& | NXB resdiirde SodtpuiNahd ity A y { 2
measures
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Outlook empirical researcland expert intervievs

Now this literature review stage is completed, the stages of empirical research and expert
interviews can startusing input from literature. An iterative approach will consider the
literature parts as follows.

For Step 1the development ofan efficient capady and order release planninghe
constructs oflead time, bottleneck management, the Theory Of Constraints and order
release techniquesvill be used.The production planning system links to theaximal flow
problem and inhibits order picking inmipvements Empirical research delivers quantitative
results, where expert interviews will validate these results.

Concerning Step 2, optimizintge production network configuration, the minimum cost
network flow problem will be applied. A zero scenaridle current configuration is brought
into perspective in the empirical research, while suggestions for improvements come from
the expertinterviews, linking to the facility layout approach.

Regarding Step Jtset up a basic framework for managementoimmation, theory from
decision support systems will be put into practice. Empirical research will provide a list of
possible key performance indicators at the three generic business levels, while by
conducting expert interviews management information apable for HDB will be selected.

The optimization technique of queuing modekill be used imecommendationdor further
research
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4. EMPIRICAL RESEARCH

This chapter sets forth the empirical research conducted at Hilverda De Boer, (dHiEMBhg
stage 2 of the research frameworko get an overview of thdaily businessprocessesat
HDB, aimeframe Gantt Chartis developedas astarting point for the production planning
(4.1). Next, the capacity and order release planningesearched angresented, applying
the system thinkingrom the Theory Of Constrain{g4.2).Next to the physical bottlenecks
policy bottlenecks are highlighted that are detrimental to the manufacturing lead time (4.3).
To optimize the production network configuration l@sic minimum cost transportation
network flow model is set applied to the production areas diDB (4.4 To gude the
productionplanning,the current status omanagement informatiomn the ERP system and a
list of production performance metricare put forward (4.5). Finally, the conclusion of the
empirical research is presented, delineating data gaps to be fijeexpert interviews (8).

4.1 Timeframeproduction processes

This paragraph describes the main production processes at B@aB.and finish times of
these processeduring an averageday is presented illustrated by a Gantt Chariext, an
example & a random ordeiis put forward.Insight in the production processes relateddo
timeframe forms the basis fodeveloping groduction planning.

ProductionprocesesHDB

HDB purchases the flowers from the flower auctions and directly from breedése

products arecheckedat the product entrycontrol on quantity and qualityscannednto the

inventory of the ERP systeamd numericaly labeled. The labeled flowers are distributed by

the internal transport to thedesignatedorder pickng area where theinventory is held. HDB
sellsoutof A Yy @Sy G 2NE FNRBY I WYl {1S (2 ad201Q LISNELS

After placement of a customer ordethe account manager puts the order in the ERP system.
Mostly, the account manager gives the order free to start processing the flolwsyagh the
productionlogisticsnetwork. Sometimes, e purchasefirst hasto check the availability of
the required flowers and ten he releases the order. After the order release, theder
pickers print the picking lists and pick the required itefream the inventorycooling cells

The internal transport employeadistribute the picked items to the variougrocessing and

packing locationsThe threebiggest processing amgacking locations are named ktwn A,

B and Cconsisting of respectively 6,a8d 6 sub locationdt all locationghe flowers are if
applicable,at clientlevel tailormade processedThis means thatequirementsare fulfilled

concerning stickering, shpovering, sacking etc. At locationaf\ flowers aremanually‘dryQ
packedinto (HDB)cardboardboxes OKA SFf & (NI y & LJ2. MEildgdkiorsBo & | A N
and Cthe flowers are packedetQi.e. the flowers are packed onta trolley in auction
containersF Af f SR GAGK | 1 @SN 2F ¢ ( SyNikick Hodverh O £ £ &
already packedn boxes of the breeder (e.g. chrysanthemurtiges, anthuriums and green)

are just transferredonto the trolley. At location B, the colli (i.e. containers and boxes) are
packed oo I WO I 3 FigirdNB),fwhil® atlacation C the colli arpacked directly or
repackedfirst in suitablesmallauctioncontainers2 y (i 2 I W5 [(Faréi®. G NRf f S Q
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Figure B Cage trolley Figure B Danish trolley

The boxes of location A are transported automatically by a conveyor bedtnnedand
pushed out &the predetermined path of thepallet buildingand handling areaThe boxes

are stacked on pallets, made ready for external logistics and sent to the expedition area. The
full trolleys of locations B and C are checked, sealed and transported to expedition

At the expedition the pallets from location &d the trolleys fom B and Gire checked on
quantity and transferred to the designated dock numbérhe docks are geographical
divided. The pallets from A amestined for overseas customers, transported air. The
Danish trolleys are designated for the Scandinavian clientele and the cage trolleys for the
rest of EuropeThe external logistics is outsourced at HDB.

ly 20SNUASS 2F (KS LINE R dzapcandeg corsi@hTaapt&r2 2y |
Figured. (The area Bouquets is a private company, renting space from HDB, supplying partly
the same clientele.)

Timeframe production processes

On an avesige day, the purchasers stamtound 5 AM with their work, and start buying from
the auctionclocksat 6 AM.Via the electronic shuttle rail, the flowers are distributed from
the auction to the boxi.e. the shop floor) of HDB.So, employees at the product entry
control also start at 6 AMThe account managers start around 6 Alith selling and put the
orders into the ERP systemheorder piclers start at 6 AMprocessing theorders already
put into the ERP systeltny the account managetbe day before. One hour lat at 7 AM, to
provide a¥ g ZilNdgntoryQbuffer, the processing and packaging area begdiaf an hour
later at 7.30 AMexpedition starts with emptying the trucklsom returned trolleys and
auction containers, before the incoming flow of full trolleys and pallets start. In Figuee 1
Gantt Chart of the processedth startingand average endgtimesat HDB is presented.

During the breaks personnel is split into two shifts, so half of the normal ptemucapacity
continues During the day, some flexible employees are shuffled from one production
process to another. For instance, after thumch break, half of the employees from the order
entry control are divideaver the other production areashere neededSo,from a capacity
alignment perspectivesapacitief the production areasluctuate during the day.
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Nr Task name Sart Finish Duration
1 Order entry 06.00 15.00 8h 15
2 Product entry control 06.00 14.00 7h 15
3 Orderpicking and distribution 06.00 16.00 %h
4 Processing and packing 07.00 17.00 %h
5 Expedition 07.30 18.00 95h
07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
06:00 18:00
Figurel7 Gantt Chart processes HDB average day
Nr Task name Sart Finish Duration
1 Order entry 07.00 07.15 15min [
]
Orderpicking and distribution 07.30 08.05 35 min I
4 Processing and packing 08.20 09.00 40 min I
Expedition 09.30 10.00 30 min |
| | | |
08:00 09:00
07:00 10:00

Figurel8 Gantt Charffictitious random order
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Figure B presents the Gantt Chart of a fictitious random order of about 4000 stems, say 50
colli (auction containers or boxeshhe order is entered during and after the purchaser is
doing his work. Normally, fresh inventory from today and older inventory are mixed into one
order. Therefore, product entry control is faded within the figure. Order picking and
distribution of this @der takes approximately 35 minutes before all colli are picked at the
different order picking areas. Processing and packing the 50 colli at location B takes about 40
minutes. At the expedition, processing two cage trolleys takes about 30 minutes. Indyetwe
the processes, waiting times incur. The manufacturing lead time of this fictitious example
thus is 2.5 hours reckoned from printing the order at the order picking area until the
clearance of the full trolleys at the expedition docks.

Lead time randonreal order

The lead time of a real order is measured" 1 May, 2010 concerning the customer ODW.
The order represerst 3215 stems of flowers and 65 colli to be packaa cage trolleys
(location B) an average customer for HDB. Every two minutes the manmenu is
refreshed in order to meticulous track the progress of this specific order. The order picking
areasstarted printing the contingent parts of the order from 09.00 AM and the last flowers
to be picked were printed at 13.02 PM. From 9.52 AM onfitst flowers were processed
and packed and directly transmitted to treage trolleys At 14.22 PM the last stems were
added to the orderThe order waseady22 minutesafter the deadline Themanufacturing

lead time in total comes down to 5 hours and &fnutes. Subtracting 50 minutes break
brings the total manufacturing lead time to 4 hours and 32 minutes. So, the manufacturing
lead time for this order is about.® hours; this is the amount of time to process this order
through the internal productiotogisticsnetwork of HDB.

Conclusion

At HDB the following production processes occhlowers are bought at the various
auctions transported to the box of HDB and checkedtly product entry controlarea The
account manager puts the sale of flowersoiran order. The order pickers print the order
and pick the productsthe flowers are processed and packedto an expedition unitand
finally transported to the expedition area, ready for external shipmdite manufacturing
lead time for an average ordétom order picking to expeditiors in an example 8.hours.

Insight in the production processes related to a timeframe forms the basis for the
production planningMeasuring capacities of the different production areas and choosing
and developing an oer release mechanism cdarther enhancethe control function of the
production planning.

4.2 Capaciy andorder releaseplanning

Production planning at HDB is demarcated in this research to the capacity planning and the
order releaseplanning and the inter linkagesFor the development of an efficient capacity
and order release planning the concepts of lead time, bottleneck management and order
release techniques will be applied practice The production logistics is seen as a system
according to he Theory Of Constraint€apacities per production area are measured and
translated into a capacity planning. Next, an order release mechanism is presented in order

52



to supply the variougproduction areasconstantly andefficiently. Together, this forms ¢
proposed production planning for HDB, minimizing the manufacturing lead time.

Current situationcapacityand order releaseplanning

Currently, no cleaoverview of the capacities of the production areas exi®sx managers

do have a gross idea of thevexage capaty of the entire system, i.e. 10000 stems
processed pehour. However, a split per production area has never actively been measured
before.Production imeverthelesgrackedreaktime by the ERP system KBToand presents

the current statw of the production ares.

Capacitymeasurementat the first production aregoroduct entry controlcurrently doesnot
yet exists, butould beeasily appliedecause it concerns one source of incoming products.

Capacity at thesecond production processder pickng can only be measured by dividing all
order picled stems by the amount addmployeesand worked hoursbut is not yet provided

for per inventory or order picking celBesides at the order picking arélae ERPsystem
counts theamount of stemsalreadyprinted, but not the nunber of stems actually picked

So, only an average for the entire order picking area as a whole (29 inventory cells, of which
twelve are the large, regular defined cells) can be measuBeder picking capacity for only
oneinventory cell ofe.g.roses igmpossible tameasure

Capacity at thehird consecutive are@rocessing and packir@gan be measured per sub area
(locations A, B and Clhesedata could be extracted from theystem;however these have
to be enteredmanually into a spreadsheet.

Thefinal production processes occur at thallet building and handling area behind location
A andat the expedition areaHere, capacitiesan only be measuretbgether for the entire
area,similar to the order picking areas.

Taking the production processes togetheapacity measurement at the production areas
doescurrently not exist andaccurate neasurement of the different production processes is
difficult and varies per (sub) area.

Moreover, he unit of measurement dewies per productionarea. Namely, he product
entry control aea is tracked in units of colli, whitbe areasorder pickng, processing and
packing and expedition are measured in amount of stedsng different measuring units
blurs the oveview of capaities. Thereby, one collo of flowers could count five stems of
hydrangeeor 200 stems of tulipd. 2 > YSIF adzNBYSyd Aa Ftglea | W6
in units of stemsAnother possible measurement unit is the amounbadler lines. However,
one order ne could contain one bunch of roses or two full trolleyence abetter, more
preciseunit of measurement would be colli. Every colli or pewtli brings about the same
amount of work.Handling one bunch of roses of 20 stems or aduditioncontainerwith 80
stems requires approximately the same amountpobcessing and handlingme. Next, in
comparison to the oit of stemsor order lines, colli or partcolli are less influenced by
seasonal developments such as higher average amounts of stems digitige tulip season
and volume fluctuations during the different days of the weék Monday and Friday the
average number of stemssignificanthigher than the days in between.
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The order release mechanism in the current situation has no clear defeedence.
Account managers put the ordeinto the ERP system ready for processaighe production
floor. Currently,order pickers print a lot of orders once, say 20, to get an overview of the
work to be done. This has the effeot relatively small ordrsbecause products destined for
that order are still coming in between the moment of printing and the start of picking.
Moreover, no clear sequence in the order pickiaglefined So, management of the order
release mechanism would be desirable to des® the lead time and increase the average
number of colli and partolli per printed batch

All in all, measurementwithin the system of KBPro leads toinaccurateresults for the
various (sub) areadue to the fluctuating measuring unit of steniBheunit of measurement
should be colli and paitolli in order to calculate the most reliable capacitidproper order
release mechanisngcdzf R A YLINR @S (KS a2adSYQa LISNF2NXNI y

Capacitymeasurement: approach

The adaptation of the ERP system is while ngitthis thesis still in full progresk.is not
possible to measure the entire system in the unit of colli. Next, the order pickia @an
not be measured redime because orders are printed before directly procesdddnce
capacity measurementis at the moment not possible on the level of accurateness as
desired. To aspa general idea, capacitigeer production areaare measured in unst of
stems during ten days, inhibiting two Mondays, two Tuesdays, two Wednesdays, two
Thursdays and two FridayRatistical significace of theresultsis uncertain due to the used
measuring unit however by measuring capacities each half an hour at each (subjpadea
by measuring within the same seasaiprecise as possible outcorsobtained.To calculate
the capaities per area the amount cgmployees andvorked hours per area is required.
From the hours registration system formats are extracted suatxamplifiedin Appendix A
Appendix B presents the templatssedfor measuring the capacities at the various ase

As said, aithe product entry area the capacity is measured in colli, because the ERP system
does not provide the amount in stems. The capaafythis processs higher than the
production processes after, because on average only five toosiss ae worked at this area
procesng the flowers from the flower auctios All other processes exceed this amount of
time. The order picking process can only be measured as a whole, but the processing and
packing is grouped intsixmain areas, constitutingfdocations A flight, A truck, cage trolley,
Danish trolley, H (buffer) and SPAAR (work for daughter company SpaarJdreuffer H

is distributed75% among Aruck ordersand 25% among-age trolleysorders Outcomes of
location SPAAR is used for intatruses.The pallet building and handling area behind
location A and the expedition areae measuredogetheras one

Capacity measurement: results

Appendix C preseastan overview ofthe results of the capacity measurementBable 2
presentsthe capadiies per area (in stems of flowers processeatlyided perday, where
Table 3 presentsresults divided pertimeframe. The bottleneck process is both tables
marked(bold and shaded)er dayandtimeframe. It is clear to see thabn averagehe order
picking process is the bottlenedthe lowest capacity/slowest proces80,000 stems per
hour on average¢ However, on Monday the processing and packing process is the
bottleneck. This deviation has to be explained and validatetthe@texpert intervievs in the
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+ 90,000 + 60,000 + 58,000 + 114,000) / 5 = 85,@ifierences per day are attributed to
the variations in average stems ordered per day: Monday and Fridayateusiest days.

Table2 Capacities per procedsn stems)

Order picking

Processing and

Pallet handling

Product entry

packing and expedition control (Coll)
Monday 114000 103000 108000 2200
Tuesday 90000 93000 101000 1700
Wednesday 60000 70000 75000 1700
Thursday 58000 63000 74000 1700
Friday 114000 126000 134000 2000
Average 90000 94000 102000 1900

When looking to the bottleneck per timeframe it comes to front that the bottleneck shifts
during the day. This can be explained by tree=étom of the order pickers to print the orders.

It is clear to see that at the start of the day and during the breaks, orders are printed, which
influences the measured capacities. Between 6 aWdithe capacity is very high and steep
increases are seeduring the break$etween 9 and 1AM, 12 and 1PM, 15 and 16PM.
Thisissueis further elaborated upon iparagraph4.3. Hence taking the average output of

the order picking proces@0,000 stems per houiiy perceived to be more valid than the
fluctuations as measuredso, in general the order picking process is the bottlenatdo this
statement will be checked during the expert interviews.

Table3 Capacities petimeframe (in stems)
Processing and Pallet handling

Order picking

Product entry

packing and expedition control (Mlli)

6.00-7.00 136000 1300
7.00-8.00 91000 79000 *89000 3200
8.009.00 81000 92000 79000 2500
9.00-10.00 117000 61000 80000 3100
10.0011.00 112000 107000 96000 2900
11.0012.00 83000 108000 94000 2300
12.00-13.00 124000 117000 133000 1800
13.0014.00 61000 98000 106000 600
14.0015.00 49000 90000 115000 400
15.0016.00 60000 80000 116000 600
16.0017.00 21000 101000 120000 300
17.0018.00 13000 98000 103000 100
18.00-19.00 137000

*measured 7.368.00

The maximum capacity varies from order picking to processing and packing, ending with the
pallet handling and expedition aremérkedblue). This is due to the fact that the system has
to start up the inventory between the various pesses and shifting of employees during
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the day. Moreover, expedition has to wait on full trolleys; the last pick has to be placed onto
the trolley or pallet, before it is transported to this area. Therefom®rkload at the last
process increases near tiead of the day.

Capacity planning: product entry control

The capacity planning at the product entry contnmieasured in the unit collyaries during
the day. At12 PM half of the product entry control employees ahifted to other
processes, because ast incoming products are processethen. The only products that
come in later are the products purchased at other auctions. BeloWable 4capacities are
divided in two groups; before arafter the turning point of 12 M.

On the peak days Monday andday higher volumes are purchased and sold. On these days
the turning point is about one hour later: 1 PM. Based on this, on Appendix C and on the
capacities of Tabl&, a more precise capacity planning schedule (T&blées presented in
which the numberof employees is related to time and day of the week in order to fulfill
efficient processing of the incoming flowers.

Table 4Capacities product entry contrdin colli)
Product entry Product entry
control area until control area

Per employee Per employee

12 AM until 12 AM after 12 AM after 12 AM
Monday 2800 310 1150 130
Tuesday 2100 250 830 100
Wednesday 2300 250 450 50
Thursday 2600 270 470 60
Friday 3200 300 920 100
Average 2600 280 810 90

Table 5Capacity planning: number of employe@sodud entry control

6:00-7:00 7:00-12:00 12:0013:00 13:00end

Monday 4 10 10 (5%) 3
Tuesday 4 8 6 (3% 2
Wednesday 4 8 6 (3% 2
Thursday 4 8 6 (3%) 2
Friday 5106 11| 11 (5to 6%) 3

*half employees has lunch break

This newly proposed planningl #S& | LIIINRPEAYF iSté& Tp K2dz2NBR Oc¢
F LILINRPEAYIF GSte wm: 2F GKS K2dzZNB 62NJ SR Fd GF
planning has to be validated during the expert interviews. Shifting employees for one hour

will in practice bean obstacle.

Capacity planning: alignment to the bottleneck

In order to improve the maximal flow of thgroduction system, the bottleneck has to be
relieved.A method to do this is adapting trenount of employees placed at the bottleneck
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However, the chllenge is thaproductivity per employee measured in processed stems per
hour varies per day of the weeKable6 shows the capacity (i.e. productivity) per employee
per hour.

Table 6Capacity per employee per ho§mn stems)

Order picking Procgssing ath Pallet hano_ll_ing Product_entry_

packing and expedition control (in colli)
Monday 3400 1900 11400 230
Tuesday 2900 1900 11200 200
Wednesday 2000 1500 10700 190
Thursday 1900 1500 8200 210
Friday 3400 2300 13400 190
Average 2700 1800 11000 210

Explanations for the fluctuations per day lay for instance in the type of customers processed;
on Tuesday relatively much cage trolleys are processed compared to Wednesday and
Thursday. Thisncreasesproductivity, because other customer types amore laborious

Other influences areéhe average amount of stems sold that dalge averageamount of

stems per order (Tablé, based or255 production days during009 anddelay in incoming
products from other auctions

Table 7Average amount of stemsqr order

# stems # orders stems/order
Monday 1024000 382 2700
Tuesday 793000 263 3000
Wednesday 613000 236 2600
Thursday 550000 150 3700
Friday 1391000 382 3600
Average 872000 282 3100

The amount of employees at the order picking should be lelétethe capacity of the
processing and packinghe procesof product entry control isabout two times faster
assuming an average count of 80 stems per colli. Nextatiezagecapacity of the pallet
handling and expedition area is scheduled on purpagproximately 10% higheatue to the

W NIHza Kat K& eteNdR the order deadline3hus, the 10% igerceived to beneeded for
flexibility near the end of the day. This incurs however a small overcapacity during the
morning.

Because of this deliberate ekcapacity the fluctuating order picking capacities per
employee should be taken into accoumtalign the bottleneckTable8 shows the resulfor

the capacity planningf the order picking areg5o, adapting the amount of order pickers to
the capacity 6 the processing and packingaximizes the flow through the production
system. For Monday, this would incur a decrease in labor cestghe other days this incurs

an increase in productivity of the whole system, while labor costs are higher for only one
productionprocess.
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Table8 Order pickers needed per day
Capacity Order picking Extra order

Capacity Discrepancy

A Pr in .. it r picker

order picking anzlcszskir?g capacities Z?npsgy)ége E;ec?eil
Monday 114000 103000 -11000 3400 -3
Tuesday 90000 93000 3000 2900 1
Wednesday 60000 70000 10000 2000 5
Thursday 58000 63000 5000 1900 3
Friday 114000 126000 12000 3400 4

Applying this schedule would relief the bottleneck and maximizes throughput of the
production system, considering the first four tfe five focusing steps of the Theory Of
Constraints.

Considering the extra order pickers needed, on average two employees per day, this would

yield an increase in throughput from 8800 to ((103,000 + 93,000 + 70,000 + 63,000 +
126,000 / 5=)91,000 $ems per hour (based on Table 2). This ldancrease throughput of

the entire system with ((9000 ¢ 85,000) / 85,000 =) approximately 7%. Considering 7%
BASEtR 2y yop 62N]J SR K2dzZNE 2y | @SNIF IS LISNI Rl
LINE RdzOG A2y RIFE&@& LISNJ @Sl NJ I RR& dzLJthatzhe bny | Yy d;
average two gtra order pickes needed work & hours pedaythis adds up to2 * 8.5 hours

F €HO F Hpp LKRRMIOENHY BIEEGNI T {11 062N 02adiad
planning for the bottleneck order picking could be adjusted according to Table 8, this yields
(490,000c100x nnn TO eodnZnnn 2y f1 02N O0248G4 I yydz f

However, aother perspective would S (G2 A Yy ONB I & Spradluctity aBrNiieS NI LIA (
days between Monday and Fridagroduction varies from 0,6 million stems on Wednesday

until 1,4 millionon Friday, while tle number of order pikers do not vary in such a way; only

6% less order pickers work durirtige daysin between Besides, order picking capacity

differs 70% when comparing Monday to Wednesday, while stems per order do not differ
significantly Expert inteviews will have to elucidate on thiseasure; perhapan adaptation

of the amount of personnel per day is justified.

Taking into account theneasuredaverage amount of stems per order, the number of order
pickerscould be decreased. This seems contradicto Table8, however the psychological
effect that employees tend to work hartd A ¥ Y2 NB 4 2 NXould e a W@gicSIK A Y RQ
explanation. Next, if less stems have to picked, incoming products are still spread over the
entire day. So, this means sl amounts of order picked products perint, because
distribution of incoming products is still spread over the entire dalis significantly
decreases the measured capacitidse to deploying an equal amount of employedse
number of order pickersa be put in place at the vans cooling cells should then be
adapted. Expert interviews will have to giwgther insight The hypothesis isencethat only
productivity is increasedthe amount of orders ready beforeleadline should not be
decreased.
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For conducting a full analysis, more data should be gatheaxedyet significant results.
Measuring in the unit of colli would make the measurements more accurate. When these
constraints are fulfilledthe five focusingsteps of the Theory Of Constraints thie shifting
bottleneckalgorithm canbe put in placan further researchFor now, theaveragecapacity
alignment can be brought into perspective such as represented in FigurEhe allocation

of the number of employees per area times the capacity sthdad equal per production
process in order to maximize throughptlereby decreasing lead timelhe ratio between
employees of the areasrder picking, processing and packjmmllet handling and expedition
should be approximaly;4:6: 1.

Orderpicking:
2700 stems/
hour

A

Processing and
packing: 1800
stems/ hour

A
Pallet handling
and expedition:
11.000 stems/
hour

Figurel9 Capacity alignment per employee

Capacity planning: gllet handling areaand expedition

The capacities for the pallet handling can be extraabetiof the as a whole measured pallet
handling and expedition area capacityp Table9 on the next pagen increase inworkload
during a averageday can be diserred. This is due to théact that a box or a trolley can
only befinished after the last bunchbf flowers or last box or auctiocontainer is added.

On average the area pcesses 52,000 stems per hour, divided over five employees. It
appearsthat especiallyon Monday and Fridaguring the last productiorhours workload
steeply increasesExpert interviews will further elaborate on the allocation of employees at
this area duing the day.

Capacities of the expedition area can not be measured, because the products are scanned
w2y GNREffSeQ Ay (GKS aeadaSy FfNBIFIRe G GKS
of the workload at the expedition area is not availablehm the ERP system. Expert
interviews will have to gain insight in this data gap.
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Table 9Workload pallet handling duringaverageday (in stems)

A flight A truck Pallethandling E;“e%'gé’ees

7.00-8.00 4000 32000 36000 3
8.00-9.00 4000 25000 29000 3
9.00-10.00 6000 25000 31000 3
10.0011.00 4000 40000 44000 4
11.0012.00 10000 36000 46000 4
12.00-13.00 7000 47000 54000 5
13.0014.00 11000 49000 60000 6
14.00-15.00 23000 57000 80000 8
15.0016.00 25000 55000 80000 8
16.00-17.00 *12000 *64000 *76000 7
17.0018.00 *18000 *80000 *98000 9

*only Monday and Friday

Order release planning

After aligning capacities in the production logistiogaximizing throughput and decreasing

operating expenseghe challenge is to keep all production asezonstantlyat work. The

objective is to control the work-in-progresslevel and tobalance the workload over the

various order picking and processing and packing algtexature review provided several

order release mechanisms possible to put in placéiDE2 & LINE R dzO (i RaBlglo LI | Yy .
provides an overviewfahe bottlenecks peprocesing and packing categargiving a first

direction wherethe sequene of order processings not optimal (marked bold and shaded)

Table 10Bottlenecks permprocessim and packin@rea(measured in stems)

A O A\ O A\ A

A TG pDroce g palle . pDroce g palle
order p oraer p
o 0 andling DA 0 andling
Monday 10000 11500 11700 47000 41000 42000
Tuesday 7100 8000 8400 50000 51000 53000
Wednesday 6400 8500 7800 25000 29000 29000
Thursday 3900 5700 7600 2100 22000 22000
Friday 9200 9400 9700 54000 59000 60000
Average 7600 8900 9300 41000 42000 43000
age age Da )a
age DF
olle olle olle olle
olle olle
pDroce g palle pDroce 0 palle
order p order p
DA 0 andling o 0 andling
Monday 45000 41000 42000 16400 16100 16000
Tuesday 30000 31000 32000 6600 6000 6300
Wednesday 18000 21000 22000 8300 10300 10700
Thursday 32000 36000 38000 6300 8100 8100
Friday 40000 42000 45000 20800 20400 20400
Average 34000 35000 37000 12600 13000 13200
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Due to the fact that order picking is the bottleneck in the production logistics system, most
shortages are occurring in this process. Largéserences emerge at the A flight area and in
general on Wednesday and Thursd&yxpert interviews with the box management should
elucidate on the sequencing of orderxBmanagers have a clear view of the allocation and
sequencing of the different ctmmers to and at the processing and packing locations.

In order to optimize the order release phase, orders dispatched to the shop floor should be
controlled. Paragraph 4.3 elucidates on the newly to be implementedsEB® Sy dz W6 2 E
LJA O] 2 LJR Nh esdiiley tie séqéehdd of processing the orders an order picker has

to abide. This system takes the control function out of the hands of the order pickers and let

the computer system manage their work. The dispatching priority rule for the sequencing

anR aaA3dayyYSyid 2F 2NRSNB Aa o6lFlaSR 2y RSIRfAyYyS

Given the functionality to manage the sequence of order processing through the production
logistics,workload has to be balancedl'he work-in-progresslevel ¢he inventory between

the various production aregsan be managed using trigger levélse dimension to use is a
time-phased release mechanism. The proposed trigger levels to be sébugea boundof

half an hour of the processing capacity of the particular processing andhgaaiea ancan

upper boundof one hour. In such a way, on average in the ideal situatiok-in-progress

level of 45 minutes capacity is maintainefihe lower bound takes care of workload
balancing, ensuring employees have work tq ddnile the upper bund ensures that the
production area is not overflowing physicallpuring the start and at the end of the
productionday, the minimum should be adapted to a minimum amount of zero; otherwise,

no flowers are picked at althetimeframe $tart of the proddlzOG A 2y Rl @ QtoNY KA 0 A {
AM andthe timeframeWSy R 2 F ( KS LINE Riddidaiell® Yox Randgemedt K 2 dzf R
in the expert interviewsThe proposed trigger levels areunded off andpresented in Table

11:

Table 1 Trigger levelsper processingand packing aredin stems)
‘A flight A truck Cage trolley Danish trolley

Min Max Min Max Min Max Min Max
Monday 6000| 12000f 20000 41000, 20000| 41000 8000| 16000

Tuesday 4000 8000 25000 51000f 15000 31000] 3000 6000
Wednesday 4000 8000 15000 30000f 10000 21000] 5000| 10000
Thursday 3000 6000 11000 22000 18000 36000, 4000 8000
Friday 5000| 10000] 29000| 59000 21000| 42000 10000| 20000

The trigger levels should only be inserted after the bottleneck process of order picking is
aligned with tle processing and packing. Otherwise, minimum levels could sometimes not
be met.In implementing the proposed triggers these should be takaster first in order to
prevent a stagnating productiomeadlines are leading in sequencing the order processing in
the system.The triggering mechanism is related to the capacities of a total area and has to
be adjusted by a trial and error approach when this is done during adjustment of the amount
of employees per production areémplementation of measurement in dobr picks would
increase accuracy in measurement daderagesa tighter control function of the production
logistics.
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higheron the Wigital priority listYi.e. pre shop pooldf the ERP system. The result of this is
however, that another order could be finished too lafehis couldcausea domino effect,

leading to more orders finished behimigadline.

Customer groupsind sequencing

Recommendations can beade concerning the distinct customer groups, segmented into

bulk volumes and tailemade volumes. To come to an efficient as possible throughput, the

mix of orders, ready to be processed at the various processing and packing areas should be
homogeneous dided qua volume Peaks are divided during the day and a constant
productivity is obtained. A disadvantage in view of the current situation is the space
availableat the cooling cellgluring the morning. Currently, the larger orders aseased

first to provide more order picking spacklore trolleysare emptied, generating more room

for the fresh incoming product&his could be implemented during thigneframeWa G I NI 2 F
iKS RIgQ FTNRY ¢ (2 1 !'ad ¢NAIISNI fS@adba KI g
extra advantageous sideffect is that the processing and packing areas have a sufficient
workload when they start working and that the lower bound trigger is met before 7 AM.
Trigger levels take over control after this first phase of the day. Tdlisypprocesses the

larger orders for the first hour, providing extra space for the order pickers, before the newly
proposed production planning is abided.

Sequencing the order processing in general can be approached withbitlhpacking

technique. Tis technigueO2 Yy aA RSNAE WLI Ol Ay 3IQ O0ADSBIMQd adAdy
processing and packing sub area. The assumption that has to be hwdeveris the

average amount of stems per order for every customer. Relating to bottleneck management

and maxY AT Ay3a (KS a8aiGSYQa-LJ QNR ¢z3 K 1de( IR SO RNMNB S
analyzed. These batches of deadlines correlate with truck routes and flight departure times.
Eventually, these deadlines are leading in production plannedhering to a pull
perspective. By processing batches of deadlines comprising for instance one hour of
processing capacity for the entire production system, workload can be balanced evenly
during the dayHence,these deadlines should be adjusted tlistribute the workloadand

control the workin-progress However, this is a tradeoff between logistics and commerce,
because the utmostleadline to orde® ¢ A ®tBsthmomndaiSpossiltle to place an order)

becomes earlier, which provides less flexibility for the customer. In dealisituation

however, deadline to order is aligned with the deadlittee order has to be ready for

external transport.

Order release planning vs. DBRinciple

In Theory Of Constraints terms, tloeder release mechanism of the order picking process
canbe seen as the rope of the system. The schednl@ sequencdor releasing order picks

to the floor, which is on average equal to thmapacity of the order picking area, limits
products released into the system. The function of this order release mechasigm
communicate alignment with the speed of the drum, i.e. the constraint process. According
to the executed ten days capacitgeasuremens, the drumis the order picking process. The
buffer isthe work-in-progressinventory at the processing and pacgimhich is set between

the lower and upper bound of the trigger levels. The drbuffer-rope system loads the
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bottleneck order picking while usingork-in-progressbuffers at the processing and packing
areas to protect against fluctuations occurring at Hasttleneck processes.

Capacity and order release planning

To conclude, sing this planimg system maximizes throughputagacities are alignety
allocation of employeesnd workload is balanced equally and constatyymeans of the
order release mecha@smusing trigger levelgaking intoaccount fluctuations in demand of
the different production processes arareas.Figure20 gives a graphical overview of the
production planning in order to strive for a maximal flow.

Capacity and order release overview: maximal flow production logistics
Order picking
(Cap/hr)
\
A Itjre(‘)j?lljg A Cage trolley A Atruck A Aflight
(Caplhr) (Cap/hr) (Cap/hr) (Cap/hr)
Trigger Trigger Trigger Trigger
levels levels levels levels
Pallet
handling
(Cap/hr)
Y
Expedition
(Cap/hr)

Figure 20 Capacity and order release overview

This production planning is valid if the amount of employees is flexible during a day an
during the days of the week.afacities can be aligned, minimum moments of downtime
occur and throughput is increased, dosizing lead times.

Conclusion

This paragraph outlined a capacity and order release planning based on ten days
measurement within the production system. Significance of the capacity measurement
results is questionable due to the used measure of processaus per hour in stead of colli

or picks per hour. However, based on these outcomes, the product entry control process
could be optimized witrapproximately20% of the workedours per weekmaximum The
bottleneck2 NJ W i MlHzf@luction logistics ihe productionprocess order picking. The
capacity of this area should be aligned with the processing and packing in order to gain
maximal flow This generaes maximal 7%shorter lead time and a annual decrease of

€ 0 pn = pperatingiepenses. Capacity at the pallet handling area should be aligned with
the workloadduring the day.
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In order to come to an efficient and constastipplyat all production areas, order release

has to be managed using trigger levels with lower and upper bounds. The first hour, from 6
to 7 AM, these triggers could be unbounded, releasing the largest orders first in order to
create space at the order picking arest. 7 AMthe proposed triger levds, functioning as

0KS WodzZFFSNR 27T darkb® puldNBaRelzbeilevasycando@sanédSaytbe
ending of the production day. Sequencing the orders especially on Wednesday and Thursday
and at sub area A flight further balances thm®rkload Sequencingcustomer ordersin

general should be approached bs»-packinglinking to the maximal flow per hour of the
system The schedule and sequence for releasing the orders to the shop floor is based on
RSIFRfAYSa YR Aa 02 ¢ systdraIiNddrRe td aa efficikn® as pas@olelS Q 2 -
throughput concerning the division into bulind tailormade volumes, the miwf orders

ready to be processed at the various processing and packing areas should be homogeneous
divided qua volume. Peaks are theivided during the day and a constant productivity is
obtained.

The proposedcapacity and order release planning together maximizes throughpagults
have to be validated by expert interviewhje tothe gap between theory and practice.

4.3 Lead time:policy bottlenecks

Next to the physical constraintsoficy bottleneckscan be identifiedthat constrain the
production systemand hencethe lead time According to the TOChihking Process the
following three steps are encountered:

1. Decide what to change
2. Decide what to change to.
3. Decide how to cause the change.

Type ofcustomer orders

Thefirst thing that could be changed is the policy concerning the typerdérs Until now

the strategy is that everything is possible for every customer. However,irthibits the
RFEY3ISNI 2F 3S04GAy IPossibly] alithetentiatell (sét KNusttnmeRtBRrges Q @
group(s)could be definedDue to the manypossibilities for each customer ordtris has the
effect that the speed of the productionsystem is sloweddown. This policy increases
processing time and incurs sep times.So,lead timeis increased whiclhas a negative
influence on the agilityand flexibilityof the company.

Therefore, it is recommended to change the policy in sualag that lead timdas decreased
and production planning smootheed, making the company more flexible and agile to serve
customer demandsThe policy isinherent to the mission, vision and strategy from a
company level perspective.

This change could be caused to demand aimim salesamount per order;all orders below
X Euro should be rejected, because they are too expensive to process and it is almost
impossible to make profit on these orders. Every order inhibitsupetimes, for e.g.
switching from one to another sligovering size, amounts of steme pack a time in a
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bunch, stickering etc. Next, every order whatever the size, takes up spaateledstone
trolley and space iscarcein the production areas. So, it seems to be very inefficient to
process (verysmall aders. To quantify and test this hypothesis the percentage of the
amount of orders below certain levels and the inherent percentage of the turnover is
tracked during three weekom 21 April ¢ 11" May, 2010.The results are presented in
Tablel2.

It is very difficult topreciselydefine the fixed costs of one order, disregarding the Sihese
costs are inherent to the setp times between the various orderSetup times are related

to changes in processing requirements, but alseswotch from an order to the next one.

This involves for instance for the account manager to put a new order in the system; for the
order picker to print a new order aratravel through the entireorder pickng route;for the
processor and packechanges in processing negements preparing andusing a new
trolley, handling the scanner to scan the (to be) processed progdidotsthe expedition
employee a new order to be planned into the various truck esutfor administration to
make a new invoice.

According to Imec (@8)set-up timesin a typical manufacturing facility represent about 5

10 percent of total processing tim&or the case of HDBhese assumptions are made: at

HDB 7.5 percent of the processing timseaccounted for bget-up times; gross margin is on

avaage 28.0% (based on profit and loss statement of HDB, 2@0@)total employee
SELISyasSa | O02dzy il o6 brs(basedl bid ptalMBnR kix® Stdtetngnt of DB M H @
20090 / 2y OSNY Ay 3 Qi theScaldul&ighSi as fofowsiixedvsetup costs +

variable production costs gross margin

(0.075 *0.14(% oders) * 12.6m=)€132,000+
(0.925 (production csts related to turnover) * 0.007 (% turnover) * 12.6rx)e @000
[ € HHH X productioll @sid f

EHHHEOMBHY F €mnoanXnann HNRAA YINBAY T emMy3Inj

Together,e H2000 @n be saved on productione®p/ 8 Sa Ay (KA & ®E&ihYLX S
total annually.Concerning Tabld4 f £ 2 NRSNB 0 St deexecuted,/extrd K 2 dzf R
LINE FTAG A a Ini2R08,yoved 2,00050rdersiwkre processehat year. The fixed set

upcosia LISNJ 2NRSNI A& GKSY | LILINE E A Anlekitrd fe@ foro n ®n 7 |
only those orders under the level efmnn &dK2dz R 6S OKI NBHSR emMo 2
normal markup.

Tablel2 Percentage orders versus turnover

% orders | %0 Turnover Production Gros_s

turnover costs margin
Fepn 4% 0.10% EnNndn enyzx EHpPpZ €EHOZ
FemMnn 10% 0.37% eEnNn®P®o emMoyl €y ENnzZ
FeEMpPN 14% 0.77% END®T €HHHI €HNANI €MY2
FEHNN 19% 1.38% EMPO €onmM] €0CTJ] O€EHC?
FEHPN 23% 2.02% eEMPd enpol epoyl] 6eyp?
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When changing the assumption of the average 7.5% 5% and 10%set-up costs,

distributions ae as follows in Table 13

Level

Net savings 5%

Table 13Net savings peset-up percentage

Netsavings 7.5% Netsavings 10%

set-up costs set-up costs set-up costs
Fepn EMMZ €EHOZ ENMZ
FemMnn € pZ eEnnz ETNZ
FemMpn O€HN? EMY 2 eEcnz
FEHNN O€EYH? O € HC?2 € HGMGZ
FEHpPAN OEMpPM O€eyp? 0€ M3

The most efficient decision to take would be ©Odzi 2 FF | f f

2WMIRE NE 0

expected value is higheg(11,000 + 40,000 + 70,000) / 3=} Y 2 & {i

ennznnno

The calculatios made above have more implications. The calculatiane primarily based
only onlabor costs. Other implications of loweg the amount of orders with maximum 10%
are as follows:

V Saving costs on energy and other variable operating expenses.

V Caacity enlargemenbf the production areas due to lesetups and larger average
amount of colli per order. Thiaducesa shorter lad time.
V Number of ordersfinished too late is decreased which leverages customer
satisfaction.
V Lower lead times offemore market potential

NeverthelessHDR2 a anagementteam has to decide how to go about customer orders
2NRSNE O2dzt R

0SSt 29

emMmnnao

t2aaAofex

ups are applied at small customer orders.

Control function order release
A secondpolicy bottleneck igyiving the control functionof the order releasdo the order
pickers. Giving them the freedom of choosirige sequence of the orderat random has the
effect of an inert, slow system where the number of orders delivered too late is irrevocably

higher than if contrded. This policy bottleneck should be removed.
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has to shift the control from the order pickers to the computer system. This system
prescribes that when an orderigker finishes a (batch of) order(s), automatically a new

(batch of) order(s) is printed to be picked.eTarder release is managed and schedubed
deadlinetime. So, orders that have to be finished first, will be processed first in stead of the
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not able to manage their own work anymore whigirobably decreasestheir work

motivation, but it will increase efficiency, throughput and lead time. Moreover, the

percentageof orders that are on time will increase.

Next, bigger volumes per pick are executed, becamsker lines ready to pick increase
during the day,because part of the products hasome in from the auctions in the
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meantime. This also decreases the distaaceorder picker has to travello manage the
volumes per picking listpf every inventory cell a maximum amount of ordees batch and

a maximum of pick per batch can be determined. A pick is one operation to be executed,
one stem out of a container, @or more bunches out of a container, one container or one
container out of a series of containers.

Another option to control the inflow of orders is order blocking. Orders destined for a
certain truck/route can be put on hold in order to decrease wrprogress inventory in
0SG6SSYy (GKS LINRPOS&aasSas AdSed 2y GKS LINRRAzOGA 2
floor space, which is a limitation on the throughput and speed of the total process. This
option is at the moment manually availalfier box managementevery single order can be
blocked. So, box management can use this tool to overrule the order pickers in order to
ascertain a higher flow.

Thinking out of the box, adoptingoice pickingXxould further reduce order picking costs.
This te@inique ensuresthat the order picker has twdands andtwo eyes free during
operation. This speeds up picking and trips back to the assignment desk are eliminated.
Administrative productivity is improved by paperless picking because the work of printing
and distributing picking lists or labels is eliminatédb data has to be inserted anymore,
fewer errorsare made during order pickingnd no stickers have to be printedll in all a
higher pick performance, a faster procedsss internal distance travell and a higher
quality process improve the capacity of the order picking area. A disadvantage is however
the sociability with colleaguedNext, every pick needs to carry some form of information
which is used in the subsequent process of processing am#liqga Nevertheless,hts
technique is already implementegkenerating successful efficiency improvemeatssarious
O2YLI yAS&a AyOfdzRAYy3I {OKdaAGSYl X [S1T1SNIlyYyRSZ
2010).

Timing delivery products other auctions

A third policy related bottleneck is the timing of the delivery of products from other
auctions. These flowers come in normally between 11 AM and 3 PM. This decreases
productivity of the entire production system, because products from these batches tend to

bS GKS flFad 2NRSNIfAySa 2F Iy 2NRSNE (KS wal
of Aalsmeer. Products come in late and almost full pallets and trolleys have to wait for the

last pick(s) of an order. So, pressure on the pallet handling aneldéign area is increasing

at the end of the day and extra space is used at the processing and packing areas, which
limits throughput.

CKAA 0200fSyS0O1 O2dz R 06S OKI y 3SR thé gipeliNe®®G NR O
For instance, the accot managers should be restricted to see this inventory utité

products are physically available and scanned by the product entry control ldoseever,

this limits the commercial value towards the customerdiffering less serviceA tradeoff

between bgistics and commerce has to be made by managenfeogsibly, this restriction

could be put in place for certain customer grouplswhich the ordershave to be ready

before a certain deadline.
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ERP system

Thefourth, last dscerned policy bottleneck i©i¢ newly implemented ER$ystem KBPro.

At the moment of writing this thesis, the slow progress of the improvements and
adjustments of the system is perceived to slow down all business processes at HDB. Besides,
employees throughout the entire company aret fully skilled yet in the options of the
system. Not every option is known and therefore speed in working with the system is
suboptimal.A change should be made to support more knowledge concerning the system.
Sharing knowledgeexperiences anthest piactices withcolleagwes could elevate personal
and 3 NR sdpedformanceThis learning effect could also be accomplished by refreshment
courses given by the supplier of the system.bestpractice platform could enhance
personnelbeingable to work a littlefaster,decreasing labor costs

Conclusion

Policy bottlenecks are identified that constrain the production system and lead time.
Custor SNJ 2NRSNE 0St2¢ emnn akKz2dZ R y2iupam$ofi NBI
F LILWNRPEAYI GStf& emod wS2SOiGtAy3a (KSasS 2NRSNB
ennInnnd® ¢KS O2y iNRf FdzyOGA2y 2F (GKS BNRSNJI I
system which defines the sequence of the orders processing. Measurement in picks would
further enable more accurate capacity and productivity measurements. The technaice

picking could further decrease order picking costs, enlightening the bottldngrocess.

Blocking inventory purchased at other auctions for certain customer groups could alleviate a
decelerating production processinally, karing knowledge to elevatthe efficientuse of

the ERPsystemcould decrease lead timand even bhbor costs Expert interviews have to

validate the discerned policy bottlenecks.

4.4 Network configuration optimization

To optimize the production network configuration timeinimum cost network flowproblem
can be applied. A zero scenario of the current configaratis brought into pengective.
Next, the option to optimize the ordepickng area with an adjustedinventory storage
division is analyzed.

Minimum cost network flow

The production configuration of HDB can be analyzed according to the minimum cost
network flow problem as presented in 3.6 Optimization is based on theinternal
transportationbetween the production ared&s a2 WwYO02adaQ OFy 06S NBIFR |

Just ly logical reasoning,istances from the order entry control to the order picking cells is
optimal when putting the largest volumes of product grosipn front and the smallest
@2t dzySa |4 0 KdlindScglRLov olumes tragefion average large distances,
while large volumes travel short distanc&&e current configuration of the ordeicking
cells is based orelatively hightemperaturesat cell 1decreasingo the lowest temperatures

at cell 11. This is because of the preservation of the products: different flowers require
different optimal temperatures.
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Fromthe sourcesrder pickng tothe destinationgprocessing and packindistances can be
minimized by the transportation problenT.able14 presents the distances from the twelve
main inventory cells to the processing and packing locations A, B and C. The objective
function minimees the total distance measured in meters, given the demands in volume at
the processing and packing locatioi@alculating the optimal configuration in this stadium
however would not be evident, because data available is in the unit of stems. Comparing
roses with 80 to 120 stems per container, lilies with 20 to 80 stems per box and hydrangea
with 5 to 10 stems per container, does mobvide reliable measures.

Next, temperature conditiols have to be taken into account and some areas are physically
fixedés AUKAY | 5. Qa LINdBtrdricéi theeléctizOidshuttlé railiH&nSe, only

the zero scenario is presented in Talibut no minimum cost network flow optimization
calculation is provided forExpert interviews will have to delivaretwork improvement
suggestions.

Table X4 Internal distances from order picking cells
to processing and packing locatidim meters)

CELLp:A B C
1 48 107 161
2 47 97 145
3 77 72 120
4 92 88 136
5 98 43 92
6 110 55 103
7 143 47 61
8 164 68 40
9 173 78 36
10 190 93 50
11 195 98 55
12 84 56 104

Distance in meters

Layout of the processing and packing areas is aligned with the pallet handling and expedition
areas. The low numbered docks are resedMor A, the middle numbered for B and the last
docks for C. So, distances for the last transfer process are already perceived to be optimal.

Inventory storagedivision

Concerning an adjustment of the inventosgyorage division, the options of Figure 12 in
paragraph 3.7 apply, which divide the inventanto an A, B and C corapernt. Twenty
percent of the assortment provides a volume of 80% of the totghrdducts. Given the
restriction of temperature, division should be regarded at the level of coolingiglting
the inventory into an A and B shouklffice, becausedb small product sub groups
decreases averageick density.For a maximal flowA and B have to be divided into paths
left and paths rightasdepictedin Figure21.
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Figure 21Path division

This new division in inventory ensures aht@gpick performance, because traffic in between
the pathways has a more constant speed; a higher speedpbducts than &B-products.
Besides, distanceletween two subsequent pickare decreased, triggering a higher pick
density. This new storage dision adds to enhancing the bottleneck process order picking.
Expert interviews have to delineate the appropriateness of the proposed inventory storage
division.

Conclusion

All'in all, optimization of the network configuration concerning transport distarghould be
sought between the processes product entry controbrder picking- processing and
packing, taking into account cooling requirements and other external facRwssibilities
concerning physically shifting cells/product groups hawee be sored out by expert
interviews. Inventory division per order picking cell into should decrease interstandies,
leveraging a higher piakensity andpickconcentration.

45 Management information

A selectedset of management information is useful in cgdto make effective decisions
concerning the production performance at HDB. The current statusmahagement
information within this system is brought into perspective in this paragraph, while putting
forward production performance nigeics at the three g@eric business levels.

Current management information

The current status of management information extracted from the ERP system can be
considered as very poor. Appendix D shows a print screen dfutrent dashboardthe ERP
system KBFPro delivers. Howver, generated data istotally unreliable, because the
information is not updated in redlme and question marks can be put at the usefulness of
the metrics.

No metricscan bediscerned in the system adtrategicallevel or tactical leveln2 1 LJA Qa
measuringperformances are currently available. The only useful metrics are available in the
YSydz Wtfl yyAyaQs ¢KA OK-tineNBa afeyipdatddSdidenninghgl £ € ¢
production status. Divided per production area the total amount of stended, stems

assigned by the account managers and purchasers, stems printed by the order pickers, stems
processed and stemgackedonto a trolley or pallet are measured. Next, the statuses of

these processes are depicted in pemtages. However, these maaes are not yet
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extract from the system. Most decisions are takmsed? 02E YIylFI3aSysSyiQa
and best practices

A more professional approach to marmagent information and performance measurement

Is recommended. Hence, performance metrics should be developed to take the control
function of the production planning to a higher level, supporting the proposed capacity and
order release planning.

Ideas forHDB] LJA Qa

A list of possible performance nmrats is developed divided per strategical, tactical and
operational level. This list is developed basedn the literature review, websites
kpilibrary.com, logistiek.nlj K S NXB & &peNdddé, S dhiessatianwith HDB employees

and onadvice ofthe first WUR supervisof.ogether, this list formed inty LJA Q& | LILIE A O ¢
the case of HDB

This list will be testedn its appropriatenessn cooperationwith another companyNext,
this test case will provide ageneral framework and recommendations concerning the
development of performance measures.

ThelisNBLINBASY GAy3a NB&2dz2NDOSSE 2dziLidzi | yR Ft SEAOGA

Strategical level:

Percentagaised warehouse space capacity

Averagenventory value per year

Added value of performance measuremen8 PpOSyY (0 F 3S 2F (LA QA GA 0
t SNOSyGFr3sS 2F (LAQa | dziz2YFGAOFEte& YSI adzNB
Costs of kpi measurement

Return on investment

Payback period

Layout production facilities

h i KSNX

< <LK LKLK LKL LLKLKKL

Tacticalevel:
Amount of processed stems peworked hours man-hour-output
Average inventory turnaroun¢per ParetcABC group)
Obsolete inventory (loss per Paref®C) group)
Average ordemanufacturingead time
Quality analysis:

o Amount of returned products

o Amount ofcustomercomplaints

o Damage during materials handling

o Obsolete inventoryalue/percentage

o0 Percentage accuracy between physical and system inventory
Mix flexibility: time toproduce a new product mix (bouquets)
New product flexibility: ease to imtduce new products into the system
h i KSNX

< <K<K
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Operational level:

Percentage orders ready before deadline

Amount of stems/colli per hour

Stems/order

Orders/day

Percentage errors in order picking

Percentage complete ordersfder lines at the variougproductionareas
Picked pickger hour

Processed and packed pigber hour

Processed picks at expedition

Occupancyroduction area capacity

Current production buffesizesper area

Volume flexibility: percentage of demand that can be met with the system
Delivery flexility: percentage of slack time (for rush and special orders)
h i KSNX

<LK LK LKL L L LKL <LKLKKLKKLK KL

Internal expert interviews willindicate which three measures per business level are most
important in order to control the production logistics.

Conclusion

Management information exacted from the current ERP system is lacking. Management
information has to be provided at the three business level in the form of performance
metrics. Expert interviews have w&elect andprovide per level the three most important
measuredbased onthe NP LI2 a SR .t Aald 2F { LA Qa

4.6 Conclusion

The empirical research stage considetth@ three iterations of this researchontainng
capacity and order release planning, production network configuration optiioizaand
management information, while using li@ure review input.

According to Step 1 eapacity and order release planning is developed based oncitgpa
measurements during ten production days, after exploring the production processes related
to a timeframe. Although generated data is statisliganot significant, precautious
guantitative conclusions can be made.

At the product entry area, savings up to 20% of worked hours can be obtained if workload is
aligned with average capacities per employee. Following the system thinking of the Theory

Of Constraints, it appears that the process of order picking is the bottlenthe slowest

LIN2 OS&das APSP (KS WRNHzYQ 2F GKS LINPRdAzOGAZ2Y
processing and packing areas results in a maximal flow, thereby dewdasid timewith

7% and savingoperating expenseto maximale o o1 £ n i n. Inloxdef dalbéldnee the
workloadover the various processing and packing locatjoms order release mechanism of

trigger levels has to be put in place. These triggers have a lower bound of 30 minutes
processing capacity andanupperday R 2F cn YAydziSasz 3IASYySNI GdAy3
LIN2 OS&aaAy3a OFLIOAGE 2y @SN 3ISs (1SSLAYy3I | a
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production systems the schedule and sequence for releasing the orders at the order picking

area. This is baseon thedeadline of an order and shoulencebe & JLINE I OKSR | a W¥o
of order deadlin&d @ balance the worklad and generate a constant throughput. The
capacity planning at the pallet handling area has to be adjusted to the increasirkdpad

at the end of the daySequening customer orders in generahould be approached as bin

packing linking to the maximal flow per hour of the systéfn. come to an efficient as

possible throughput concerningulk and tailormade volumes, thenix of ordersready tobe

processed at the various processing and packing areas should be homogeneous divided qua
volume. Work load gaks are divided during the dasuch thata constant productivity is

obtained.

Next to the physical bottleneck, several policy bottlenecks aseetned at HDB/hich delay

the production processRefusingdzi G 2 Y S NJ 2 NR SANBdzoRS f 2160 & menmn Z 1 non
due to setup costs incurred for every single order. Nestiifting the control function of the

order release sequence from the order pickeéo the ERP system would decrease lead time

and increases the percentage orders ready before deadline and the average volume per pick.

The technique voice picking could further enhance the capacity of the bottleneck process.
Policy regarding the orderingf products from other auctions coming iate should be

adjusted in order to avoid an inert production. Finakaaring knowledge to elevate the

efficient use of the ERP system couktkase lead time and even laboosts.

In order to optimize the cuent production configurationStep 2 of the research framework,

options to shift with areas areestricted due tovaryingproduct coolingrequirementsand
20KSN) SEGSNYLE FILOlUz2NER® . SaARSaz &a2yY$8 | NBI &
as the éectronic shuttle rail. The inventory storage division is optimizedgtmuping the

products left and right into an A and B category, dividing inventory into fast moving high
volume andspecialsale products and smaller volume products.

Concerning Step ,3useful management information extracted from the ERP system is
currently lacking. A list ofesource, output and flexibility performance measures is
developed categorized into strategical, tactical and operatiohalJA Q& ® 9 ELISNI Ay (i &
to indicae the three most important measures required for the control function of the
production logistics.

Outlook expert interviews
In the next chapter, x¥pert interviews will valida the results of the empirical stagad will
fill data gaps as delineated.

To wrap up, oncerningStep 1,the capacity and order release plannjrthe subsequent
elementsare consideredn the next chapter:
V Validation ofthe bottleneck process order picking and explaining the deviatidhan
bottleneck process on Monday; progging and packing in stead of order picking.
V Validation of the capacity planning at the product entry control area.
V Explaining the difference in order picker capaeaitydifferent production days, while
stems per order do not differ significantly.
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Capacityplanning: the amount of order pickers required per production dagned
with the processing and packing area

Allocation of employees at the pallet handling area during the course of the day.
Fill the data gap of capacity alignment witlorkloadat the expedition area.

Order release: allocation and sequencimg the customer ordersto balance
workload

Defining thetimeframe WSy R 2 F (K S ; thiNBdmdntall khlytrigger & Q
levels should be put to zero

Checking and adjustment of the capacity aodler release planning taken as a
whole.

Validatingthe discernedpolicy bottlenecks

In view of Step 2, expert interviews will contemplate on the followipigpduction
infrastructureissues:

\Y

\Y

Improvement suggestions concerning the internal network @mfgNJ G A 2y 2 F
production areas.

Delineating the appropriateness of the proposed inventory storage division into an A
and B category.

Regarding Step,3nput for management information in view of production performance
includes the next subjects:

\Y

\Y

\%

Prouding a general framework and recommendations concerning the development
of performance measures.

Validating and adjustinghe list of possible performance metrics developed per
business level

Generating three measures most applicable to HDB selectedsiategical,tactical

and operational level
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5. EXPERT INTERVIEWS

This chapter presents the expert interviewsllfilling stage 3 of the research framework.
First, selection of the experts is underpinned (5.1). Thibe, results of the empirical
research are validated and adjusted concerning the capacity aaddr releaseplanning,
which make up together the production planning for Hilverda De Boer (HDB) K&e),
ideas from key users in the production for optimizing the production network configuration
are gathered and outlined (5.3Yhe third iterative research step ientifies management
information applicable to HDB for supporting the production plannicansisting osetsof
three most important key performance indicatorsd | LJatQsérategical, tatical and
operational level (5.4 Finally, the conclusion of the eaq interviews is presented (5.5).

5.1 Experts

Thefollowing ten employees of HDB were interviewed in order to fulidl third stageof
the research framework.

Johan HilaridesylanagingDirector

Ron BosManaging Director Operations
GertJanSchoneveldManaging Directo€ommerce

Henk Zwinkels,®ject leader ERP system (external consultant)
Ronald Roerade, Manager Box

Raymond de Jong, Managen8

Frank Nelemans, Team leadker

Prince Manso, Team leader pallet handling area

Erik Pesch, Head finance arghanistration

Marja Roeleveld, Assistant finance and administration

< <K<K LKL LKL KLKKL

These employees were selected based on their positions and on the data gaps to be filled.
Box managers and team leaders were selected especially for the capacity and order release
plannng. For the optimization of the network configuration a box manager andcy team
leaderis consulted.Concerning the management informatiaelection employees at the

three generic business levels are represented.

5.2 Capacity andrder releaseplanning

This paragraph alidates the results of the empirical researcby conducting expert
interviews. Moreover, data gaps are filled in order to fine tune the proposed capacity and
order release planning.

Capacity planning: product entry control

Concerningthe proposed capacity planning for thproduct entry control areaannual
savings seem to be estimated too bright. According to Raymond de Jofigl(hg 2010)
smaller batches are purchased on Tuesday, Wednesday and Thursdagpllo8ated
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employees athis area are needed to process the incoming flowers. An average batch of five
collior a ful trolley with 27 colli requirealmost just as muchandling andprocessing time.
Moreover, De Jong states that more and other warkthe end of the day is carrieaut at

this area. Contact with th&BAauction, keeping up witladministration problem solving

and error correction are other tasks fulfilled by this ar@esidesat the end of the day,
productspurchasedat other auctions are coming in and are proakdkonald Roerade (10

June 2010) states he believes less employees are negowdrd of13.00 PM, even when
taking into account the extra tasks to be executed. He states that workload could be
increased.

All'in all, the proposed capacity planning fbis area taking into account the empirical and
expert interviews resultdgyecomesasrepresented in Tablé&5.

Tablel5 Final capacity planning product entry contréémployees)

6-7 AM 7 AM-1 PM 1 PMend
Monday 4 10 4
Tuesday 4 8 3
Wednesday 4 8 3
Thursday 4 8 3
Friday 5t06 11 4

This capacity planning compared to the current situation is adjustedhe first hour and
decreased wittbne employeeupward 0f13.00 PM. Together, this savalout 40 hours per
week, adding to an annual savingtoLILINR EA Yl St @ enyZnnn®

Capacity planning: alignment to the bottleneck

Several interviewees (Frank Nelemans, Ronald Roerade, Raymond de Jong, Ron Bos)
confirmed the tranformation from a push to a merely pull function in the production
system.Asorder pcking employees first were replaced to the processing and packing areas
during the afternoon, now they work the entire day in the cooling cellswadgloadis more
balanced over the production areas and a better overview is generated concerning the
production planning.

Ronald Roeradg15™ June 2010) agrees that order picking is the bottleneck prodiss

WR NXzY Q 2 T ThisKsSecausedthie &nmodnt of handlings an order picker has to carry
out has increased with implementing the new ERP systeraraRle states that during peak
times even processing and packing employees are transferred to the cooling cells to order
pick.

The higher order picking capacity on Monday is according to Ronald Roersddute
2010)dueto the arranging of the auctiotrolleys in the cooling cells in order to create more
room for the fresh inventory. At Friday, the largest voluaidlowersis sold andnventoryis

as much as possible sold out. Therefore, on Monday inventory cells are as empty as possible
and less timas used for arranging the inventory and tidying up the empty auction trolleys.
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Raymond de Jong ({5une 2010) asserts the fluctuations in capacity per employee per day
could have different reasons. Although Monday versus Wednesday differs 70% in
produdivity, the same araunt of stems per order apply. de order linesper orderwith
smalle picks could cause (part of) the differenddoreover, the product entry is related to

the moment of purchaseSpread of incoming products sgmilar to Monday, whilesmaller
volumes are sold on Wednesday, slowing down the system and decreasing productivity per
employee. Roerade (5June 2010) claims that a difference of 7B%o0 big to be caused

by these reasons and proposes less employees allocated at all padunteas during
Tuesday, Wednesday and Thursday. The amount of employees should be aligned with the
average amount of stems and average stems per order. Frank NelemahsuB6 2010)
agrees with this statement, stating that seeing work to be done matiwab work a little bit
faster, leveraging employee productivity. However, working with less people per area
requires flexible employees who are able to work in multiple areas.

The proposed adaptation of order pickers needed should be examined carmfatlyding to

Henk Zwinkels (22 June 2010). On Thursday for instance, products are already picked for
Friday, but these are not taken into account in the capacity measurements. So, real capacity
of the order pickers is higher than measured, which ensardsetter alignment with the
subsequent processes.

Taking the statements together, the following adjustments in order pickers needed per day
are as follows. On Monday, three less order pickers are needed due to less work concerning
arranging the inventoryOn Friday four order pickers are need®dra, which possibly could

be extracted from other production processes or hired from an employment agency. This
inhibits flexible deployment of order pickers, working in the cooling cell where needed.
Concerningl KS WYARRES RIFIeaQ OIF LJ OAGe &aKz2dzZF® 065
Wednesday not the amount of order pickers is adjusted, but the employees at the
processing and packing is decreased in order to align to the bottledetde 16 below
reveals he capacity planning for the processes orderkjpig and processing and packing,
taking into account the capacity utilization at the current bottleneck process order picking.

Tablel16 Capacity planning order picking & processing and packing (employees)

\ Order picking \ Processing and packin¢ Ratio OP versus PP
Monday 30 54 1:1.8
Tuesday 32 48 1:15
Wednesday 31 40 1:1.3
Thursday 31 43 1:1.4
Friday 37 54 1:15

On average, 32 order pickers and 48 processing and packing employees are ne@dbds
similar to the current situation. Howevehy balancing theworkload according to the
required deployment ratio higher productivity is reached, decreasing lead time and
operating expenses. Aew allocationof employeess howeverdifficult, becase on Friday
together 91 employees are needed and on Wednesday 71. This difference of 20 employees
could be filled outpartly by hiring external personnel, assigning employees to other days
than currently and by deploying flexible employees.
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