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Abstract

Acharya, R. C., 2004, Upscaling of Nonlinear Reactive Transport:
from Pore to Core. PhD Thesis, Wageningen University, The Netherlands.
ISBN 90-8504-130-9, 137 pages.

The major objective of this research is to gain a better understanding of the heterogeneous
interactions between reactive solutes and the solid phase at the pore scale, to scale up to the
core scale and compare with the results of experimental observations and analytical equa-
tions. In this research we develop a new technique for discretization of continuum space into
a hydraulic pore-network (HYPON). With this model the microscopic geometric properties
are realistically taken into account. With HYPON we studydiagenesis, explore non-unique
porosity-permeability relations, and gain an insight how the flow field should be handled while
simulating gradual temporal changes in porosity. Additionally, the representative size of a 3D
pore-network is determined. The longitudinal dispersion coefficient is derived by upscaling the
Brownian motion and advective displacements at the pore scale for which a Brownian Parti-
cle Tracking Model (BPTM) is developed. With BPTM we reproduce the classical laboratory
experiments of single tubes and then extend the model for the pore-network. The dispersion
function is explored for different characteristic Peclet number (Pe`) regimes and for differ-
ent pore-scale heterogeneities. A new method is introduced for calculating moments of First-
arrival Times Distribution (FTD) and the method is verified by comparing with the moments
of Spatial Positions Distribution (SPD). In addition, it is found that the account of molecular
diffusion at the intersections of pores is crucial, especially for lowPe` regimes. In general,
we conclude that the presented network model with particle tracking is a robust tool for cal-
culating the macroscopic longitudinal dispersion coefficient. Dispersion is studied also with
a Mixing Cell Model (MCM) on HYPON for which the representative size of the network
is also determined. Then we study the dispersion relation as a function of pore-size hetero-
geneity. Further, the results of MCM and BPTM are compared for the same porous medium
with the same flow conditions. We consider a non-linearly adsorbing solute and simulate its
transport with MCM. We determine the representative size of the pore-network and simulate
transport for this size but with different pore-size heterogeneity. Our numerical experiments
based on301× 61× 61 sized network reveal that non-linearly adsorbing transport fronts in ho-
mogeneous media approach traveling waves, which indeed is theoretically expected. With the
growth of heterogeneity the disagreement between the predicted and numerical concentration
distributions becomes noticeable and can be better assessed with the method of moments. The
simulations also reveal that the growth rate of second central moments is a quadratic function
of the standard deviation of pore-sizes and therefore, it can systematically be estimated. The
results of modeling of non-linearly adsorbing solutes transport in physically and chemically
coupled but uncorrelated heterogeneous media reveal that with the growth of either physical or
chemical heterogeneity the analytical predictions and the numerical results sharply disagree.
The effect of chemical heterogeneity on a physically homogeneous medium is more dramatic
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than that on the physically heterogeneous medium. With the increase of chemical heterogene-
ity in a physically homogeneous medium the difference compared with the traveling wave
increases. Typical of this behavior is that it is neither according to a traveling wave nor is it
perfectly Fickian. Consequently, no analytical solutions are yet available, which implies that
it is disputable to describe non-linear transport using a convection-dispersion equation with a
non-linear sorption term.
Additional index words: diagenesis; dispersion; dispersivity; network modeling; scale; up-
scaling; reactive transport; permeability; porosity; Hagen-Poiseuille flow; Freundlich isotherm;
Brownian particle tracking; mixing cell model; method of moments.
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Chapter 1

General introduction

1.1 Background

The study of flow in porous media is not restricted to a single discipline as this term applies for
the movement of fluid in a solid-phase medium, such as movement of groundwater in aquifers,
flow in lungs, wind blowing through a canopy and many others. Transport is a term that is com-
monly used for movement of a secondary parcel that is carried along by the fluid as its com-
panion, and therefore, flow and transport are dealt together. The study of flow and transport in
porous media is considered in many fields of science and technology ranging from mathematics
[Harding and Kendall 1974] through solid state physics and materials science to applications in
geology, hydrology, geophysics, environmental technology, petroleum engineering, medicine,
or separation technology [Hoffmann 2003]. The essence of these phenomena is extensively dis-
cussed in recent reviews [Sahimi 1993] and therefore, it is not repeated here. Many studies of
flow and transport in porous media were motivated by one central question, namely,how does
microscopic geometric structure of the medium influence the effective macroscopic transport
parameters(http://www.ica1.uni-stuttgart.de/Recentpublications/Papers/acp/node3.html)? With-
out a good insight into such influence, sound remediation techniques and good forecasting
models cannot be developed. To understand this influence it is necessary to understand flow
and transport processes at microscopic (pore) scale and to describe their manifestation at the
macroscopic (core) scale and field scale. Furthermore, while modeling at the field scale, it
is usually not feasible to take all small scale heterogeneities into account. Without inclusion
of the effects of such heterogeneities in field-scale descriptions, neither the techniques nor
can their predictions about their reliability gain credibility. Capturing these heterogeneities
is the intention of the central question and therefore, the question in this thesis accentuates
on three components: (i) defining or conceptualizingmicroscopic geometry, (ii) composing
and solving the equations of physics at the microscopic scale and (iii) defining and validat-
ing the macroscopic limits, orupscaling. According to the International Workshop of Ap-
proaches for Upscaling Processes Affecting Transport, June 18, 1999, Albuquerque, NM, USA
(http://www.nwmp.sandia.gov/wlp/upscaling/summary.htm),upscaling is the means by which
appropriate parameter values, processes and conceptual models are assigned to the larger
scale of performance assessment or process-level models. The study proposed here is moti-
vated by the same central question and aims to capture effects of these heterogeneities at the
core scale. Hence, we elaborate these three components further, with emphasis on the scales
considered in this thesis.

The first and second components are easy to distinguish from each other and are essentially
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important. Geometric properties of porous media are determined exclusively by the complex
system of internal boundaries which defines the microstructure. These properties can be cal-
culated from a complete specification of the microstructure alone. Physical flow and transport
properties on the other hand require in addition exact or approximate equations of motion. Of-
ten this involves steady or unsteady state transport of physical quantities such as mass, energy,
charge or momentum. The connection of the flow physics between the pore- and the continuum-
scale can be understood byupscaling, i.e. the third component of the central question. This is
equivalent to the derivation of average (or effective/equivalent) flow and transport properties on
a larger scale based on physical rules at smaller scales [Whitaker 1969; Hassanizadeh and Gray
1979a; b; Whitaker 1986]. In other words, upscaling focuses on the controlled transition from
microscopic to macroscopic length scales or determines the macroscopic limits. Unfortunately,
the macroscopic limit, i.e. the ratio of microscopic length scale to macroscopic length scale,
differs from process to process. For example, macroscopic limit for permeability may not be
the same as for dispersion. In addition, this limit depends on heterogeneity of microscopic
geometry, physics or chemistry. Hence, each phenomenon in a particular medium has its own
limit. This limit can be seen only through modeling. A very useful tool in this regard is a
pore-scale network model, an aggregate of many pores.

Since Fatt [Fatt 1956a; b; c], pore-scale network models have become an elementary tool
for combining all three components in one platform. With these models, a considerable work
was carried out for several studies such as permeability [Payatakes et al. 1973; Blunt and King
1991], dispersion [Mohanty and Salter 1982; Sorbie and Clifford 1991], wettability, drainage,
multiphase-flow dynamics [Celia et al. 1995] and many others [Van Brakel 1975]. However,
for obtaining trust-worthy macroscopic parameters, a representative size (or the macroscopic
limit) of the pore-network should be knowna priori. We are aware of few works which were
focused on finding the macroscopic limits. For example, for finding a asymptotic value of
permeability for a 2D network, Koplik [Koplik 1982] determined the required size. However, a
representative size of a 3D pore-network has not yet been determined. A considerable research
was carried out for determining the dispersion coefficient with particle tracking [Sahimi et al.
1986; Verlaan 2001]. However, a representative size of a 3D pore-network with a mixing cell
model of non-reactive tracer has not yet been carried out. Although some works on reactive
transport were carried out through pore-network modeling [Suchomel et al. 1998a; b], the
representative size of such a network has not yet been determined. Without knowing this size
the conclusions about the macroscopic parameters or processes are poorly based.

There are also some more subtle issues. For example, althoughheterogeneityhas been one
of the best spoken issues in the study of flow and transport of porous media, no step has been
made to evaluate its impact on the macroscopic parameters (such as the degree of spreading
of the front of a single phase transport) on the basis of pore-to-core upscaling. Early studies
on non-reactive transport showed that heterogeneity plays a role, namely, due to heterogeneity,
the distribution of contaminant at the intersections of pores is proportional to the discharges
through the intersecting pores [De Josselin de Jong 1958]. Recent studies showed that distribu-
tion of contaminants at the intersections of pores generally depends on the diffusion-advection
regimes [Sorbie and Clifford 1991; Damion et al. 2000]. However, no upscaling step has
been made to evaluate these findings. Likewise, no step has been taken to evaluate the macro-
scopic equations of non-linearly reactive transport on the basis of pore-to-core scale upscaling.
Hence, it is not justified whether the extensions of the convection-dispersion equation with
sorption terms are valid for non-linearly reactive solute transport. As the solute sorption obeys
non-linear isotherms [Bolt 1982], the understanding of non-linearly reactive solute transport
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is crucial. It is established that both physical (geometric) and chemical heterogeneities af-
fect the concentration front-behavior [Dagan 1989]. However, it is not clear when and how
these two sources of heterogeneity prevail in determining the fate of the contaminant-plume in
porous media. The difficulty in understanding these heterogeneities can be understood from
the fact that practically employed experimental methods for observing the pore space geome-
try often involve observations of macroscopic flow and transport phenomena from which the
microscopic geometry is inferred by inversion techniques [Dias and Payatakes 1986]. Gener-
ally, such an inferred microscopic geometry is either over-simplified for numerical reasons or is
very ambitious in the way they are directly related with experimental measurements, yet almost
impossible to solve with currently available hardware, except for supercomputing facilities, in
sufficiently large domains. That means a rigorous upscaling step is difficult to undertake. In
addition, the interaction of different phases and the values of the relevant physical/chemical
parameters are in general based on laboratory experiments. However, the processes in these
experiments differ from the solute transport processes in porous media.

1.2 Research objectives

This research aims to identify and describe the physical/chemical processes that govern the
interaction of reactive solutes with the solid phase at the pore scale and average (upscale) these
to the core scale. We define themicroscopic geometrywith a pore-unit (or pore) and establish
and solve the exact flow and transport equations for each pore-unit. By aggregating these
pore-units into a representative pore network, we average (upscale) relevant parameters such
as permeability, dispersion coefficient and the measure of plume spreading. Additionally, we
apply different approaches and assumptions of physical and chemical processes and attempt to
understand the behavior of the contamination front both qualitatively and quantitatively.

The major objective of this research is to gain a better understanding of the heterogeneous
interactions between reactive solutes and the solid phase at the pore scale, to scale up to the core
scale and compare with the results of experimental observations and analytical equations. With
this understanding we can evaluate the limitations and sufficiency of the available analytical
equations for prediction of transport behavior of reactive solutes.

1.3 Outline of the thesis

This study is aimed at describing steady state Newtonian fluid flow and contaminant trans-
port in a rigid porous medium through pore-network modeling. To meet our objective we focus
mainly on physical heterogeneity (differently sized pores) and chemical heterogeneity (variedly
distributed chemical-affinity of pores). Hence, we focus on realizing a realistic microscopic ge-
ometry, applying exact equations of microscopic physics and chemistry and perform rigorous
upscaling. This thesis contains five major themes and hence, each chapter is an independently-
readable article. In Chapter 2, we develop a new approach for the construction of a compar-
atively realistic HYdraulic POre-Network model (HYPON). According to this technique, the
continuum domain is discretized into a network of pore-units with converging-diverging archi-
tecture. The morphological characteristics of such a network are compared with those of physi-
cally based pore-networks [Øren et al. 1998]. Further, efforts are made to upscale the porosity-
permeability relations of this network. Steady-state conditions are imposed on the network
and the Kirchoff problem is solved numerically by using preconditioned conjugate gradients
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[Hestenes 1980]. The solution provides an intrinsic permeability of the network. For an asymp-
totic value of intrinsic permeability a representative size of pore network is deduced by using
Monte Carlo technique and this size is verified with the effective medium theory [Woodside
and Messmer 1961; Torquato and Hyun 2001]. Additionally, the results are verified also with
the Carman-Kozeny theory. With several realizations of porebody sizes we derive permeability
for all realistic porosities reported in the literature. The non-unique porosity-permeability rela-
tions are explored assuming diagenesis either in the porebodies or in the converging-diverging
bonds. This provides insight whether it is necessary to periodically update the pressure field of
simulating reactive solute transport, which causes clogging or mineral dissolution.

Chapter 3 and 4 deal with the quantification of local displacements due to Brownian motion
caused by molecular diffusion (Dm) and advection of non-reactive tracer particles and focus
on upscaling such pore-scale displacements to a macroscopic parameter known as longitudinal
dispersion coefficient (DL) for the entire network. For this purpose we develop two models: the
Brownian Particle Tracking Model (BPTM) [Chandrasekhar 1943; Sahimi et al. 1983b; Sor-
bie and Clifford 1991; Damion et al. 2000; Acharya et al. 2004b] and the Mixing Cell Model
(MCM) [Gunn and Pryce 1969; Appelo and Postma 1993; Sun 1996]. Chapter 3 describes the
procedure of BPTM development and extensively elucidates the results from this model. We
start with developing BPTM for a Taylor’s capillary tube and verify it by reproducing the Tay-
lor’s laboratory experiments [Taylor 1953]. Then the model is extended to the network scale.
The results obtained from BPTM for the network are compared with the theoretical model of
Saffman [Saffman 1959; 1960] and with the experimental data compiled by earlier researchers
[Perkins and Johnston 1963; Legatski and Katz 1966; Han et al. 1985]. Different intra-pore ve-
locity profiles are considered. Different types of jump conditions at the intersections of pores
and different regimes with respect to characteristic Peclet number (Pe` = v`/Dm, where`
denotes lattice constant,mean pore length, andv denotes the intrinsic velocity in the mean
flow direction) [Brenner 1980] are considered. Also the impact of physical heterogeneity of
the pore sizes on longitudinal dispersion is analyzed numerically. The method of moments is
used for processing the BPTM data. The data are generated with two approaches: at designated
time intervals the positions of the particles are scanned to obtain a Spatial Positions Distribu-
tion (SPD) [Chandrasekhar 1943] or the particles are injected from the inlet of the network and
produced at the outlet to obtain a First-arrival Times Distribution (FTD) [Mohanty and Salter
1982; Sahimi et al. 1986]. Also a new method for computing dispersion coefficient from FTD
data is introduced and elucidated.

In Chapter 4 we develop a MCM and use it to obtainDL for HYPON. The starting point is
the determination of the representative size of the pore-network that can produce an asymptotic
value ofdispersivity(αL ∼ DL/v). Then the functional relationship ofαL and the pore-size
heterogeneity is explored. Also, the attention is paid on how these relations respond to the value
of the iteration time∆t. Finally, these relations are verified in large pore-networks and thus,
asymptotic values ofαL are ascertained. In the next-step, we verify whether MCM is applicable
for quantifying dispersivity. For that purpose five big networks with gradually varying pore-
size heterogeneity are considered and the dispersivity with BPTM was computed to compare
with MCM results.

The upscaling problem of non-linearly reactive transport is dealt with in Chapters 5 and 6.
In Chapter 5 numerical simulations are aimed at whether in physically heterogeneous porous
media (differently sized pores) traveling wave behavior develops. For this purpose, the starting
point is again the determination of a representative size of pore-network. Then several cases
with different pore-size variance are designed and the transport of solutes that obey the Fre-
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undlich isotherm is simulated. The network of equal sized pores with homogeneous chemical
properties is a special case of interest because in such a network theoretically a traveling wave
behavior should develop [Van der Zee 1990; 1991; Bosma and Van der Zee 1992]. This case is
also a reference bench mark for other cases. In addition to the direct comparison of numerical
and theoretical (analytical) fronts, the agreement of the two is judged with the method of mo-
ments (up to fourth order). Finally, the functional relations of the moment growth rates to the
pore-size statistics are derived.

Chapter 6 elucidates on non-linearly adsorbing solutes transport in porous media of com-
bined heterogeneities: physical (pore size variance≥ 0) as well as chemical (chemical property
of each pore different). We examine how the growth rates of second central spatial moments
respond to the chemical and physical heterogeneities. Efforts are aimed at understanding the
competition of chemical and physical heterogeneities. Attention is given to exploring whether
one of the heterogeneity sources prevails in determining the fate of displacement. Chapter 7
summarizes and generalizes the conclusions of these five chapters.



6



Chapter 2

Porosity-permeability properties
generated with a new 2-parameter 3D
hydraulic pore network model for
consolidated and unconsolidated porous
media

∗

Abstract

A new method is presented to construct a simple and general site bond correlated 3D HYdraulic
POre Network model (HYPON) of hydraulic behavior of porous media for a wide range of per-
meability and porosity. Pore scale microstructure in this model is captured through simple
power functions of Beti’s influence lines that fix both the location and the size of throat (the
narrowest section of bond) by relating the important elements of microstructure such as coor-
dination number, porebody sizes and pore wall curvature. The new element in pore-network
architecture is thus, the location of throat, which is important for smooth hydraulic transitions
during steady state flow conditions. Despite the reduced number of parameters in compari-
son with other pore-network models, the morphological characteristics of HYPON compare
well to those of the process-based predictive models in literature, and these characteristics are
sensitive to the variance of porebody sizes rather than to the used type of the porebody size
distributions. Processes such as diagenesis and dissolution are captured implicitly through the
pore wall curvature parameter. Different combinations of porosity and permeability relations
are obtained if the bond curvature and porebody sizes are varied. These relations reveal that
effects of diagenesis and dissolution on the permeability may be ignored as they are secondary
to effects on porosity.
Keywords: Biconical bond; throat; pore size; pore curvature; effective medium.

* by Ram C Acharya, Sjoerd EATM van der Zee and Anton Leijnse, published inAdv Water Res, 2004;27:707-
723.
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List of symbols and notations
β 3D coordination number [-] σ̃R̃ Standard deviation of porebody sizes [-]
χ Dimensionless resistance [-] τ Tortuosity (≥ 1)
ε Connected porosity [-] ξ Scaled abscissa [-]
κ Intrinsic permeability [-] ξF Inlet of the BACON bond [-]
ν Kinematic viscosity [L2T−1] ξt Throat position [-]
ρ Water density [ML−3] ξG Outlet of the BACON bond [-]
as Hydraulic shape factor [-] ζ 2D coordination number [-]
ax Geometric shape factor [-] r(ξt) Throat size [-]
c Conductance [-] R, R̃ Porebody size [L], [-]
g Magnitude of acceleration [LT−2] due to gravity
h Hydraulic head [L] Re Reynolds number [-]
∆H Macroscopic head difference [L]s Specific surface area [L−1]
KD Darcy permeability [LT−1] S Surface area exposed to fluid phase [L2]
LN , ` Network/lattice length [L] v Macroscopic (pore water) velocity [LT−1]
`b BACON bond length [L] V Volumes [L3] as specified in the text
N Number of units or nodes [-] Wb, Wh Width and height of the network [L]
n Curvature parameter [-] X, x Global and local mean flow direction
q Microscopic flow [L3T−1] Y Axis ⊥ to the mean flow direction
Q Macroscopic flow [L3T−1] Z Axis ⊥ to the mean flow direction
〈R〉 Ensemble average of porebody sizes [-]
Subscripts
BB BACON Bond N Network
BL Left cone of BACON Bond PB Porebody
BR Right cone of BACON bond PU Pore unit
D Darcy t Throat, throat position
f Fluid phase X Along X
el Elementary cube Y Along Y
i, j Index of nodes XY plane
PDF Probability Density Function Z Along Z
Acronyms
BACON Biconical abscissa-Asymmetric CONcentric (bond)
BD random Beta Distribution ND random Normal Distribution
CDF Cumulative Distribution Funct ion PM Porous Medium
CT Computer-aided Tomography PU Pore Unit
GD random Gamma Distribution RD random Rayleigh Distribution
HYPON HYdraulic POre Network REV Representative Elementary Volume
LN random Log Normal distribution WD random Weibull Distribution
MRI Magnetic Resonance Index UD random Uniform Distribution
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2.1 Introduction

Physical properties that are related to fluid-flow and chemical transport such as permeability,
dispersivity, and electrical conductivity of a porous medium depend on the texture and structure
of the solid phase. One approach to understand and represent these dependencies well at the
continuum model scale is to study processes for an ensemble of pores: the pore-network. This
way the pore-scale micro-geometry can be related to hydraulic and transport behavior of porous
media. Hilfer [Hilfer 2002] calls them geometric models and distinguishes several types: cap-
illary tube and slit models [Mualem 1976; Dullien 1992; Wise 1992], grain models [Stoyan et
al. 1995], percolation models [Chatzis and Dullien 1977; Sahimi 1993], fractal models [Katz
and Thompson 1986], stochastic reconstruction models [Quiblier 1984], diagenetic models and
(pore) network models [Fatt 1956a; b; c]. The growing interest in pore-scale network models
is understandable due to the wide range of phenomena that can be studied with these mod-
els, such as wettability, multiphase flow dynamics, hysteresis, single-phase or multiphase mass
transfer, and dispersion [Sahimi et al. 1986; Gielen et al. 2002; Van Dijke and Sorbie 2002].
Blunt [Blunt 2001] suggested that as the complex pore geometry can be adequately represented,
pore-scale models can develop into predictive models [Blunt et al. 2002]. Network theory has
been shown to be an accurate tool to study transport, for instance in Fontainebleau Sandstone
[David et al. 1990; Øren et al. 1998; Blunt 2001].

After Fatt [Fatt 1956a; b; c], who first provided a capillary 2D network model to study
relative permeability of porous media, other simple and complicated (pore) network models
have been developed and reviewed [Van Brakel 1975; Dullien 1992; Celia et al. 1995; Hilfer
1996; Reeves and Celia 1996; Blunt 2001; Blunt et al. 2002; Hilfer 2002]. With pore-scale
information such as porosity and pore size distribution data, it became possible to develop
more realistic network models [Payatakes et al. 1973; Dias and Payatakes 1986]. Porosimetry
was used to determine the porosity and pore size distribution of randomly packed beds [Mayer
and Stowe 1966; Katz and Thompson 1987]. Additionally, pore networks were based on direct
measurements of randomly packed beds [Finney 1970] and on mathematical models of spatial
tessellation [Okabe et al. 1992]. For example, using Delaunay tessellation (subdivision of space
by non-overlapping tetrahedra, at the vertices of which non-overlapping spheres are placed),
Mason [Mason 1971] mathematically generated a random pack of uniform spheres similar to
that constructed by Finney [Finney 1968; 1970]. Pore-networks were constructed by capturing
the complementary pore-region (i.e. Voronoi tessellation [Okabe et al. 1992]) either implicitly
or explicitly through one random distribution related to the porebody sizes, and another related
to the bond sizes [Payatakes et al. 1973; Chatzis and Dullien 1977; Koplik 1982; Lernormand
et al. 1983; Dias and Payatakes 1986; Jerauld and Salter 1990; Nowicki et al. 1992; Bryant
et al. 1993a; Bryant et al. 1993b; Steele and Nieber 1994b; a; Toledo et al. 1994; Reeves and
Celia 1996; Rajaram et al. 1997; Mogensen and Stenby 1998; Suchomel et al. 1998a; Dahle
and Celia 1999; Held and Celia 2001; Verlaan 2001]. Porebodies represent the large voids and
the bonds represent the connecting capillaries of smaller radii of the porous medium that is
being modeled. Recently, based on observations with 2D-microtomography (e.g. the magnetic
resonance index (MRI) and computer aided tomography (CT)), it became possible to derive
pore-networks [David et al. 1990; Øren et al. 1998; Liang et al. 2000; Blunt et al. 2002; Hidajat
et al. 2002].

Pore-network models can be either conceptual (e.g. [Reeves and Celia 1996]) or process-
based (e.g. [Øren et al. 1998]). Porebodies and bonds of network models may have different
shapes. For example, sinusoidal unit cells (“bow-tie” type) in the model of Dias and Payatakes
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[Dias and Payatakes 1986] were constructed from randomly sized circular bonds and function-
ally correlated porebodies. The profile of these unit cells was derived using several constant
parameters. The pore-networks of Koplik [Koplik 1982], and Nieber and co-workers [Steele
and Nieber 1994b; a] are ensembles of randomly sized spherical porebodies and randomly
sized straight tubes, whereas the pore-network of Ioannidis and Chatzis [Ioannidis and Chatzis
1993] has angular porebodies and correlated angular bonds, where the sizes are determined
through three aspect ratios. Celia and co-workers [Reeves and Celia 1996; Reeves 1997; Held
and Celia 2001] represented their pore-network with a realistic system of spherical porebodies
and converging-diverging circular bonds, sizes of which were generated with two different ran-
dom distribution functions. Bryant et al. [Bryant et al. 1993a] constructed their pore-network
of converging-diverging tubes (of circular cross section) that could mimic the Finney’s random
packing of uniform spheres [Finney 1968; 1970]. They showed that through such a construction
the need for empirical parameters of microstructure could be reduced.

Many of the pore-network models were focused on a particular porosity and permeability,
such as a uniform sphere-packed bed [Bryant et al. 1993b; Thompson and Fogler 1997] or uni-
form sand [Payatakes et al. 1973; Reeves and Celia 1996; Held and Celia 2001] and sandstones
[Øren et al. 1998]. Though these beds are porous media (not necessarily natural porous media
[Mualem 1992; Scheidegger et al. 1993]) and provide insight into processes, more flexibility is
needed to cover a wider range of porous media. Hence, the purpose of this study was to develop
a conceptual porebody-bond correlated pore-network model that is rather general, flexible, and
simple and that can represent microstructures of porous-media with a wide range of porosities
and permeabilities. Main objective of this approach is to reduce the number of parameters
which are unknowna priori, to avoid the irrational hydraulic transitions of the bond, and to
eliminate the requirement of two separate distributions for porebodies and bonds. As the name
“HYdraulic POre Network model (HYPON)” indicates, the intention of this model is to capture
at least hydraulic properties for a broad range of porous media. We analyze predictions made
with HYPON to assess its ability to mimic hydraulic properties of porous media.

2.2 Development of model

We assume that the soil pore space consists of porebodies and bonds that connect these pore-
bodies [Scheidegger 1960; Payatakes et al. 1973]. The bonds have converging and diverging
shapes [Reeves and Celia 1996] with a narrowest section (called the throat) between the transi-
tions (conical cylinders). These conical cylinders are smoothly conjugated with the porebodies
that are located at the two ends of the bonds. We require that the construction is as simple as
possible, which implies that a pore bond should be constructed with a simple power function
in a local (pore) coordinate system. We furthermore require that this function reflects the rela-
tion of distances between porebodies and their sizes and thus, produces a simple converging-
diverging structure. By assembling these structures, there results a pore-network.

2.2.1 Geometric construction

We study a porous medium (PM) in which we distinguish a pore domain and a solid domain.
The pore domain is assumed to consist of a discrete pore-network. This network consists of
randomly sized porebodies (of sizeR) that are equally spaced in 3D space at a distance equal
to the lattice constant (`). The lattice constant is assumed to be much smaller than the pore-
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network size, i.e.̀ ¿ LN , ` ¿ Wb, and` ¿ Wh. The symbolsLN , Wb, andWh respectively
denote the length, width and the height of the pore-network. The porebodies are connected
by converging-diverging functionally derived bonds, to be described below. Concept of such
a bond is not new but our approach will be shown to differ from previous researchers (e.g.
Tsakiroglou and Payatakes [Tsakiroglou and Payatakes 1991], where the effect of correlation
of pores was investigated, Celia and coworkers [Reeves and Celia 1996; Reeves 1997; Held
and Celia 2001] where quasi-static regimes were investigated). We scaleR by ` to obtain
dimensionless porebody size (R̃), given by

R̃ =
R

`
, 0 < R̃ ≤ 0.5, (2.1)

where the porebody sizeR is not allowed to exceed̀/2. We introducex as the distance mea-
sured from a porebody center towards the adjacent pore. It is convenient to scalex by ` to get
ξ given by

ξ =
x

`
for 0 ≤ x ≤ ` (2.2)

and hence,ξ varies from zero to one. For illustration, two porebodies are shown in Figure
2.1. The figure presents the concept of the new bond used in HYPON that is derived from
the analogy of Beti’s influence lines, widely used in structural engineering [French 1995]. As
shown in Figure 2.1a, the influence lines used in this work are simple power functions that
originate from the adjacent porebodies, e.g. from porebodyi and porebodyj. These functions
represent the bond walls (as shown in Figure 2.1b) that guide the fluid from one porebody to
another in the intervalξF andξG, which are respectively the inlet and the outlet of the bond.
The location onξ where these functions intersect we denote withξt and call the throat location.
The subscriptt indicates throat. Hence, the dimensionless bond-size functionr(ξ) along the
central axis (ξ) of the bond can be given by:

r(ξ) =





Ti(1− ξ)n for ξF ≤ ξ ≤ ξt

Tj(ξ)
n for ξt ≤ ξ ≤ ξG.

(2.3)

In Eq (2.3), the exponentn is the curvature parameter that determines the longitudinal shape
and the size of the bond. Equation (2.3) reveals that the bond-size functionr(ξ) is continuous
and at the point E the throat is located. This is a new detail in the pore-network architecture.
The first derivative ofr(ξ) [i.e. r′(ξ) = dr(ξ)/dξ] is discontinuous unlessn is zero. BothTi

andTj are the values ofr(ξ) at the corresponding porebody centers and can be calculated by:

Ti =
R̃i sin (π/ζ)

[1− R̃i cos (π/ζ)]n
, n ≥ 0, (2.4)

whereζ is the coordination number on the 2D plane, andπ/ζ is the angle BAF, i.e. the an-
gle under the bisector AF for the porebodyi, and the angle GBA under the bisector BG for
the porebodyj. By insertingR̃j in Eq (2.4) we obtain the corresponding value ofTj. For
illustration,Ti andTj are shown in the figure. We require that

ξF = R̃i cos (π/ζ) (2.5)
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and

ξG = 1− R̃j cos (π/ζ) (2.6)

The third locationξt is given by:

ξt =





T
1/n
i (T

1/n
i + T

1/n
j )−1 for n > 0

R̃i(R̃i + R̃j)
−1 for n = 0,

(2.7)

whereξt can be as small as̃Ri and as large as (1-̃Rj), i.e.R̃i ≤ ξt ≤(1-R̃j). In the case, wheren
is zero, the locationξt is fixed at a distance proportional to the porebody sizesR̃i andR̃j. Hence,
by using two simple power functions in the appropriate intervals a smooth Biconical abscissa
Asymmetric CONcentric (BACON) bond can be obtained which is schematically shown in
Figure 2.1b. The revolution ofr(ξ) obtained from Eq (2.3) for the intervalξF andξt yields a
conical cylinder. Similarly, the revolution ofr(ξ) obtained from Eq (2.3) for the intervalξt and
ξG yields another conical cylinder. The union of these two conical cylinders gives a BACON
bond of length̀ b. The dimensionless bond length (`b/`) equals to the distance betweenξF

andξG. The longitudinal shape of these cylinders depends on the curvature parametern, as
depending onn, the BACON bond represents an assemblage of two dissimilar hyperbolic,
parabolic, or straight conical cylinders, which share a common plane (the throat) at section E.
The bond is smoothly united with the porebodies. A 3D impression of a typical BACON bond
is shown in Figure 2.2a. To provide a 3D impression of the new model, an elementary lattice
with the circular BACON bonds and spherical porebodies is shown in Figure 2.2b. From the
figure it is seen that the union of elements is smooth and rational. The size of the narrowest
section of the bondr(ξt) is determined by

r(ξt) = TiTj(T
1/n
i + T

1/n
j )−n, n > 0. (2.8)

Equation (2.8) cannot be used for the case withn equal to zero and unequal sized porebodies,
because values ofr(ξt) for the left side and the right side are different. Although a porebody
may be connected to a number of adjacent ones (literature on pore-networks [Van Brakel 1975;
Yanuka et al. 1986; Jerauld and Salter 1990; Bakke and Øren 1996] suggests coordination
numbers ranging from 3 to 10), in this paper we assume the 2D-coordination number (ζ) to be
four and the total coordination number (β) to be six.

The reasonable values of the curvature parameter (n) can be expected to fall betweennR

andnthres. The lower boundnR can be determined based on the minimum and maximum
porebody sizes, whereasnthres may be estimated on the basis of the information on threshold
porosity [Du Plessis 1999]. It is possible to assign a specificn-value to each bond (based on
the porebody sizes the bond connects) or to assign a specificn-value to each specific principle
direction. However, in this paper we use a singlen-value for the entire network. The equation
for computingnR is derived in Appendix 2.A. For a network of equal sized porebodiesn can be
as small as zero (which gives straight tubes). The higher values ofn produce squeezed bonds.

We consider a pore unit (PU) with a coordination numberβ equal to six. Hence, the pore
unit is a union of six conical cylinders and one porebody at the center. For illustration, a pore
unit is shown in Figure 2.3 with the BACON bonds emanating from a pore unit towards the
adjacent ones (Figure 2.3a). In Figure 2.3b and Figure 2.3c pore units with different cross-
section shapes of bond and porebody are shown. The lengths of cones that constitute bonds
differ because they depend on the size of the porebodies they are connected with.



2.2. Development of model 13
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Figure 2.1: The construction of the BACON bond. a. The influence lines as a function ofξ.
The locations of the inlet (ξF ), throat (ξt), and the outlet (ξG) are indicated. b. The outline of
the bond connecting two pore bodies: porebodyi with radiusR̃i and the center A atξ = 0, and
porebodyj with radiusR̃j and the center B atξ = 1. The bond walls (e.g. FEG) are thick solid
lines and bisectors (AF and BG) are thin dashed lines.

If these pore units are assembled in a 3D space a pore-network arises. A typical pore-
network is shown in Figure 2.4a. Although porous media usually consist of a mixture of shapes,
we build our network with only one pure set of porebodies (either cubes or spheres) and bonds
(of either circular or square cross section) such that the equations of flow and transport remain
simple to handle. Of the different cross-section shapes of bonds shown in Figure 2.4b, all other
cross sections of the same bond size can be inscribed within the square one. This indicates that
with the square shape the largest porosities can be obtained [Torquato and Hyun 2001]. The
geometric calculations for the microscopic as well as the macroscopic scales are included in
Appendix 2.A.

2.2.2 Fundamental flow equations at pore-scale

In this section, the flow equations at the pore level (microscopic scale) are formulated [Bear
and Bachmat 1990]. The pore-level flow equations are the Navier-Stokes equations for satu-
rated steady state Newtonian viscous flow, which are also known as the Hagen-Poiseuille flow
equations. Bear and Bachmat [Bear and Bachmat 1990] suggested that for the validity of these
equations in a non-deformable porous medium, the Reynolds number should be less than 10,
i.e. flow is laminar. All pore units are water filled.

The (average) flow rates in each bond of the network are calculated from the nodal pres-
sures, which are induced by a (global) pressure difference between inlet and outlet faces. For
convenience we use hydraulic heads instead of pressure, where pressure equals to the product
of hydraulic head (h), water density (ρ) and the magnitude of acceleration due to gravity (g).

Assuming that flow occurs from porebodyi to porebodyj, the discharge (qi,j) through
the BACON bond in the local coordinate system follows from the Hagen-Poiseuille’s equation
[Shames 1992],

qi,j =
g

ν
`3ci,j(hi − hj), (2.9)

whereqi,j is the volumetric bond discharge of fluid [L3T−1] from nodei to j, hi andhj are
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a. b.

Figure 2.2: A 3D view of a typical shape of a BACON bond and an elementary lattice; a.
Differently sized porebodies produce bond of differing lengths, causing different lengths of the
left and the right side conical cylinders of the bond, b. The porebodies and the BACON bonds
of an elementary lattice are shown. The inside of the lattice is filled with solid phase (that does
not necessarily indicate to a grain).

a. b. c.

Figure 2.3: Illustration of a pore unit with 3D-coordination numberβ equal to six. a. A
porebody with connecting BACON bonds (full length shown), b. A cube shaped porebody
with bonds (of square shaped cross section) cutoff at throats, and c. A spherical porebody
with circular bonds cutoff at throats, i.e. only the converging parts of the BACON bond with
porebody are shown.NX andNXY are the number of nodes along the mean flow axis and in
theXY plane respectively.

the hydraulic heads at the corresponding pore centers, andν is the kinematic viscosity of fluid
[L 2T−1]. In Eq (2.9),ci,j is the dimensionless conductance of the BACON bond, derivation of
which is given in Appendix 2.B. For each pore unit we have also continuity condition, leading
to a system of algebraic equations as discussed in literature [Suchomel et al. 1998a]. Thus,

β∑
j

qi,j = 0, j = 1, 2, . . . β, (2.10)

wherej is the index of the porebodies that are connected to porebodyi. Equation (2.10) is
solved for the hydraulic heads at the pore-unit centers which are then used to compute the
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a. b.

Figure 2.4: Schematic representation of a cubic lattice of HYPON. a. A 3D view, whereX, Y
andZ are the global coordinates. b. Cross-section shapes of the BACON bond at positionξ (in
the intervalξF ≤ ξ ≤ ξG) and the characteristic sizer(ξ).

discharges from (or into) the pore units.

2.2.3 Macroscopic flow equations for the pore-network

On the macroscopic scale the permeability of the network is of interest, which can be derived
numerically as well as analytically, for which many theories exist [Scheidegger 1960; Bear
1972]. We consider within three theories, i.e. Darcy’s equation, the effective medium approxi-
mation and the Carman-Kozeny equation. The outermost lateral boundaries of the network are
no-flow boundaries. The macroscopic head difference (∆H) between inlet and outlet faces of
the network would drive a constant discharge (Q) through the network. FromQ and the fluid
phase volume of the network (Vf ), the macroscopic pore water velocity (v) in the network can
be computed with the Dupuit-Forcheimer equation,

v =
QLN

Vf

, (2.11)

whereLN is the distance between the inlet and outlet faces of the network (alongX axis). The
subscriptF indicates fluid phase.Q is computed numerically by summing up the discharges
from the bonds at the outlet face of the network. Because Darcy velocity (vD) is equal to the
product of porosity (ε) andv, the Darcy permeability (KD) [LT−1] can be computed with

KD =
εvLN

∆H
, (2.12)

where∆H > 0. The porosity is calculated as a ratio ofVf to the total volume (V = LN ×
Wb × Wh) occupied by the network. Calculations forε are shown in Appendix 2.A. Scaling
KD by `2 and multiplying withν/g yields the dimensionless intrinsic permeability (κ), i.e.

κ =
νKD

g`2
, (2.13)

which is also called the effective (bond) conductance.
With other theories such as effective medium approximation [Brinkman 1947; Choy 1999]

and Carman-Kozeny equation [Scheidegger 1960; Zhuang et al. 2000], intrinsic permeability
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can be calculated without solving the pressure field. For example, the general effective medium
approximation equation for calculatingκ (by taking the ensemble average equal to zero), i.e.

〈
κ− ci,j

κ + ωci,j

〉
= 0, (2.14)

contains only the individual conductance term (ci,j) and the coordination number informa-
tion (ω). The dimensionless permeabilityκ (also called effective conductance) is optimized
through averaging the differences betweenκ and the individual conductance of bonds (ci,j)
[Brinkman 1947; Koplik 1982] or computed explicitly by using rigorous bounds recommended
by Torquato and coworkers [Hashin 1983; Rubinstein and Torquato 1989; Torquato and Hyun
2001].

The third approach to calculateκ is the Carman-Kozeny equation. The dimensionless in-
trinsic permeability (κ) in this case depends on the specific surface area (s) [L−1], the porosity,
and tortuosity (τ ≥ 1):

κ =
ε3

τ 2s2(1− ε)2`2
. (2.15)

The specific surface area is defined as the ratio of total interfacial area of the fluid phase to the
total volume of the solid phase [Scheidegger 1960]. Calculations fors in a pore-network are
shown in Appendix 2.A. For the tortuosity, we assumed thatτ 2 = 5 [Van Brakel 1975]. The
lattice constant (̀) is used to make the intrinsic permeability dimensionless.

2.3 Numerical experiment and results

Numerical experiments were aimed at four aspects: 1. analysis of the morphological char-
acteristics of the architecture made with HYPON in comparison to process-based models;
2. simulation of macroscopic porosity and permeability relations for porous media through
Hagen-Poiseuille and Darcy equations; and 3. comparison (wherever applicable) of obtained
permeabilities with predictions by other approaches (e.g. Carman-Kozeny equation).

2.3.1 Geometric characteristics of HYPON model

The geometric characteristics produced by HYPON were results of a pore-network of 223109
porebodies in a101×47×47 cubic network. Networks were constructed from a single value of
curvature parameter (n = 1), cube shaped porebodies and bonds of square shaped cross-section.
Seven types of random distributions of porebody sizes were considered, which are commonly
used in the literature [Reeves and Celia 1996; Keller 1997; Lindquist and Venkatarangan 1999;
Or and Tuller 1999; Sok et al. 2002]. An overview of statistics of all pore-networks is presented
in Table 2.1. For comparison, we have looked at different aspects such as porebody to throat
sizer(ξt) relation, bond length (`b/`) to r(ξt) relation, probability density functions (PDFs) of
porebodies,r(ξt) and (̀ b/`) due to different types of porebody-size distributions, cumulative
density functions (CDFs) of throat sizesr(ξt), microscopic heterogeneity (on the basis of dis-
charges) and distributions of microporosity. In detail the computed data are shown in Appendix
2.C.

We observe that the variation of throat sizes depends on the variance of porebody sizes. For
example, a narrow distribution of porebody sizes yields a narrow distribution ofr(ξt). Throat
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Table 2.1: Statistics and the type of distributions of porebody sizes for pore-networks

Type of Ensemble Standard Minimum Maximum

distributions mean (〈R̃〉) deviation (̃σR̃) size (R̃min) size (R̃max)
Random uniform (UD) 0.268 0.134 0.035 0.500
Random Beta (BD) 0.240 0.120 0.010 0.500
Random Gamma (GD) 0.249 0.098 0.035 0.500
Random lognormal (LN) 0.248 0.093 0.037 0.500
Random normal (ND) 0.268 0.103 0.035 0.500
Random Rayleigh (RD) 0.232 0.111 0.108 0.500
Random Weibull (WD) 0.216 0.110 0.035 0.500

〈R̃〉 andσ̃R̃ are respectively the ensemble mean and standard deviation of dimensionless pore-
body sizes.

sizes were found inversely related to the bond lengths (`b/`), the variation of which depends on
the variance of porebody sizes and the magnitude of the curvature parameter (n). The type of
porebody size distributions has some influence on bond length PDFs and on the variance of the
PDFs of the throat sizes. From the graphs of the CDFs of throat sizes computed with HYPON,
it appears that the shape of the throat size distribution is quite insensitive to the used type of
porebody size distributions. Almost all CDFs ofr(ξt) can be fitted well with a Gamma-type
distribution but in some cases, e.g. for random Rayleigh distribution (RD), random Beta distri-
bution (BD) and random uniform distribution (UD), an equally good fitting is found with the
Rayleigh distribution (not shown). Based on empirical studies, Keller [Keller 1997], Tuller et
al. [Tuller et al. 1999] and Yanuka et al. [Yanuka et al. 1986] reported a lognormal, a Gamma
or a Rayleigh distribution of throat sizes. Additionally, we analyzed the distributions of micro-
porosity, i.e. the porosity within an elementary lattice, and also we looked at the distributions
of transversal discharges in a cubic network (which may serve as a measure of microscopic
heterogeneity). In all these experiments, we found that geometrical relations are sensitive to
the variance of the porebody sizes rather than to the used type of porebody size distributions.
Hence, we can conclude that a random uniform distribution can be used in HYPON, which has
the advantage of simplicity and computational efficiency. However, for modeling a particular
porous medium, a realistic porebody size distribution as obtained from micro-tomography may
be more appropriate.

2.3.2 The scaled-up porosity-permeability relation

The first simulations were focused on finding a consistent size of the network, i.e. the rep-
resentative elementary volume (REV). The consistent size is the threshold size of the pore-
network for which the permeability (or effective conductance) is asymptotic [Koplik 1982],
i.e. macroscopic characteristics of pore-network do not change considerably due to translation
of positions [Bear 1972; Hilfer 2002]. Such a size can be found with Monte Carlo simula-
tions for a prescribed pressure field. If permeabilities are equal for two different realizations
of equal-sized networks with the same mean and variance of porebody sizes, the hypothesis of
consistency is accepted. Since the consistent size depends on the variance of the porebody sizes
as a smaller variance leads to a smaller consistent size, we considered ensembles of porebodies
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with the highest possible variance (UD of Table 2.1) to assess consistency. This approach indi-
cated that the size of a consistent network is25× 15× 15. Alternatively, the effective medium
approximation approach with unknown pressure field requires that the upper bound of the ef-
fective site-conductance given by Woodside and Messmer [Woodside and Messmer 1961] or
the symmetric rigorous bounds given by Torquato and Hyun [Torquato and Hyun 2001] become
asymptotic. We applied the upper bound of effective site-conductance according to Woodside
and Messmer [Woodside and Messmer 1961] and obtained20 × 20 × 20 pore-network as the
consistent size (see Figure 2.5), which is more conservative compared to25 × 15 × 15 sized
network.

Figure 2.5: The upper bound of the dimensionless effective site-conductance (κ) according to
Woodside and Messmer [67] as a function of node number (NX = 3,. . . ,101) in the mean direc-
tion of flow (X)in a network with UD (Table 2.1). The numbers at curves indicate maximum
lateral size of pore-network inY andZ directions in terms of node numbers.

We considered macroscopic porosity and Darcy permeability relations obtained for net-
works consisting of33 × 23 × 23 pores, which size is sufficiently larger than the consistent
size. For calculating the macroscopic porosities and permeabilities, a random uniform distribu-
tion of porebodies, with cube shaped porebodies and square shaped bonds were used, because
that combination covers the largest range of porosity and permeability. We generated 99 cu-
bic pore-networks, with a wide range (0.1 ≤ R̃ ≤ 0.50) of mean porebody sizes. Either the
minimum porebody size or the maximum porebody size was varied with increments of 0.01
for the random uniform distribution. Each network was solved for seven different values of
curvature parameter (i.e.n = 0,1,2,3,4,5 and 6), which leads to a total of 693 networks. Forn
equal to zero, HYPON yields a classical 3D capillary network with straight tubes. Hence, for
this n-value, a single porebody size was used because otherwise the bond size functionr(ξ)
has abrupt jump at the throat location (ξt). We expect that such abruptly changingr(ξ) is not a
physically realistic transition and also would profoundly complicate the hydraulic calculations.



2.3. Numerical experiment and results 19

The system of Hagen-Poiseuille flow equations for the entire network was solved numerically
for each of the 693 pore-networks with the pre-conditioned conjugate gradient [Hestenes 1980].
The imposed head difference between inlet and outlet faces (∆H) was fixed at 0.07 m. The
procedure of computing Darcy scale porosity-permeability relations is as follows. We choose
a minimum porebody size and a maximum porebody size and let the simulator produce a ran-
dom uniform distribution, from which the network is constructed. This pore-network is solved
for each of the six different values ofn > 0. Then, we generate a network with equal sized
porebodies with the same size as the mean size used for other values ofn and solve the flow
field for n equal to zero. This procedure is continued by fixingR̃min at 0.01 and incrementing
R̃max (with an increment of 0.01) from 0.01 to 0.50. Then we fixR̃max at 0.50 and increment
R̃min (with an interval of 0.01) from 0.01 to 0.50. Thus for the entire range of porebody sizes,
porosity and permeability pairs are obtained that are plotted to produce isolines of curvatures
(n) and the isolines of mean porebody sizes. In Figure 2.6, the dimensionless intrinsic perme-
abilities (κ) of all 693 pore-networks obtained with the Darcy equation (2.13) are shown as a
function of porosities (ε). Shown are the isolines of mean pore sizes, which are the lines that
connect the porosity and permeability combinations of all pore-networks that have the same
mean porebody size. Also, we show the isolines of curvature, which are the lines that con-
nect the porosity and permeability combinations of all networks that have the same value of
the curvature parameter (n). A thick solid line, labeled with “0” is the special case where the
pore-network is made of equal sized porebodies and bonds, andn equals to zero. This is the
envelope curve, which appeared in good agreement with the Carman-Kozeny relation (2.15)
and is also shown separately in Figure 2.7.

Figure 2.6 reveals a non-unique porosity-permeability relationship that is bounded at the
top and at the left by an envelope curve (which is also an isoline of curvature), and at the
right, by an isoline of mean pore sizes (〈R̃〉 = 0.5). Moving along an isoline of pore sizes
to largern-values mimics consolidation or diagenesis processes in time. Consolidated media
are more interesting than unconsolidated ones because of their non-unique relation between
porosity and permeability. A number of such relations have been reported [Happel and Brenner
1965; Dullien 1992], and the new techniques are revealing the explanations behind such ob-
served facts. Recent advances in micro-tomography (e.g. [Lindquist and Venkatarangan 1999])
show that neither are the particles spherical nor are the pore spaces of definite shape, size or
orientation [Scheidegger et al. 1993]. Over time, both the pore spaces and particles change.
For example, a loosely packed gravel may turn into completely cemented conglomerate [Press
and Siever 1986], water filters used at our homes and sand beds in water treatment plants be-
come clogged [Ives 1975]. This indicates that the porosity-permeability relation is dynamic in
time and space. To mimic this, porebody size was kept unchanged but bonds were squeezed by
changingn. The effect is that the capillary space becomes reduced due to either deposition of
fine particles [Tien and Payatakes 1979], and colloids [Van de Weerd et al. 1998], adherence of
biological substances [Keijzer et al. 1999], cementation [Panda and Lake 1994], or lining and
filling [Panda and Lake 1994; Øren et al. 1998]. On the other hand, if porebodies are gradually
filled such thatn does not change (i.e. moving along the isoline of curvature) the change in
porosity is relatively faster than in the previous case, whereas the change in permeability is
slower than in the first case.

We observe that the rate of change of the curvature parameter (moving along an isoline
of pore size) has a larger effect on the permeability than a change of the porebody size (i.e.
moving along an isoline of curvature parameter). The trend of the isolines of mean pore sizes
shows that due to the largen (i.e. squeezing of pore bonds of porous media), the permeability
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will be reduced, but the porous medium may still possess high porosity. The porosity, where
such a situation occurs (i.e. no occurrence of seepage), is known as the threshold-porosity .
Looking at the isolines of curvatures, we can conclude that a gradual filling of porebodies only
slowly decreases permeability. The practical implication is that, by ignoring the changes in
permeability due to diagenesis in the porebodies, errors may not be dramatic. This assessment
simplifies the numerical effort for modeling such processes profoundly, as we need not solve
the flow field after each time interval to account for the new micro-structural conditions.
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Figure 2.6: Dimensionless intrinsic permeability as a function of porosity. The isolines of mean
pore body sizes are plotted with the thin solid lines and labeled with numbers 0.1 to 0.5 and the
isolines of curvatures are plotted with the dashed lines and labeled with numbers 1 to 6. The
thick solid line with label “0” is the envelope curve as well as curvature isoline.

In Figure 2.7 the dimensionless intrinsic permeabilities (κ) predicted by the Carman-Kozeny
equation (2.15) and the Darcy equation (2.13) are plotted as a function of porosity, for the case
of equal porebody sizes andn equal to zero. The evident agreement of the two indicates
that the Carman-Kozeny approximation and the rigorous numerical solution of Navier-Stokes
equation agree for this combination. For very high porosities (say higher than 0.5) the Carman-
Kozeny prediction only slightly deviates as is anticipated [Scheidegger 1960; Happel and Bren-
ner 1965]. Such a good agreement is not expected if porebody sizes vary andn is unequal to
zero.

2.4 Discussion and conclusions

HYPON is a simple model with few parameters that idealizes porous space with two different
components: randomly distributed porebody sizes and the analytically derived BACON bonds.



2.4. Discussion and conclusions 21

Figure 2.7: Comparison of the Carman-Kozeny predictions with the HYPON envelope curve
produced by the exact solution of Hagen-Poiseuille and Darcy equations. Plotted are the di-
mensionless intrinsic permeabilities (κ) as a function of porosity (ε) for the case withn = 0
and equal sized porebodies.

The sizes of bond throats are dictated by the adjacent porebody sizes (R) and a curvature param-
eter (n). Instead of two separate distributions for porebody and throat sizes, only a distribution
of porebody sizes and a curvature parameter (n) are needed.

The model is flexible in a hydraulic sense because it captures a broad and realistic range of
porosities and permeabilities. HYPON can be adjusted (if required) to match the porosity and
permeability characteristics [Mogensen and Stenby 1998] of a particular porous medium, if an
isoline of curvature and an isoline of mean pore sizes are known. The pore-to-pore spacing (`),
which serves as the characteristic length, should be knowna priori. Unfortunately, for a real
porous medium, this pore-to-pore spacing is not easy to determine. Whitaker [Whitaker 1972]
suggested the characteristic length to be six times larger than the hydraulic radius (which was
recommended for uniform spheres). However, Roychoudhary [Roychoudhury 2001] indicated
that it should exceed six hydraulic radii, whereas Bryant et al. [Bryant et al. 1993a] suggested
that it should be larger than one grain size. An approach for inferring the characteristic length
can be to combine micro-tomography, mercury-porosimetry and permeability measurements
with simulations using a model such as HYPON. Such combination would be aimed at quanti-
fying quite different effects e.g. throat size distribution, porosity and permeability, and making
them all compatible with Figure 2.6 for different choices of`.

HYPON clearly demonstrates the existence of non-unique porosity-permeability relations
[Scheidegger 1960] and their bounds. It extends the understanding of existing models. For
example, intrinsic permeabilities of HYPON can be estimated by the effective medium approx-
imation of Torquato and Hyun [Torquato and Hyun 2001], whereas the upper bound (envelope
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curve) of the HYPON generated permeability-porosity relation agrees with the Carman-Kozeny
prediction for the case with equal sized pores andn equal to zero. This is an indication of the va-
lidity of both the Carman-Kozeny and the Navier-Stokes equations for this simplified situation.
For other combinations such as unequal porebody sizes and forn unequal to zero, solutions
of the Carman-Kozeny equation may differ from HYPON simulations because it is a simpli-
fied relation. Additionally, the relation depends on tortuosity, which is a poorly-understood
parameter [Scheidegger et al. 1993].

This paper showed that a simple model can mimic complex pore geometry, while main-
taining considerable agreement between morphological characteristics derived with HYPON
modeling and those from process-based models. The new BACON bond of HYPON eliminates
the conjugation problems [Dias and Payatakes 1986; Bryant et al. 1993a; Ioannidis et al. 1993;
Thompson and Fogler 1997], problems related to irrational hydraulic transitions [Nowicki et al.
1992; Toledo et al. 1994; Reeves and Celia 1996], and reduces the number of parameters [Dias
and Payatakes 1986; Ioannidis et al. 1993]. Furthermore, literature showed that converging-
diverging pores are helpful to account for static interface positions during quasi-static regimes
[Nowicki et al. 1992; Toledo et al. 1994; Reeves and Celia 1996; Held and Celia 2001], and
are good for smooth hydraulic transitions during steady-state conditions [Happel and Brenner
1965]. The simulations with HYPON showed that properties such as porosity and permeability
are more sensitive to the variance of porebody sizes than to the used type of porebody size
distributions, as shown by the sensitivity of shape of throat-size and bond-length distributions.
Also, the effect of changing curvature appeared to be larger than the effect of changing pore-
body size. The practical implication of this is that the volumetric changes in porebody sizes
have less effect on permeability than the change in the bond sizes. In such a case, by ignoring
the permeability dynamics during transport computations error would not be dramatic. Thus,
this simplifies the numerical efforts as the frequent updating of pressure field is computation-
ally costly. In this paper we did not vary the coordination number or considered longer-range
correlations of porebody sizes. We anticipate that changing these properties affects the magni-
tude of some effects that were illustrated, but does not influence the primary results, provided
that the requirements for ergodic conditions are met.

For an improved understanding of processes such as single-phase or multiphase transport,
and dispersion, HYPON may serve as a general scenario simulator. However, for those pur-
poses HYPON should be adjusted to account for more fluid phases and particle transport. With
the present paper, we showed that HYPON simulation results are hydraulically compatible with
the literature. This observation supports that it is appropriate to extend HYPON to address mul-
tiphase and chemical transport problems.
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Appendix: Geometric and hydraulic calculations

2.A Geometry of HYPON

In this appendix we consider the geometric relationships used in HYPON. The longitudinal
shape as well as the bond size functionr(ξ) depends on the value of the curvature parameter
(n). We introduce a minimum curvature parameter (n ≥ nR) and determine it on the basis of
porebody sizes the bond is connecting. For a bond that connects porebodies with sizesR̃max

andR̃min, nR is calculated with Eq (2.7) by replacingξt with (1 − R̃min), R̃j with R̃min, and
R̃i with R̃max, i.e.

nR =
lnR̃min − lnR̃max

lnR̃min − ln(1− R̃min) + ln[1− R̃min cos(π/ζ)]− ln[1− R̃max cos(π/ζ)]
,(2.A.1)

whereR̃min < R̃max. Equation (2.A.1) shows that there exists a particularnR for each bond
that connects two porebodies, and it is deterministic. In this paper, we assume onen-value
for the entire network, andn should be larger or equal tonR. Forn < 1 we obtain parabolic
bonds, whereasn > 1 produces hyperbolic bonds. Forn = 1, it produces simple biconical
bonds similar to the ones proposed by earlier researchers [Nowicki et al. 1992; Toledo et al.
1994; Reeves and Celia 1996], although the throat is not fixed at the middle of` but is dictated
by the adjacent porebody sizes. Equation (2.7) reveals that the throat is located closer to the
smaller porebody and farther from the larger one. In the case of networks with equal sized
porebodies,n must be zero or larger.

A pore unit (PU), as is shown in Figure 2.3b and Figure 2.3c, consists of the porebody at the
center and the converging cones that emanate from that porebody. The volume of such a pore
unit is equal to the sum of the porebody volume and the sum of volumes ofβ (the coordination
number) number of converging parts (conical cylinders of the BACON bonds), i.e.

VPU = VPB +

β∑
j=1

(VBL)j, (2.A.2)

where subscriptsPU , PB andBL indicate respectively pore unit, porebody and left part of the
BACON bond (see Figure 2.1b).VPU is the volume of the pore unit,VPB is the volume of the
porebody, and(VBL)j is the volume of the converging part of the bond which is connected to
the porebody under consideration and the adjacent porebodyj, i.e. the subscriptj is the index
of the adjacent porebodies. Bonds control the permeability, whereas the porebodies contribute
most to the porosity and eventually regulate the macroscopic constitutive relations between
permeabilities and porosities (and/or saturations). Only spherical and the cubic porebodies are
considered here. In an orthogonal 3D lattice, the volume of a porebody equals

VPB =





πR̃3`3

3
{4− β[2− 3 cos(π/ζ) + cos3(π/ζ)]} for spherical PB

8R̃3`3 sin3(π/ζ) for cubic PB.
(2.A.3)

The volume of the converging (left) part (VBL) of a BACON bond is given by

VBL = ax`
3

∫ ξt

ξF

T 2
i (1− ξ)2ndξ, (2.A.4)
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whereax is the geometric shape factor. For a bond with circular cross sectionax = π and for
a square cross sectionax = 4. We introduce the volume of the BACON bond (VBB), i.e. the
volume of the both parts of the BACON bond: the converging (left) and the diverging (right),
as shown in Figure 2.1b. The volume of the diverging part in the right hand side ofξt is denoted
with VBR. Hence, the total volume of the BACON bond is given by

VBB = VBL + VBR, (2.A.5)

where subscriptsBB andBR indicate respectively the whole BACON bond and the diverging
(right) part of it.VBL is computed with Eq (2.A.4) andVBR is computed with

VBR = ax`
3

∫ ξG

ξt

T 2
j ξ2ndξ. (2.A.6)

The integrals of Eqs. (2.A.4) and (2.A.6) are evaluated analytically and the result can be written
as

VBL =
ax`

3

(2n + 1)

[R̃i sin(π/ζ)]2{[1− R̃i cos(π/ζ)]2n+1 − (1− ξt)
2n+1}

[1− R̃i cos(π/ζ)]2n
(2.A.7)

and

VBR =
ax`

3

(2n + 1)

[R̃j sin(π/ζ)]2{[1− R̃j cos(π/ζ)]2n+1 − ξ2n+1
t }

[1− R̃j cos(π/ζ)]2n
, (2.A.8)

whereξF , ξG, Ti andTj are replaced with their corresponding values. The pore volume (Vel)
of an elementary cube of volumè3 (as is shown in Figure 2.2b) is the sum of 1/8 volume of
each porebody that is located at the vertex and 1/4 volume of each BACON bond that is aligned
along the edge of the elementary cube. Hence,Vel is given by

Vel =
1

8

8∑
j=1

(VPB)j +
1

4

12∑
m=1

(VBB)m, (2.A.9)

wherem is the index of bonds along the edges of the elementary cube and the subscriptj is the
index of the porebodies that belong to the elementary cube under consideration. The subscript
el indicates the elementary cube. The number 8 is the total number of porebodies connected
with the cube, whereas the number 12 is the number of edges along which the bonds are aligned.
Hence, the total fluid-phase volume (Vf ) is equal to the sum of the pore unit volumes, i.e. Eq
(2.A.2) as well as to the sum of the elementary pore volumes, i.e. Eq (2.A.9).Vf is given by

Vf =

NPU∑
i=1

(VPU)i =

Nel∑

k=1

(Vel)k, (2.A.10)

wherek is the index of the elementary cubes.NPU andNel are respectively the number of
pore units and elementary cubes enclosed inV . The effective porosity of a mutually connected
porous system is obtained by dividingVf with the total volumeV (= LN ×Wb ×Wh), i.e.

ε = Vf/V . (2.A.11)

The difference betweenV and the fluid phase volume (Vf ) is the volume of the solid matrix
(Vs), i.e.

Vs = V (1− ε), (2.A.12)
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where subscripts indicates the solid matrix. The surface area of walls of a single pore unitSPU

is the sum of the wall surfaces of the porebody (SPB) and the converging parts of the BACON
bonds (SBL), and can be written as

SPU = SPB +

β∑
j=1

(SBL)j. (2.A.13)

For a network with the coordination numberβ andax = 4, the surface area of the walls of the
cube-shaped porebodySPB = 0, whereas for a spherical porebody andax = π, the surface
area is calculated with

SPB = 2π`2R̃2{2− β[1− cos(π/ζ)]}. (2.A.14)

The surface areas of the converging parts is computed with

SBL = 2`2ax

∫ ξt

ξF

r(ξ)
√

1 + [r′(ξ)]2dξ, (2.A.15)

wherer′(ξ) is the first derivative ofr(ξ) with respect toξ and is continuous in the interval from
ξF to ξt. For large or fractional values ofn, Eq (2.A.15) is evaluated numerically. Thus, total
surface area (SF ) of the network exposed to the fluid phase becomes

SF =

NPU∑
i=1

(SPU)i. (2.A.16)

The specific surface area (s) for Carman-Kozeny relation (2.15) is given by

s = SF /Vs. (2.A.17)

2.B Hydraulic calculation

In this appendix we compute the hydraulic conductance of a bond. To determine the conduc-
tance (ci,j) of a bond that is shown in Figure 2.1b, we follow the Hagen-Poiseuille equation
given by

qi,j = −as
g

ν
[r(ξ)]4`4 dh

`dξ
, (2.B.1)

wheredh/(`dξ) is the hydraulic head gradient [LL−1]. as is the hydraulic shape factor of the
bond. For a circular bondas is equal toπ/8. We can express the same equation for the left and
the right conical cylinders of the bond in terms of bond functionr(ξ), yielding:

q =





qi,t = −as(g/ν)T 4
i (1− ξ)4n`3(dh/`dξ) for ξF ≤ ξ ≤ ξt

qt,j = −as(g/ν)T 4
j ξ4n`3(dh/`dξ) for ξt ≤ ξ ≤ ξG

(2.B.2)

where subscripti, t andt, j denote respectively fromi-to-throat, and throat-to-j. For the mean-
ing of other symbols see the list of symbols and notations. Then, rearranging Eq (2.B.2) and
integrating

∫ ξt

ξF

dξ

asT 4
i (1− ξ)4n

= −
∫ ht

hi

g

qi,tν
`3dh (2.B.3)
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and ∫ ξG

ξt

dξ

asT 4
j ξ4n

= −
∫ hj

ht

g

qt,jν
`3dh. (2.B.4)

If we take the sum of the terms in the left hand sides of Eqs. (2.B.3) and (2.B.4) we obtain an
expression for the total dimensionless resistance (χi,j) of the bond. Because of the continuity
of discharge (i.e.qi,t = qt,j) the right hand side is easily simplified and integrated with respect
to the hydraulic head (h), i.e.

∫ ξt

ξF

dξ

asT 4
i (1− ξ)4n

+

∫ ξG

ξt

dξ

asT 4
j ξ4n

=
g

qi,tν
`3(hi − hj). (2.B.5)

Hence,

χi,j =

∫ ξt

ξF

dξ

asT 4
i (1− ξ)4n

+

∫ ξG

ξt

dξ

asT 4
j ξ4n

, (2.B.6)

i.e. the resistances of the two conical cylinders are summed up. For computing site-conductance
according to Woodside and Messmer [Woodside and Messmer 1961], we consider only the first
term of Eq (2.B.6) for each conical cylinder connected with the porebody under consideration,
and the same is done for each pore unit. Withχi,t andχt,j we denote respectively the first and
second terms of Eq (2.B.6), and write the result of integration:

χi,t =
[1− R̃i cos(π/ζ)]4n

(4n− 1)as[R̃i sin(π/ζ)]4

{
[1− R̃i cos(π/ζ)]4n−1−(1− ξt)

4n−1

{
[1− R̃i cos(π/ζ)](1− ξt)

}4n−1

}
, (2.B.7)

χt,j =
[1− R̃j cos(π/ζ)]4n

(4n− 1)as[R̃j sin(π/ζ)]4

{
[1− R̃j cos(π/ζ)]4n−1−(ξt)

4n−1

{
[1− R̃j cos(π/ζ)](ξt)

}4n−1

}
, (2.B.8)

whereξF , ξG, Ti andTj are replaced with their corresponding values. For other geometries than
circular, the hydraulic shape factor (as) can be derived by assuming that the Reynolds number
(Re) is the same for both cases. Then, the two cases are hydraulically equivalent. Because the
characteristic sizer(ξ) and the bond lengths in both cases are also the same, the equality ofRe
reduces to the equality of velocities, i.e.

q1

ax1r2
=

q2

ax2r2
, (2.B.9)

where subscripts 1 and 2 denote two cases. Hence, writing Eq (2.B.9) explicitly forq2, we
obtain

q2 =
ax2

ax1

q1 (2.B.10)

and inserting the Hagen-Poiseuille equation (2.B.1) forq1 and assuming case 1 to be circular
(i.e.,ax1 = π andaa1 = π/8)

q2 =
ax2πg

π8ν
[r(ξ)]4`3dh

dξ
. (2.B.11)

Therefore,as2 = ax2/8. For example, for a bond of square cross section shapeas becomes
0.5 (becauseax = 4). This assumption is valid forRe < 10 [Bear 1972] and for similar sizes
[Turian 1973]. Nowci,j is given by

ci,j =
1

χi,j

, i 6= j. (2.B.12)
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2.C Geometric characteristics of HYPON model

In this appendix we analyze different geometric characteristics of HYPON, e.g. throat sizes
r(ξt), bond lengths (̀b/`), flow field heterogeneity indicators and microporosity. Porebody and
throat sizes are functionally related by HYPON but are not perfectly correlated. The narrower
the range of porebody-sizes, the stronger is the correlation between throat size and porebody
size, which agrees with the evidence presented in the literature [David et al. 1990; Øren et al.
1998; Blunt et al. 2002]. In Figure 2.8, throat sizes produced by the random UD (see Table
2.1) are shown as a function of size of porebodies. The cloud of data is distributed over the
trapezoid formed by the minimum and maximum sizes of porebodies and throats, the spread of
which clearly depends on the range (R̃min andR̃max) of porebodies. For a homogeneous case,
the trapezoid becomes a point and a perfect correlation results, as shown by the dashed line (for
n = 0) on that plot.

In Figure 2.8, throat sizes are plotted as a function of bond length for the same case. The
inverse relation of throat-to-bond length is in agreement with experimental and theoretical re-
sults in the literature [David et al. 1990; Blunt et al. 2002; Øren and Bakke 2002]. An en-
semble of porebodies of any random distribution can be used as input. The PDFs of pore-
body sizes include commonly used random distributions [Sahimi et al. 1986; Yanuka et al.
1986; Tsakiroglou and Payatakes 1991; Bakke and Øren 1996; Øren et al. 1998; Lindquist and
Venkatarangan 1999; Tuller et al. 1999; Sok et al. 2002] such as Beta (BD), Gamma (BD),
lognormal (LN), normal (ND), Rayleigh (RD), Weibull (WD) and uniform (UD). These PDFs
are also shown in the corresponding subplots.

a. b.

Figure 2.8: Scatter plots of throat sizes produced by HYPON with UD (see Table 2.1) ; a. throat
sizesr(ξt) as a function of porebody sizes.; b. throat sizes as a function of bond lengths (`b/`).

Based on that ensemble which is distributed in 3D space, the throat sizes are computed with
HYPON. In Figure 2.9 the PDFs of throat sizesr(ξt) and bond lengths (`b/`) obtained from the
seven different PDFs of porebody sizes of Table 2.1 are shown. It is seen from the figure that
irrespective of the input PDFs of porebody sizes, the shape of the PDFs of throat sizes looks
similar in almost all cases. However, in the case of UD it is more skewed than in other cases.
The cumulative distribution function (CDF) of throat sizes can quickly be compared with the
ones from the literature. Throat size data obtained from four different distributions of porebody
sizes i.e. GD, WD, ND and UD, are shown in Figure 2.10 and are fitted with the Gamma cumu-
lative distribution function. In all subplots of Figure 2.10, a good agreement between the throat
sizer(ξt) data and the Gamma cumulative distribution function can be observed. However,
the goodness of fitting differs. We observe that the fitting is best for the distribution GD and
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Figure 2.9: The PDFs of porebody sizes (R̃) with solid lines, throat sizesr(ξt) with dashed-
dotted lines and the bond lengths (`b/`) with dashed lines. Names of sub-plots are identified in
Table 2.1.
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becomes less for WD, ND, and UD respectively. An impression of inherent heterogeneity of

Figure 2.10: HYPON-generated throat sizer(ξt) data (open circles) fitted with Gamma cumu-
lative distribution function (solid lines). Cases GD, WD, ND, and UD are identified in Table
2.1.

a pore-network model may be developed from routing flow or transport (e.g. tracer particles),
as a simple flow field simulation may furnish considerable information about micro-structural
properties of the modeled porous medium. In Figure 2.11, absolute (dimensionless) transversal
bond-discharges (qY andqZ along global positiveY andZ axes respectively) at nodes are plot-
ted as a function of the discharges (qX) at the same nodes in the mean flow direction (positive
X axis). Two distributions, i.e. the random Rayleigh (RD) and the random uniform (UD) taken
from Table 2.1, were considered and Eq (2.10) was solved numerically for pressure and flow
fields.

In Figure 2.11, we observe that in both cases transversal bonds contribute considerably to
the node discharges. In a regular grid, the most important factor to make the lateral bonds
contribute is the variance of the porebody sizes. The higher the variance, the larger becomes
the contribution from the transversal bonds. The variation is slightly larger for UD (transversal
mean discharge is 32% ofqX), but also the variation in mean porebody size is slightly larger.
Hence, no significant role of the type of random distribution can be detected.

Finally, we compare microporosity distributions that result from two different distributions
of porebody sizes. In Figure 2.12, microporosity distributions for two different distributions
(ND and UD) of porebody sizes are shown. The microporosities are computed for each ele-
mentary cube as shown in Figure 2.2b in terms of bond-microporosity (volume of the bonds
only), porebody-microporosity (volume of porebodies only) and total microporosity. Usually,
microporosities are computed [Øren et al. 1998; Valvatne 2002] for a much larger block (i.e.
a group of elementary cells). Here, the purpose is different, as we intend to show the effect
of the type of random distributions of porebody sizes on the microporosity distribution. For a
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a. b.

Figure 2.11: Absolute node-discharges in transversal directions (from a pore center) plotted
as a function of the node-discharges along the mean flow direction in a101 × 47 × 47 pore-
network with RD. b. Discharges in network created with UD. The solid circles and the open
circles indicate the discharges respectively along positiveY andZ axes.

a. b.

Figure 2.12: Microporosity of a pore-network with two different distributions of porebodies
a. due to the random uniform distribution (UD) and b. due to the random normal distribution
(ND) of porebody sizes. These cases are identified in Table 2.1.

homogeneous network, microporosity has a single value which is equal to the global porosity.
The variation of porosity increases with the increase in variance of porebody sizes.

From Figure 2.12, it can be concluded that the shape of microporosity distribution is quite
insensitive to the type of distribution of porebody sizes but has a shape reminiscent of a nor-
mal distribution. On the other hand, Blunt, Lindquist and their co-workers [Lindquist and
Venkatarangan 1999; Blunt et al. 2002] showed a long tail in the microporosity distribution
in reservoir sandstones. The reason for this disagreement may be either the difference in the
method of computation or the larger heterogeneity in their samples, which is reflected in the
permeability tensor in the recent work by Øren [Øren et al. 1998]. The microporosity shown
in Figure 2.12 is in agreement with Lindquist [Lindquist et al. 1996] who reported a normal
distribution for uniform beads.



Chapter 3

Quantification of dispersion by upscaling
Brownian motion of tracer displacement
in a 3D pore-scale network model∗

Abstract

We present a 3D network model with particle tracking to upscale 3D Brownian motion of
non-reactive tracer particles subjected to a velocity field in the network bonds, representing
both local diffusion and convection. At the intersections of the bonds (nodes) various jump
conditions are implemented. Within the bonds, two different velocity profiles are used. At the
network scale the longitudinal dispersion of the particles is quantified through the coefficient
DL, for which we evaluate a number of methods already known in the literature. Additionally,
we introduce a new method for derivation ofDL based on the First-arrival Time Distribution
(FTD). To validate our particle tracking method, we simulate Taylor’s classical experiments
in a single tube. Subsequently, we carry out network simulations for a wide range of the
characteristic Peclet numberPe` to assess the various methods for obtainingDL. Using the
new method, additional simulations have been carried out to evaluate the choice of nodal jump
conditions and velocity profile, in combination with varying network heterogeneity. In general,
we conclude that the presented network model with particle tracking is a robust tool to obtain
the macroscopic longitudinal dispersion coefficient. The new method to determineDL from
the FTD statistics works for the full range ofPe`, provided that for largePe` a sufficiently
large number of particles is used. Nodal jump conditions should include molecular diffusion
and allow jumps in the upstream direction, and a parabolic velocity profile in the tubes must be
implemented. Then, good agreement with experimental evidence is found for the full range of
Pe`, including increasedDL for increased porous medium heterogeneity.
Keywords: dispersion; transport; pore network; Brownian motion; particle tracking; nodal jump
condition; moment methods.

* by R. C. Acharya,MIJ van Dijke, K Sorbie, SEATM van der Zee and A Leijnse, submitted toAdv Water Res,
2004.
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List of symbols and notations
〈.〉 Ensemble average quantity
C, C̃ Concentration [ML−3] and dimensionless concentration
D, DL, DT Dispersion coefficients: any effective, Longitudinal, and Taylor [L2T−1]
Dm, Dh Molecular diffusion coefficient and mechanical dispersion [L2T−1]
fi,j Advection-diffusion fraction factor of Sorbie-Clifford formulation
f(λ) Intra-pore velocity function
H Heaviside integral
i, j The indices of nodes and bonds
kax Taylor’s coefficient for cross-section shape (e.g.1/48)
L, ` Length of the porenetwork and bond length [L]
PeL Pore network (Column) Peclet numbervL/DL

p(i, j) Transition probability density function
Peb, PeT Bond Peclet and Taylor’s Peclet numbers [-]
Peref A reference (conditional) threshold Bond Peclet number [-]
Pe` Characteristic Peclet numberv`/Dm [-]
qi,j, Q Discharge respectively through bonds and porenetwork [L3T−1]
R, R̃ Radius[L] and aspect ratio(R/`) of bonds (Taylor’s tubes)
∆r Radius vector of Brownian sphere [L]
t, ∆t Time and time step of iteration [T]
T̃ Dimensionless time on network scale (vt/L)
u Mean velocity in the Taylor’s tubes [LT−1]
v Mean intrinsic velocity along the principle flow direction in the pore network [LT−1]
x, y Local reference system,x ∈ [0, `] along the axial direction of fluid flow [L]
X, Y , Z Global (network scale) reference system [L]
β an exponent parameter
φ(∆r) Green’s probability function for Markov’s processes
µ Ensemble average as specified with subscript (e.g.µt andµX)
σ2 Second central spatial moment(variance) of positions of particles with respect to a

chosen direction (e.g.σ2
X) [L 2]

τ Dimensionless time on pore-scale (ut/`)
ξ Local axis (x/`) along flow in a capillary [-]
$ A factor in Sorbie-Clifford formulation(πR2)/` [L]
ϕ Polar angle of radius vector in Brownian spherical coordinate system[0, π]
ψ Deviate of the Green’s function [-]
ζ tortuosity [-]
θ Azimuthal angle of radius vector in Brownian spherical coordinate system[0, 2π]
T , m, L, b Subscripts indicate Taylor, molecular, Longitudinal and bond
CDE Convection-Dispersion Equation
(C)FTD (Cumulative) First-arrival Times Distribution
SPD Spatial Positions Distribution
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3.1 Introduction

Dispersion in porous media is of interest in many fields, such as chemical, petroleum, civil
and environmental engineering [Whitaker 1967]. It plays an important role in the accuracy of
predictions during reactive and non-reactive transport in groundwater systems (porous media).
In porous media, dispersion is caused by two processes: Brownian motion of solute molecules,
or molecular diffusionand the velocity differences among solute-carrying solvent-streamlines,
which is referred to asmechanicaldispersion. The interplay of these two phenomena leads to
thehydrodynamicdispersion [Koch and Brady 1985].

Because of its key role in the theory of mass transport, the dispersion process has been
studied for a considerable time [Taylor 1953; Aris 1956; De Josselin de Jong 1958; Brenner
1980]. In general, two methodologies (models) have been devised to describe dispersion viz the
deterministic (e.g. [Bear 1972]), and probabilistic or statistical approaches (e.g. [Sahimi et al.
1986; Dagan 1988; Sorbie and Clifford 1991; Damion et al. 2000]). The mixing cell model is
an example of the first, whereas the particle tracking approach in combination with the method
of moments serves as an example of the second approach. Dispersion is a scale dependent-
phenomenon. At the continuum scale, Bear [Bear 1972] showed that dispersion takes the form
of a second order tensor that depends not only on local variations of velocity field but also
on large-scale characteristics of the medium [Bear 1972; Dagan 1988]. This tensor is used in
the convection-dispersion equation (CDE). Alongside theoretical developments in dispersion
theory, experimental and numerical works have emerged to determine the dispersion tensor
[Freyberg 1986; Verlaan 2001]. Historical reviews of dispersion research can be found in
[Perkins and Johnston 1963; Bear 1972; Van Brakel 1975; Freeze and Cherry 1979; Sahimi et
al. 1983a; Han et al. 1985; Gelhar et al. 1992; Appelo and Postma 1993; Jiao 2001; Verlaan
2001].

As mentioned above, dispersion originates from variation of velocity at the pore scale (Tay-
lor scale), i.e. within a pore cross-section, as well as from geometrical variation of the length
scale of the distribution of pores within a porous medium. A first attempt to average these vari-
ations at the pore scale to an effective property at the continuum scale was made by Saffman
[Saffman 1960]. Following Fatt [Fatt 1956a], Saffman used a pore network model as a tool to
include the pore-scale physical phenomena. Since the work of Saffman, 2D network models,
in combination with random-walker particle tracking, have often been employed to upscale the
pore-scale dispersion coefficient to a network-scale quantity [Mohanty and Salter 1982; Sorbie
and Clifford 1991; Damion et al. 2000; Park et al. 2001; Verlaan 2001]. However, a rigor-
ous upscaling of multi-directional Brownian walker (3D motion of material points) from the
Brownian sphere to the 3D pore network has not yet been presented.

One of the main reasons that has prevented such rigorous upscaling lies in the uncertainty
of the mixing conditions and transition probabilities at the intersection of pores (nodes) in
a network model [LaBolle et al. 1998; Bruderer and Bernabé 2001; Park et al. 2001]. The
simplest assumption is to take the transition probability at a node proportional to the flow rates
in the neighboring bonds [De Josselin de Jong 1958]. However, this method excludes the effect
of molecular diffusion at the nodes. A more sophisticated approach consists of constructing a
pattern of streamlines from inflowing to outflowing bonds at a node, such that the intra-pore
particle tracking can be continued from pore to pore [Sahimi et al. 1986; Bruderer and Bernabé
2001]. The drawback of this method is that, so far, it has only been constructed for 2D networks.
Sorbie and Clifford [Sorbie and Clifford 1991] have introduced a transition probability based on
the arrival time statistics for particles in a single pore. Although some additional assumptions
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must also be made in this method, it does include the effect of molecular diffusion and it can
be employed in three dimensions.

An additional obstacle to rigorous upscaling is the difficulty of obtaining the dispersion
coefficient from particle statistics, specially from the Spatial Position Distribution (SPD) and
the First-arrival Times Distribution (FTD) of the tracer particles. In Section 3.2 we evaluate
how these distributions are commonly used to obtain the dispersion coefficient and propose a
new method that may overcome the various drawbacks of those currently used.

The purpose of this study is to quantify the longitudinal dispersion coefficient(DL) at the
network scale by upscaling 3D Brownian motion of non-reactive tracer particles subjected to
a velocity profile in capillary bonds of a 3D pore network. Using network model with particle
tracking, the effects of different intra-pore velocity profiles are investigated in combination
with different choices of the node transition probabilities for a wide range of flow velocities.
Furthermore, various methods to determineDL from the particle statistics are tested.

Flow simulations have previously been carried out in our 3D pore network model for three-
phase immiscible flow [Van Dijke and Sorbie 2002]. However, since this paper focuses on
single-phase miscible tracer transport, this model has been employed single phase mode to
calculate the global velocity field. The velocities are then used in our network model in com-
bination with the random walk model of Brownian particles. In contrast to Sorbie and Clifford
[Sorbie and Clifford 1991], who approximated the intra-tube residence times of particles from
single-tube random walk simulations, we carry out a full random walk throughout the network.

In Section 3.3.1 we describe the particle tracking algorithm for a single tube. In Section
3.3.2 the network implementation of the algorithm is described, with emphasis on the vari-
ous nodal jump conditions. In Section 3.4.1 single tube simulations are presented to validate
the particle tracking algorithm and we make a first assessment of the different methods for
obtaining the corresponding dispersion coefficient. In Section 3.4.2.1 we present network sim-
ulations for a wide range of the characteristic Peclet numberPe` to assess the various methods
for obtainingDL. Using a suitable method, in Section 3.4.2.2 additional simulation results are
presented, which evaluate the choice of nodal jump conditions and velocity profile, in com-
bination with varying network heterogeneity. The latter is achieved by changing the range of
pore sizes.

Finally, we acknowledge that the issue of porous medium heterogeneity is very important
and that the present study underemphasizes this aspect. However, to investigate heterogeneity
fully, a large sensitivity study should be carried out with respect to pore size distribution, co-
ordination number and pore orientation relative to the main flow direction for the velocity field
calculations [Legatski and Katz 1967; Han et al. 1985; Bruderer and Bernabé 2001]. Addition-
ally, more sophisticated pore geometry may affect the results, although we believe that this is
not a major problem, as long as an intra-tube profile with varying velocities is applied. How-
ever, these issues are not the main focus of this paper and we show that even with the present
simple model, we are able to draw sound conclusions which agree well with experimental ob-
servations and other theoretical results where these are available.

3.2 The upscaling problem

Models describing transport of particles on the continuum scale usually employ the convection-
dispersion equation (CDE) [Bear 1972; Hassanizadeh 1996]. Assuming an elongated homoge-
neous and isotropic porous medium at the macroscopic level, the 1D formulation of the CDE
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for the concentrationC

∂C

∂t
+ v

∂C

∂X
= DL

∂2C

∂X2
(3.1)

can be used, which involves the longitudinal macroscopic dispersion coefficientDL and the
mean flow velocityv. In dimensionless formDL is expressed through the macroscopic Peclet
number

PeL =
vL

DL

(3.2)

as indicated in thelist of symbols and notationsandL is the length of the system. Traditionally,
DL has been expressed as empirical relations such as

DL = Dm/ζ + Dh, (3.3)

whereζ denotes tortuosity, whileDm andDh denote molecular diffusion and mechanical dis-
persion, respectively [Bear 1972]. In this paper we aim to find the macroscopic dispersion
coefficientDL directly by tracking the paths of particles in the flow field in a 3D pore network.
Note that, although the macroscopic porous medium can be assumed homogeneous and 1D,
we use a 3D network to include microscale heterogeneities by randomly distributing the pore
sizes. The resulting (longitudinal) dispersion coefficient in the mean flow direction of the net-
work is identified with the macroscopicDL and the length of the network withL. DL (or PeL)
is determined as a function of the characteristic Peclet numberPe`

Pe` =
v`

Dm

, (3.4)

where` denotes the mean pore length.
In a particle tracking model the effective longitudinal dispersionDL can be quantified by

two methods. The first method is based on the statistics of the Spatial Position Distribution
(SPD) of the Brownian particles, which follows from Einstein’s relation [Chandrasekhar 1943]:

σ2
X = 2DLt. (3.5)

In Eq (3.5)σ2
X is the variance of the X-coordinates of the ensemble of Brownian particles.

Equation (3.5) can be used in two ways [Bruderer and Bernabé 2001]. In the secant method,
the evolution ofσ2

X/2t is determined, assuming that the particles have been released in space
at timet = 0. After sufficient timeσ2

X/2t should approach an asymptotic value, which is then
identified withDL. In the tangent method, the rate of change of the variance,1

2
(∂σ2

X/∂t) is
evaluated as it approaches an asymptotic value that is identified asDL. The tangent method
is believed to be more accurate for determination of the transverse dispersion coefficient, but
both methods give similar results for determination of the longitudinal dispersion coefficient
[Bruderer and Bernab́e 2001]. In Section 3.4.1 we show that the latter is indeed the case, but
that the tangent method is very sensitive to local variations of the derivative∂σ2

X/∂t.
Obtaining SPD statistics is relatively easy in a very long capillary, but it is computationally

costly in a pore network. To determineDL using the SPD approach, the positions of all particles
must be scanned at regular time intervals until any of the above mentioned methods (secant or
tangent) indicate that the asymptotic value ofDL is reached. That means that during the entire
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simulation even the fastest moving particle should not leave the network, which is particularly
stringent for large flow velocities, as it requires a very large network.

Since quantifyingDL through the SPD statistics is so expensive, we may alternatively use
statistics of the First-arrival Times Distribution (FTD). In this case for each particle the time
needed to travel from inlet to outlet of the network is recorded. The quantityDL may be derived
from the FTD approach in various ways.

Firstly, we may fit the Cumulative First-arrival Time Distribution (CFTD) directly to an
analytical solution of the CDE (3.1) in a semi-infinite network or core [Van Genuchten and
Alves 1982] for the dimensionless concentrationC̃ at the outlet, as is often done experimentally.
The approximate analytical solution is given by

C̃(X̃, T̃ ) =
1

2

{
erfc

[
(X̃ − T̃ )

√
PeL

4T̃

]
+ exp (PeLX̃)erfc

[
(X̃ + T̃ )

√
PeL

4T̃

]}
, (3.6)

whereX̃ = X/L andT̃ = vt/L are dimensionless distance and time respectively. The CFTD
is fitted against̃C(1, T̃ ) to obtain the macroscopic Peclet numberPeL and henceDL according
to Eq (3.2). Obviously, the use of the CDE on the macroscopic level and the solution (3.6) for a
particular set of boundary conditions are not always appropriate, which means that this method
is only reliable when the assumptions for using the CDE (3.1) and its solution are met [Van
Genuchten and Alves 1982].

Secondly, we may use the first and second moments of the FTD,µt (ensemble average〈t〉)
andσ2

t (variance) respectively. Assuming that the coefficients of variation of the SPD and FTD
are approximately the same, the spatial varianceσ2

X is determined from the temporal variance
σ2

t according to

σ2
X = µ2

X

σ2
t

〈t〉2 , (3.7)

whereµX is the first moment of the SPD. Hence, with Eq (3.5), we obtain

DL =
µ2

X

2t

( σt

〈t〉
)2

. (3.8)

Because we are using temporal statistics, an estimate forµX must be introduced, as well as
an estimate fort. Takingt = 〈t〉, it is often assumed [De Arcangelis et al. 1986; Sahimi et al.
1986; Sorbie and Clifford 1991; Appelo and Postma 1993] that bothµX/〈t〉 = v andµX = L.
Hence, Eq (3.8) is approximated as

DL =
vL

2

( σt

〈t〉
)2

. (3.9)

However, the assumptionµX = v〈t〉 is not always valid. In particular for smallv, when the
macroscopic dispersion is dominated by molecular diffusion, the temporal momentsµt = 〈t〉
andσ2

t must become independent ofv. Hence, according to the above assumptionµX has to
vary linearly withv, which is certainly not the case, since we assume on the other hand, more
correctly, thatµX = L is constant. Based on these considerations, it is more appropriate to
approximateµ2

X asL2 in Eq (3.8) and use the expression

DL =
L2

2〈t〉
( σt

〈t〉
)2

(3.10)
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yielding a constantDL for small v [Saffman 1960; Bear 1972]. In Section 3.4.2.1 we check
whether indeed the temporal moments become independent ofv and we evaluate this new FTD
method of moments as opposed to the old method of Eq (3.9).

Sahimi et al. [Sahimi et al. 1983b] have also used an analytical solution of the CDE (3.1),
from which they derived a relation between the FTD statistics andPeL. For small enough
(σt/µt)

2 their expression limits to Eq (3.9) [Sorbie and Clifford 1991]. However, since this
method is essentially another way of fitting the FTD statistics to a macroscopic solution, we
will not discuss this any further.

For a single cylindrical pore Taylor and Aris [Taylor 1953; Aris 1956] derived a relation
between the resulting (Taylor) dispersion coefficientDT , as a function of molecular diffusion
Dm, pore radiusR and the average tube velocityu,

DT = Dm + kax
u2R2

Dm

, (3.11)

with kax = 1/48 for a cylindrical pore. Equation (3.11) is valid for a wide range of the tube or
bond Peclet number, i.e.

Peb =
u`

Dm

. (3.12)

However, deviations may be expected for pore aspect ratiosR̃ = R/` close to 1, which often
arise in actual porous media [Sorbie and Clifford 1991]. Obviously, dispersion in the individual
pores of our model should obey Eq (3.11) in the appropriate limits.

To obtain the dispersion coefficientDT for a single tube, Taylor [Taylor 1953] also fitted
the CFTD to an analytical solution of the CDE, for a tube of infinite length,

C̃(ξ, τ) =
1

2
erfc

[(ξ − τ)
√

PeT√
4τ

]
, (3.13)

which is often referred to as the Taylor-Aris solution [Scheidegger 1960; Bear 1972]. In Eq
(3.13)PeT denotes the Taylor Peclet number, defined as

PeT =
u`

DT

(3.14)

andξ = x/`, τ = ut/` are dimensionless distance and time for the local co-ordinates of a tube.
For later use we express Eq (3.11) in terms ofPeT , Peb andR̃ as

PeT =
Peb

1 + kaxPe2
bR̃

2
. (3.15)

3.3 Model

3.3.1 Motion within a single tube

In our random walk model the movement of a particle is driven by two forces: (1) within
the pore the particle experiences a series of random jumps from the origin of the spherical
coordinate-systemr = (r, ϕ, θ) (Brownian motion or molecular diffusion); (2) the particle
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moves with the fluid velocity profile of the pore (convection) in the local cylindrical coordinate
system(x, y), wherex indicates the (local) flow direction andy is the distance of the particle’s
position from the axis of the cylindrical tube (bond). Additionally, at nodes (intersection of
pores) the particle jumps from one pore to the next, based on a probabilistic approach, which
should also depend on both diffusive and convective forces, as described in Section 3.3.2. To
avoid confusion with earlier Markovian models of random walkers, we prefer to call our ran-
dom walk model the “Brownian directed random-walk” model, because we describe random
leaps of particles in three dimensions and, additionally, track the center of a Brownian sphere
along the fluid streamline.

The convective motion of the particle occurs according to the fluid velocity profile, which
we assume to be either parabolic (Hagen-Poiseuille flow) or plug-like [Sahimi et al. 1986;
Bruderer and Bernabé 2001], and we will study the quantitative effect on the dispersion due to
either assumption. Hence, the advective velocity of the particleU(λ) is assigned according to

U(λ) = uf(λ), with f(λ) =

{
2(1− λ2) for parabolic profile
1 for uniform (plug-like) profile,

(3.16)

whereλ is the relative radial position of the particle, i.e.,λ = y/R.
Considering the Brownian motion, we assume that the particles describe hops in all direc-

tions around their mean position at the fluid streamlines (fluid-strand). Following Sorbie and
Clifford [Sorbie and Clifford 1991] and Damion et al. [Damion et al. 2000], the lengths of these
random jumps in Lagrangian space occur according to a probability function that is obtained
by integrating the Green’s propagator [Chandrasekhar 1943]

φ(∆r) = (4πDm∆t)−3/2 exp
[
− ∆r2

4Dm∆t

]
(3.17)

over the volume of a sphere with radius vector∆r. Hence, the probability of a leap of length
∆r = |∆r| over a time step∆t follows from the cumulative distribution function

P (ψ) = erf(ψ)− 2ψ√
π

e−ψ2

with ψ =
∆r√

4Dm∆t
. (3.18)

The polar and azimuthal angles of the Brownian motion,ϕ andθ respectively, are chosen from
sinusoidal and uniform distributions [Damion et al. 2000], i.e.,

P (ϕ) = 0.5

∫ ϕ

0

sin ϕ̃dϕ̃, whereϕ ∈ [0, π] (3.19)

and

P (θ) = 0.5π−1

∫ θ

0

dθ̃, whereθ ∈ [0, 2π]. (3.20)

In the local cylindrical coordinate system, the dimensionless displacement of a particle∆λ =
∆y/R in the radial direction is described by

∆λ = ∆ρ sin ϕ cos θ, (3.21)
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where∆ρ = ∆r/R. The total dimensionless displacement∆ξ = ∆x/` in the axial direction
over the dimensionless time step∆τ = u∆t/` is described by

∆ξ = ∆τf(λ) + ∆ρR̃ cos ϕ (3.22)

where the two terms reflect the convective and diffusive displacements respectively. From Eq
(3.18) it follows that∆ρ is linked toψ, hence to the time step∆τ , as∆ρ = ψω/R̃, with
ω =

√
4∆τ/Peb. Convergence of the numerical scheme requires a sufficiently small time step

∆τ , such that at least|∆ξ| < 1 and |∆λ| < 1. The latter constraints can be rewritten into a
single condition onω, from which∆τ follows. At the pore walls reflective boundary conditions
are applied [Sorbie and Clifford 1991; Damion et al. 2000].

3.3.2 Motion in a network of tubes: nodal jump conditions and simula-
tion methods

We model a porous medium by a 3D cubic network with tubes of fixed length` and circular
cross-section of varying radiusR. The dimensions of the network are: length (in the main
flow directionX) (L À `), width (WY À `) and height(WZ À `). The pore radiiR, hence
the pore aspect ratios̃R, are randomly distributed from a given distribution. Furthermore, the
network has (global) coordination numberz, which is achieved by randomly removing pores in
casez < 6 [Van Dijke and Sorbie 2002]. We assume that such a network shown in Figure 3.1
will mimic a porous medium, at least hydraulically [Scheidegger 1960; Acharya et al. 2004a;
Acharya et al. 2004b]. The (average) flow rate in each tube of the network is calculated from the
nodal pressures, which are induced by a (global) pressure difference between inlet and outlet
faces.

Figure 3.1: Sketch of pore network architecture with volumeless pore bodies (nodes).
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The intersection of the elementary tubes is assumed to be volumeless, i.e. all pore volume
is assigned to the tubes. From this assumption the problem arises of the discontinuity of the
dispersion function [Park et al. 2001]. A particle that emerges at a node from one tube may
enter another tube with drastically different hydraulic and diffusive regimes. This issue may
be of particular interest for reproducing and understanding experiments that show long tails in
breakthrough curves and which cannot be captured by classical solutions of the (continuum-
scale) CDE [Sorbie and Clifford 1991; Verlaan 2001].

Sorbie and Clifford [Sorbie and Clifford 1991] proposed a general algorithm for the jump of
a particle from one tube to the next at a node. In this algorithm the probability density function
for the transition of a particle from nodei into tubej is given by

p(i, j) =
[(fi,j(qi,j + $i,jDm)(1−H)) + ((1− fi,j)$i,jDmH)]∑zi

j=1 [(fi,j(qi,j + $i,jDm)(1−H)) + ((1− fi,j)$i,jDmH)]
, (3.23)

whereH is the Heaviside function, defined as

H =

{
0 if qi,j ≥ 0

1 if qi,j < 0.
(3.24)

The flow rate (discharge)qi,j is taken positive for fluid leaving the node.zi is the (local) coor-
dination number at nodei. Equation (3.23) reflects the fact that in general the nodal transition
depends not only on the flow rate, but also on molecular diffusion, represented by the term
$i,jDm. The term$i,j is a geometrical factor that is assumed to be equal to(a×R2

j/`), where
a× is a shape factor (e.g. for circular pore cross-sectionsa× = π). fi,j is the fraction of parti-
cles leaving the node and entering bondj in the direction of flow. For non-zero values of$i,j

andfi,j < 1, particles may jump in a direction opposite to the flow direction. However, in the
simplest assumption of ideal fully-mixed and advection dominated transport the transition oc-
curs only downstream, i.e.fi,j = 1 and, additionally,$i,j = 0. This combination of conditions
in Eq (3.23) delivers the classical transitional probability (proportional to flow rate only) [De
Josselin de Jong 1958],

p(i, j) =
qi,j∑zi

i qi,j

, whenqi,j ≥ 0 (3.25)

andp(i, j) = 0 whenqi,j < 0. However, based on the arrival time statistics for particles in
a single pore Sorbie and Clifford [Sorbie and Clifford 1991] calculated thatfi,j varies from a
constant value of 0.5 for low flow velocities (smallPeb) to a constant value of 1.0 for high flow
velocities. We approximate this behavior by assuming a step function,

fi,j =

{
0.5 if Peb ≤ Peref

1 if Peb > Peref ,
(3.26)

wherePeref ≈ 0.40 [Sorbie and Clifford 1991].
An alternative to Eq (3.26) may be found from the Taylor-Aris solution (3.13). Although it

is well established that solution (3.13) is not accurate in pores of large aspect ratioR̃ and for
large values of the bond Peclet numberPeb [Taylor 1953; 1954; Sorbie and Clifford 1991], we
can still use it to estimate the transition infi,j from 0.5 to 1 for small to moderate values of
Peb. After the discharge of one pore volume of fluid (for a tube of length`), i.e. forτ = 1, the
concentration atξ = 0, i.e. C̃(0, 1), represents the fraction of particles that has traveled in the
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direction of flow, which is in effectfi,j. Hence, using Eq (3.13) we approximate this fraction
as

fi,j =
1

2
erfc

(
−
√

PeT

2

)
. (3.27)

From Eq (3.15) it is evident thatPeT not only depends onPeb but also onR̃. However,
from the plot offi,j as a function ofPeb, shown in Figure 3.2, it is clear that for smallPeb,
fi,j is independent of̃R. This is in agreement with the findings of Sorbie and Clifford [Sorbie
and Clifford 1991] and it follows from the fact thatDT ≈ Dm, i.e.PeT ≈ Peb for smallPeb.
Note that the transition from 0.5 to 1, following from Eq (3.27) is centered aroundPeb = 1,
rather than aroundPeb = 0.4 [Sorbie and Clifford 1991]. However, on the considered range
of Peb, this is only a minor deviation. Because the Taylor-Aris solution is not valid for large
Peb, we assume thatfi,j always limits to 1 for largePeb, again in keeping with [Sorbie and
Clifford 1991]. To reflect this, we simply replacePeT by Peb in Eq (3.27), which is equivalent
to takingR̃ = 0 in Eq (3.15) , i.e. we use

fi,j =
1

2
erfc(−

√
Peb

2
). (3.28)

Hence, Eq (3.28) is a smoothed version of Eq (3.26) withPeref = 1.
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f
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j
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Figure 3.2: Approximation offi,j as a function ofPeb and aspect ratiõR(= R/`), based on
the Taylor-Aris solution (3.13).

After the transition of a particle from one bond to the next, we assume that the radial
position of the particle is preserved. In other words, in the new bond the particle starts at
the same value of the dimensionless local radial coordinateλ at which it left the previous bond
[Sorbie and Clifford 1991; Damion et al. 2000].

Considering the global initial conditions, we distribute the particles at the inlet face propor-
tional to the flow rate of the inlet bonds [Sorbie and Clifford 1991; Damion et al. 2000], i.e. the
probabilityp(inlet, j) for a particle to enter the system through bondj at the inlet is given by

p(inlet, j) =
qinlet,j

Q
, (3.29)
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similar to Eq (3.25), whereQ is the total discharge through the network. Similarly, the proba-
bility p(λ0) for a particle to enter at radial positionλ is proportional to the flow rate in the tube,
i.e.

p(λ) = 2λf(λ), (3.30)

wheref(λ) denotes the velocity profile of Eq (3.16).

3.4 Simulations

3.4.1 Single tube

We check our particle tracking algorithm by reproducing the four classical experiments of
Taylor [Taylor 1953] in a single tube. Additionally, we assess how the various methods to
obtain the resulting dispersion coefficient,DT or equivalently the Taylor Peclet numberPeT

(Eq (3.14)), perform for a single tube.
The aspect ratios (̃R = R/`) and the bond Peclet numbers (Peb), calculated using Eq (3.12),

for these experiments are given in Table 3.1. These input parameters are based on a constant
tube radiusR = 2.52 × 10−4 m and varying tube lengths and velocities. For example, for
Experiment 2,̀ = 0.632 m andu = 2.633× 10−3 m/s.

For Taylor the molecular diffusion coefficientDm, assumed the same for all four experi-
ments, was not an input parameter, but theresult of his experiments. Taylor determinedDT

by fitting the CFTD to the Taylor-Aris solution (3.13) and then obtainedDm using (the second
term of) Eq (3.11). We take the value ofDm = 8.0 × 10−10 m2/s obtained by Taylor as the
true “experimental” value, to calculate the indicated values ofPeb and to recalculate the values
of DT andPeT , using Eqs (3.11) and (3.15) respectively, where the latter are given in Table
3.1. In the simulations we additionally assume a parabolic velocity profile in the tube from Eq
(3.16) and employ 25,000 particles for the random walk calculation.

A fair comparison with Taylor’s results can only be made if we also fit our CFTD results
to Eq (3.13) and compare the resultingPeT with the values listed in Table 3.1. This produces
Taylor’s exact procedure using our particle tracking results. However, we additionally calculate
PeT from both the secant and tangent methods for the SPD, as well as from the two methods us-
ing the FTD moments, Eqs (3.9) and (3.10) respectively, as explained in Section 3.2. Moreover,
the evolution of the SPD over time and the FTD at multiples of length` are recorded to check
whether and when the various processes limit to a constant asymptotic dispersion coefficient.

In Figure 3.3a, we present the breakthrough curve (BTC) from simulation of Taylor’s ex-
periments at 1 unit length̀. Observe that the BTCs for Experiments 1 and 2 are symmetric
whereas the BTCs for Experiments 3 and 4 are asymmetric, indicating that, for the latter two
experiments, asymptotic conditions have not yet been reached. However, as demonstrated in
Figure 3.3b, after an elapse of larger times and at greater lengths the BTCs of Experiment 3
and 4 also start to approach symmetric shapes.

Also from evolution of the simulated second central momentσ2
X of the SPD, presented in

Figure 3.4a, it is clear that only asymptotic conditions are reached in a transition time much
smaller than 0.5 for Experiments 1 and 2 [Taylor 1953; 1954; Aris 1956; Bruderer and Bernabé
2001]. Indeed, our simulation results agree with Taylor’s comments [Taylor 1953] that Exper-
iments 3 and 4 are not suitable for obtainingDT (henceDm), because of the large transition
times.
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Figure 3.3: Breakthrough curves (FTD) from simulation of Taylor’s experiments a. at 1 unit
length and b. at 10 unit lengths.

Comparison of the analytical (experimental) and simulatedPeT in Table 3.1, based on
fitting the CFTD to Eq (3.13) shows best agreement for Experiment 2. Indeed, Taylor used
Experiment 2 to obtain the indicated value ofDm. Nevertheless, this result indicates that our
particle tracking method accurately reproduces the dispersion physics in a single tube. Addi-
tionally, good agreement is obtained for Experiment 1 with poorer agreement for Experiments
3 and 4, as expected.

Considering the different methods for obtainingPeT , Figure 3.4a visualizes the secant
method, indicating that for Experiments 1 and 2, this method will accurately reproduce the
experimentalPeT . For experiments 3 and 4, results in Figure 3.4a indicate that discrepancies
remain even when asymptotic conditions seem to have been reached. Similar trends are found
whenPeT is calculated using both the SPD and FTD statistics at multiples of the unit length
` of the tube. Only for Experiments 1 and 2 does the simulatedPeT converge immediately,
although fluctuations occur for some of the methods.

As shown in Figure 3.4b, the secant method produces an averagePeT of 150.56 with only
minor fluctuations. Almost identical values are found for the new FTD method using Eq (3.10).
These are structurally higher than the value found based on fitting to the CDE solution (3.13)
(both experimental and simulated). The tangent method shows significant fluctuations [Brud-
erer and Bernab́e 2001] and an even higher average value. The values for the old FTD method
based on Eq (3.9) average to almost the same value as based on fitting to Eq (3.13). Notice also
that the trend in the fluctuations for all methods, except the tangent method, are similar.

We conclude from these single tube simulations that our particle tracking algorithm matches
the qualitative behaviour observed in the experiment. Moreover, almost identical values for
the dispersion coefficient are produced, when these are obtained using the same method as
in the experiment, i.e. fitting of the CFTD to Eq (3.13), and when asymptotic conditions are
reached. Comparing the different methods for obtainingPeT shows that the tangent method
is not very stable [Fadili et al. 1999; Bruderer and Bernabé 2001]. The secant method and the
new FTD method produce nearly identical results, although these are different from the results
obtained using the old FTD method, which in turn matches the results obtained from fitting of
Eq (3.13) to the CFTD. It should be stressed that the good agreement of the latter method with
the experimental result doesnot mean that this method produces a better approximation of the
true dispersion coefficient. However, it is important that Eq (3.10), which is based on temporal
statistics, manages to match results from the secant method, which is based on spatial statistics.
Furthermore, these conclusions are based on a very limited range ofPeb andR̃ and for a single
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tube only. In the next section, we investigate how these methods perform for networks of pores
for a wide range of characteristic Peclet numbers, although we will no longer use the tangent
method in this work.
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Figure 3.4: Asymptotic behaviour of dispersion for Taylor’s experiments: a. evolution of sim-
ulated dimensionless second central moment (variance)σ̃2(= (σX/`)2) with time for the four
experiments, where straight lines indicate the corresponding analytical (experimental) values
2τ/PeT (for Experiment 1 and 2 the numerical and analytical results exactly coincide); b.PeT

at multiples of unit length for Experiment 2 using the various methods for calculatingPeT .

Table 3.1: Input parameters for Taylor’s single tube experiments with analytical/experimental
(exp) and simulated (sim) values ofPeT

Experiments 1 2 3 4

R̃× 103 0.7900 0.3987 0.3150 0.7636

Peb 11337 2080333 66666667 34031250

PeT (exp) 4244.50 145.11 7.26 2.42

PeT (sim)∗ 4324.40 145.89 7.57 3.75

* Simulation results processed using Eq (3.13)

3.4.2 Network modeling results

In Section 3.2 we have discussed various methods to determine the macroscopic dispersion
coefficientDL from pore-scale simulations. In Section 3.4.2.1 we will assess these methods
based on network simulations for a very wide range of characteristic Peclet numbersPe` (Eq
(3.4)), i.e.10−5 < Pe` < 1010 by varying the mean velocityv. Through comparison with
experimental results and on the basis of theoretical considerations, we discuss which methods
are appropriate for a particular range ofPe`. Based on the results from Section 3.4.2.1, wea
priori discard the tangent method, because of its expected oscillatory behaviour, and use only
the secant method for determination ofDL from the SPD approach. The network simulations
are carried out for a particular choice of the nodal conditions, assuming that the effect of the
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latter is small compared to the method for determiningDL. In Section 3.4.2.2 we present the
sensitivity ofDL to the nodal jump conditions presented in Section 3.3.2 and the intra-tube
velocity profile as described by Eq (3.16). Table 3.2 contains the parameters for the various
choices of profiles and jump conditions used in our network dispersion simulations.

Table 3.2: Cases with different velocity profiles (Eq (3.16)) and nodal jump conditions

Cases intra-tube velocity nodal jump conditions Peref

profile model

A parabolic Eq (3.23) with (3.26) 0.4

B plug-like Eq (3.23) with (3.26) 0.4

C parabolic Eq (3.25) NA

D parabolic Eq (3.23) with (3.27) NA

E parabolic Eq (3.23) with (3.26) 0.0

F parabolic Eq (3.23) with (3.26) 0.25

Additionally, we demonstrate the effect of increasing the network heterogeneity on the
impact that the nodal jump conditions have on the longitudinal dispersion coefficient. For
this purpose we have carried out simulations for two networks with different heterogeneity,
labeled HW1 and HW2. Both networks have50 × 25 × 25 nodes and coordination number
z = 6. In network HW1 pore radii are distributed uniformly betweenRmin = 5 × 10−6 m
andRmin = 55 × 10−6 m, and similarly, in network HW2 we takeRmin = 1 × 10−6 m and
Rmin = 101× 10−6 m.

For all simulations the diffusion coefficient is taken as being the same value as before, i.e.
Dm = 8.0 × 10−10 m2/s and the bond lengths are taken as constant, i.e.` = 2.5 × 10−4 m.
Hence, for example, for simulations withPe` = 1, the mean velocity isv = 3.2 × 10−6 m/s.
With 50 nodes in the flow direction the network length isL = 1.25× 10−2 m.

As a base case, we take the parameters of case A in Table 3.2 for the velocity profile
and nodal jump conditions and network HW1. These parameters are used in Section 3.4.2.1.
Furthermore, we inject 5000 particles unless stated otherwise in Section 3.4.2.1. Computation
times for the base case (network HW1) range from two hours forPe` = 1010 to 70 hours for
Pe` = 10−5 on a computer with speed 2.6 GHz. However, simulation times vary also with
heterogeneity.

In the literature dimensionless dispersivity is often plotted in two ways, i.e. either asDL/Dm

or in terms ofv`/DL (or the reciprocal of the latter) [Bear 1972; Sorbie and Clifford 1991],
both as functions ofPe`. Since on a logarithmic scaleDL/Dm distinguishes the various cases
more clearly forPe` regimes whereDL is (approximately) constant, andv`/DL distinguishes
for Pe` regimes whereDL varies (approximately) linearly withv, we use both quantities where
appropriate.

3.4.2.1 Assessment of methods to determine macroscopic dispersion regimes

For case A of Table 3.2, we have carried out simulations in network HW1, whereDL is obtained
according to the various methods described in Section 3.2. To calculateDL based on the spatial
distribution of particles (SPD), particles are injected inside the network at some distance from
the inlet (9 bonds in the flow direction). This is important for low velocities, since particles
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may leave the network through the inlet by diffusive action. If this happens, they are reinjected
into the inlet although this may somewhat bias our results. Furthermore, when using SPD we
use the secant method to determineDL.

When using the temporal distribution of particles (FTD), we have applied the two versions
of the method of moments, i.e. the old method based on Eq (3.9) and the new method based
on Eq (3.10). Furthermore,DL has been determined by fitting the CFTD to solution (3.6) of
the convection-dispersion equation. For the new FTD method of moments and for fitting to
the CDE, the results for both 5000 and 10000 particles are presented. In Figure 3.5 we present
DL/Dm based on the various methods as a function ofPe` along with Saffman’s theoretical
curve [Saffman 1960]

DL

Dm

=
Pe`

6
[ln(

3

2
Pe`)−1

4
], (3.31)

which is shown forPe` À 1. In Figure 3.6 the corresponding plot ofv`/DL versusPe` is
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Figure 3.5:DL/Dm as a function ofPe` (for case A on network HW1) based on the following
methods: the secant method for SPD (Eq (3.5)), the old FTD moment method (Eq (3.9)), the
new FTD moment method (Eq (3.10)) and fitting of the CFTD to solution (3.6) of the CDE
(3.1). The numbers of particles used for each method are indicated in brackets. Additionally,
the Saffman (1960) theoretical relation (3.31) is shown.
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Figure 3.6:v`/DL as a function ofPe` (for case A on network HW1) based on the methods
explained in Figure 3.5.

presented.
It is immediately clear that for smallPe`, sayPe` < 10, a large discrepancy arises between

the SPD and the new FTD moment methods on the one hand and the remaining methods on the
other hand. For the FTD we have found that both〈t〉 andσ2

t are independent ofv (Pe`), which
we show explictly in Secion 3.4.2.2. As argued in Section 3.2, we believe that the SPD and the
new FTD moment methods correctly produce a constantDL in the regimePe` < 10−2, where
diffusion dominates [Koch and Brady 1985]. This is also in agreement with experimental re-
sults presented in the literature [Perkins and Johnston 1963; Bear 1972]. The small discrepancy
between SPD and new FTD is probably caused by the above-mentioned reinjection at the inlet
when using SPD. It has long been known that the SPD is most appropriate for smallPe` [Sor-
bie and Clifford 1991], but the current results show that FTD can also be used, in agreement
with the single tube results of Section 3.4.1, provided that the correct quantities are substituted
for µX andt in Eq (3.8).

In the approximate range10 < Pe` < 104, all methods produce very similar results,
which are in turn in agreement with Saffman’s Eq (3.31). For this range, Eq (3.31) gives
DL/Dm ∼ Peβ

` , with exponentβ ≈ 1.19 [Sahimi and Imdakm 1988], whereas we findβ ≈
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1.29. Numerically and experimentally reported values ofβ are: 1.27 [Sahimi et al. 1983b],
1.24 [Legatski and Katz 1967], 1.2 [Brigham et al. 1961], from 0.96 to 1.51 [Carbonell 1979],
from 1.0 to 2.0 [Bruderer and Bernabé 2001], hence we are well within the reported range. In
this regime histograms of both SPD and FTD are close to Gaussian, hence the coefficients of
variation are indeed approximately the same and, according to Eq (3.7), the results from both
methods should be the same. Moreover, in this regime both convection and molecular diffu-
sion are important, hence it is not surprising that the CDE fitting method also yields acceptable
results.

For Pe` > 104, the results forDL from both FTD moment methods are similar, but they
are different from the remaining results. The differences are more clear in the diagram of
v`/DL shown in Figure 3.6. The results for the FTD moment methods fluctuate, but increasing
the number of particles from 5000 to 10000 (for the new FTD) suppresses the fluctuations.
Anyway, in this regime the results from the SPD are known to be unreliable due to the small
size of the present network. Additionally, fitting to the CDE and the FTD moment methods
leads to different results. Since in this regime convection dominates over (molecular) diffusion
in the longitudinal direction, the breakthrough curves are asymmetric, hence the CDE fitting
results cannot be considered as being reliable [Perkins and Johnston 1963; Han et al. 1985]. The
trend of the FTD results is that, approximately forPe` > 106, v`/DL becomes independent
of Pe`, i.e. DL varies linearly withv [Brenner 1980; De Arcangelis et al. 1986; Sorbie and
Clifford 1991].

In summary, we have found three distinctPe` regimes forDL as was theoretically envisaged
by Brenner [Brenner 1980]. For smallPe` (roughlyPe` < 10−2), DL is independent ofPe`.
For intermediatePe` (roughly10 < Pe` < 104), DL varies proportional toPeβ

` , with β ≈ 1.29.
For largePe` (roughlyPe` > 106) DL varies linearly withPe`, with transitory behaviour in
between. Considering the various methods to determineDL, we have found that for smallPe`

the new FTD moment method, in agreement with the SPD, correctly yieldsDL independent
of Pe`, contrary to the remaining FTD methods. For intermediatePe` all methods produce
similar results. For largePe` both FTD moment methods produce similar results and are more
appropriate than SPD, due to network size, and fitting to the CDE solution. However, an
increased number of particles is required to stabilise the results obtained with the FTD moment
methods.

3.4.2.2 Sensitivity study of nodal jump conditions and velocity profiles

In Figure 3.7, we presentDL/Dm versusPe` calculated from simulations on network HW1
using the parameters for the various choices of profiles and jump conditions of Table 3.2. In
view of the results of the previous section,DL has been calculated based on the new FTD
methods of moments for all simulations, while 5000 particles have been injected.

Approximately forPe` < 1 the dispersion coefficient is independent ofPe` for all cases,
as expected, although the close-up for lowPe` in Figure 3.7a shows that this regime is more
likely to bePe` < 10−2, which is in close agreement with the observations made by Perkins
and Johnston [Perkins and Johnston 1963]. Qualitatively, we find that cases A, D and F are
almost the same, with only a small deviation aroundPe` = 0.1, i.e. around the value ofPeref

in Eq (3.23). For example, cases A and F have different values ofPeref , but if Pe` is well
below these values, we may assume that also locallyPeb < Peref , hence no difference will be
seen. Similarly, Eq (3.27) (case D) is a smoothed version of Eq (3.26) with a transition around
Pe` = 1. However, if diffusion at the nodes is neglected (case C) or upstream jumps are not
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Figure 3.7:DL/Dm versusPe` on network HW1 for the various cases indicated in Table 3.2
for a. smallPe` and b. the full range ofPe`.

allowed at the nodes (case E), the resulting dispersion is different. Similarly, if the velocity
profile in the bonds is not parabolic (case B), an effect is found. This is slightly surprising,
because in the diffusion dominated regime, we may expect that the small difference between
the velocity profiles is washed out by molecular diffusion.
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Figure 3.8: a. Meanµt and b. standard deviationσt of the FTD on network HW1 for smallPe`

for the various cases indicated in Table 3.2.

The ordering ofDL for the various cases is slightly counterintuitive. For example, cases
A, D and F with (most) diffusive action at the nodes, shows smallestDL. To explain this,
consider the raw data of the mean arrival timeµt and standard deviationσt as a function of
Pe`, presented in Figure 3.8. This shows that cases A, D and F are indeed the same with
respect to both quantities forPe` < 10−2. On the other hand, the remaining cases all have
smallerµt andσt. On balance, this leads to largerDL when using Eq (3.10). Notice that the
constant value ofDL/Dm for cases A, D and F is approximately 0.42, which falls well within
the range of 0.3 to 0.707 [Bear 1972].

Approximately for1 < Pe` < 103, all methods produce very similarDL. In this regime,
nodal jump conditions are not very important, as was envisaged by de Josselin de Jong [De
Josselin de Jong 1958].
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Figure 3.9:v`/DL versusPe` on network HW1 for the various cases indicated in Table 3.2.

For Pe` > 103, the plug-like velocity profile within the bonds (case B) produces sig-
nificantly less dispersion than the remaining cases, where the Taylor like interaction of the
parabolic intra-tube profile with molecular diffusion increases the macroscopic dispersivity
[Han et al. 1985]. This becomes even more clear from the plot ofv`/DL versusPe` presented
in Figure 3.9. Unfortunately, the oscillatory behaviour for largePe` obscures possible differ-
ences between the remaining cases. However, for the regime103 < Pe` < 105, Figure 3.9
clearly demonstrates that case C, with no diffusion at the nodes, is different from cases A, D, E
and F, and leads to larger macroscopic dispersion. The fact that case E (Peref = 0) coincides
with cases A, D and F, shows that in this regime upstream jumps at the nodes do no longer
occur. Notice that forPe` = 105 the quantitative difference between theDL for the two cases
with smallest and largest dispersion (cases B and C respectively) is very significant, i.e. about
1.5 orders of magnitude. As concluded in the Section 3.4.2.1, roughly forPe` > 106, DL

varies linearly withv.
In Figure 3.10 we presentDL/Dm versusPe` calculated from simulations on the more

heterogeneous network HW2 (wider range of pore sizes) using the parameters for cases A to
E of Table 3.2. The larger heterogeneity has increasedDL overall, although the qualitative
behaviour of the profiles has hardly changed. The close-up forPe` < 1 presented in Figure
3.10a shows that the effect of the intra-tube velocity profile has vanished as a result of increased
heterogeneity, since the results for case B coincide with those for cases A and D. On the other
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Figure 3.10:DL/Dm versusPe` on network HW2 for a. smallPe` for cases A to E indicated
in Table 3.2 and b. the full range ofPe` for cases A to D.

hand, absence of diffusion at the nodes, represented by case C, or suppression of upstream
jumps, represented by case E, still leads to increased macroscopic dispersivity.

The constant value ofDL/Dm ≈ 0.60 for cases A, D and D is larger than for HW1 as
the pore-size heterogeneity gives rise to more dispersion [Han et al. 1985]. The values of
DL/Dm ≈ 0.94 for case C andDL/Dm ≈ 0.80 for case E are probably too high in view of
experimental evidence [Legatski and Katz 1967; Han et al. 1985]. This means that the nodal
jump conditions (3.23) must include diffusion, in both the downstream and upstream direction,
as proposed by Sorbie and Clifford [Sorbie and Clifford 1991], to reproduce dispersion in
porous media with substantial pore-scale heterogeneity correctly.

As in network HW1 for1 < Pe` < 103, all methods produce very similarDL. The
exponent in the approximationDL/Dm ∼ Peβ

` of Saffman’s relation (3.31) for this regime is
β ≈ 1.48 for case A, which is significantly larger than for network HW1, but still within the
range of reported values, mentioned in Section 3.4.2.1. Han et al. [Han et al. 1985] showed that
dispersion increases with the variance of bed-particles, i.e. pore-scale heterogeneity.

However, forPe > 103, DL is again smaller for the plug-like flow profile (case B), as is
shown more clearly in Figure 3.11 forv`/DL. Contrary to the more homogeneous network,
diffusion at the nodes (case C) no longer has a significant effect. AroundPe = 106, the largest
difference inDL between case B and the remaining cases is found, which is about 1.2 orders of
magnitude. The constant value ofv`/DL for largePe` is smaller than for network HW1 and is
reached later, i.e. roughly forPe` > 108.

In summary, for smallPe` nodal jump conditions without diffusion (case C) and without
upstream jumps (case E), as well as flow without a parabolic velocity profile (case B) lead to
increased dispersivity, compared to cases including all these effects. However, for increasing
network heterogeneity the effects of different profiles disappear. For intermediatePe` all nodal
jump conditions produce approximately the sameDL. For largePe` some effect of neglecting
nodal diffusion is observed, which disappears for increased network heterogeneity, and a signif-
icant underestimation ofDL occurs for the plug-like velocity profile compared to the remaining
cases, independent of network heterogeneity. Furthermore, for increased heterogeneityDL is
larger in all regimes, the Saffman exponentβ for the intermediate regime is larger and the
regime with linear dependence onPe` is reached later.
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3.5 Summary and conclusions

We have developed a 3D network model with particle tracking to upscale 3D Brownian motion
of non-reactive tracer particles subjected to a velocity field in the network bonds, represent-
ing both molecular diffusion and convection. At the intersections of the bonds (nodes) various
jump conditions have been implemented along with two different velocity profiles within the
bonds. At the network scale the longitudinal dispersion of the particles is quantified through the
coefficientDL, for which we have evaluated a number of methods already known in the litera-
ture. Additionally, we have introduced a new method for derivingDL based on the First-arrival
Time Distribution (FTD), i.e. Eq (3.10). To validate our particle tracking method, we have sim-
ulated Taylor’s classical experiments in a single tube [Taylor 1953; 1954]. Subsequently, we
have carried out network simulations for a wide range of the characteristic Peclet numberPe`

to assess the various methods for obtainingDL. Using the most suitable method, additional
simulations have been carried out to evaluate the choice of nodal jump conditions and velocity
profile, in combination with varying network heterogeneity.
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Figure 3.11:v`/DL versusPe` on network HW2 for cases A to D indicated in Table 3.2.

From simulating Taylor’s single tube experiments we conclude:

(i) Our particle tracking algorithm matches the experimentally found single tube dispersion
coefficientDT very well, provided that the same method is used to obtainDT , i.e. fit-
ting the Cumulative FTD (CFTD) to an analytical solution of the convection-dispersion
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equation. Furthermore, only in two of the four simulations the transition times to reach
asymptotic conditions forDT are short enough to produce reliable results, in agreement
with the experiments. The single tube simulations show further that the tangent method
to determineDT from the Spatial Position Distribution (SPD) leads to oscillatory results
and that the secant method is preferable.

From the network simulations we conclude:

(ii) In general three distinctPe` regimes forDL arise. For smallPe`, DL is independent of
Pe` as molecular diffusion dominates. For intermediatePe`, DL varies proportional to
Peβ

` , with β > 1, in agreement with a relation by Saffman [Saffman 1960]. For large
Pe`, DL varies linearly withPe`, as convection dominates.

(iii) Considering the various methods for determiningDL, we have found that for smallPe`

the new FTD moment method, in agreement with the SPD secant method, correctly yields
DL independent ofPe`, contrary to the remaining FTD methods. For intermediatePe`,
all methods produce similar results. For largePe`, the FTD moment methods produce
similar results and are more appropriate than SPD, due to network size, and fitting of the
CFTD to an analytical solution of the CDE. However, an increased number of particles
is required to stabilise the results obtained with the FTD moment methods.

(iv) For smallPe`, nodal jump conditions without diffusion or without upstream jumps, as
well as flow without a parabolic velocity profile lead to increased dispersivity, compared
to cases including all of these effects. For intermediatePe`, all nodal jump conditions
produce approximately the sameDL. For largePe`, some effect of neglecting nodal
diffusion is observed and a significant underestimation ofDL occurs for the plug-like
velocity profile compared to the remaining cases.

(v) Increasing the network heterogeneity leads to largerDL in all regimes, the Saffman ex-
ponentβ for the intermediate regime is larger and the regime with linear dependence on
Pe` is reached later. Additionally, for lowPe` the nodal jump conditions without dif-
fusion, i.e. the traditional assumption of flow rate proportionality, and without upstream
jumps still lead to overestimation ofDL, whereas for largePe` only the plug-like velocity
profile appears to underestimateDL quite significantly.

In general, we conclude that the presented network model with particle tracking is a robust
tool for calculating the macroscopic longitudinal dispersion coefficient. We have found a new
method to determineDL from the FTD statistics, which works for the full range of characteris-
tic Peclet numbers, provided that for largePe` a sufficiently large number of particles is used.
Nodal jump conditions should include molecular diffusion and allow jumps in the upstream
direction, and a parabolic velocity profile in the tubes should be implemented. Then, good
agreement with experimental evidence is found for the full range ofPe`, including increased
DL for increased porous medium heterogeneity.
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Chapter 4

Comparison of two approaches of
pore-network modeling: Mixing cell and
Brownian particle tracking ∗

Abstract

The purpose of this study is to quantify the dispersivity coefficient in the longitudinal direc-
tion by up-scaling the pore scale mixing over a network domain and verify the dispersivity
with the one obtained through more rigorous upscaling such as Brownian Particle Tracking
Model (BPTM). We model a porous medium with a network of pore-units that are comprised
of porebodies and bonds of finite volume. Such a pore-unit is assumed to be a mixing cell
with steady state flow condition of water containing a non-reactive tracer, which is allowed to
penetrate. By solving the mixing cell model (MCM) for each pore-unit and averaging the con-
centrations for a large number of pore units as a function of time and space, the dispersivity can
be obtained. A minimal size of network that ascertains an asymptotic value of dispersivity was
determined and verified with large size pore networks. This numerically computed dispersivity
is compared with the results from BPTM for the same porous medium and flow conditions. We
have shown that the dispersivity obtained from MCM is equally reliable for the heterogeneous
pore-networks and can be estimated as a function of pore size heterogeneity. For homogeneous
networks with MCM, the time step for iteration plays an important role. On the other hand for
networks with BPTM, the assumption of intra-bond velocity profile affects the results.
Keywords: mixing cell model; dispersion; transport; pore network; Brownian motion; particle
tracking; nodal jump condition; method of moments; Brownian particle tracking model.

4.1 Introduction

Dispersion in porous media is of interest to chemical engineers who are generally concerned
with reacting and adsorbing species, to petroleum engineers who are concerned with the (im)miscible
displacements that occur during oil recovery [Whitaker 1967], and to civil or environmental en-
gineers who are confronted with the problem of reactive and non-reactive transport in ground
water systems. In the theory of transport, dispersion plays a central role as one of the most

* by Ram C Acharya, Sjoerd EATM van der Zee and Anton Leijnse, submitted toAdv Water Res, 2004.
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List of symbols and notations
〈.〉 Ensemble average quantity
C, C̃ Concentration [ML−3] and dimensionless concentration
D, DL Dispersion coefficients: tensor and Longitudinal [L2T−1]
Dm, Dh Molecular diffusion coefficient and mechanical dispersion [L2T−1]
fi,j Advection-diffusion fraction factor of Sorbie-Clifford formulation
f(λ) Intra-pore velocity function
i, j The indices of nodes and bonds
L, ` Length of the pore-network and bond length [L]
M c

2 Second central spatial moment of plume forX direction [L2]
p(i, j) Transition probability density function
PeL Pore-network (Column) Peclet number (vL/DL)
Peref A reference (conditional) threshold bond Peclet number
Pe` Characteristic Peclet numberv`/Dm

qi,j, Q Discharge respectively through bonds and porenetwork [L3T−1]
Rpb, R̃pb Radius of the porebodies respectively diemnsionful and dimensionless (Rpb/`).
Rb, R̃b (Equivalent) radius of the bonds[L] and aspect ratio (Rb/`) of bonds (Taylor’s

tubes)
αL Longitudinal dispersivity (∼ DL/v) [L]
∆r Radius vector of Brownian sphere [L]
t, ∆t Time and time step of iteration [T]
T̃ Dimensionless time on network scale (vt/L)
u Mean velocity in the Taylor’s tubes [LT−1]
v Mean intrinsic velocity along the principle flow direction in the pore network [LT−1]
x, y Local reference system,x ∈ [0, `] along the axial direction of fluid flow [L]
X, Y , Z Global (network scale) reference system [L]
β an exponent parameter
φ(∆r) Green’s probability function for Markov’s processes
µ Ensemble average as specified with subscript (e.g.µt andµX)
$ A factor in Sorbie-Clifford formulation(πR2)/` [L]
ϕ Polar angle of radius vector in Brownian spherical coordinate system[0, π]
ψ Deviate of the Green’s function [-]
ζ tortuosity [-]
θ Azimuthal angle of radius vector in Brownian spherical coordinate system[0, 2π]
T , m, L, b Subscripts indicate Taylor, molecular, Longitudinal and bond
Acronyms
BPTM Brownian Particle Tracking Model
CDE Convection-Dispersion Equation
(C)FTD (Cumulative) First-arrival Times Distribution
HYPON HYdraulic POre Network model
MCM Mixing Cell Model
SPD Spatial Positions Distribution
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important parameters in the Convention-Dispersion Equation (CDE) is the dispersion tensor
referred to asD [Bear 1972]. Hence, all solutions that have been developed from CDE need
a quantification ofD. Dispersion is caused by two processes, namely the velocity variation
of the fluid particles (that carry the miscible contaminant) and molecular diffusion, and hence,
dispersion in porous media is referred to as hydrodynamic dispersion [Taylor 1953]. Veloc-
ity variation in porous medium originates from the viscous forces within the pores and from
pore-scale heterogeneity. The pore-scale heterogeneity is the inherent property due to texture
and structure of porous domain [Dagan 1989]. As dispersion originates from medium and
fluid-flow properties, its experimental determination is resource demanding.

For a simple case of hydrodynamic dispersion in a capillary tube, Taylor [Taylor 1953]
derived an analytical expression for the longitudinal component ofD referred to asDL and
verified it with laboratory experiments. However, the Taylor’sDL is not applicable for the
whole domain of porous media [Sorbie and Clifford 1991; Bruderer and Bernabé 2001]. Us-
ing the network approach [Fatt 1956a], an upscaling step forDL from the randomly oriented
capillaries to a continuum domain of porous medium was made by Saffman [Saffman 1959;
1960], which still serves as a theoretical reference in the theory of dispersion [Bear 1972; Ap-
pelo and Postma 1993]. However, the experimental data collected so far do not completely
agree with the Saffman’s theoretical curve [Bear 1972; Han et al. 1985]. On a continuum scale
Bear [Bear 1961b; a; 1972] modeled dispersion as a second order tensor that includes veloci-
ties, diffusion characteristics of solute anddispersivity(∼ (dispersion coefficient)/velocity) of
the porous medium. In continuum domain, it has been established that dispersivity is due to
heterogeneity [Bear 1961a; Dagan 1989]. In general, numerical models are used to derive dis-
persivity by rigorous upscaling. The Mixing Cell Model (MCM) is a widely used example,
which employs a finite element/difference scheme to solve the CDE [Sun 1996; Suchomel et
al. 1998a]. In this model, the similarity between numerical and physical dispersion is used. The
numerically generated dispersion is a function of iteration time step (∆t) [Sun 1996; Suchomel
et al. 1998a] and hence the accuracy of such a numerical dispersion depends on the choice of
∆t. In many applications,∆t is assessed by fitting the finite difference scheme into the Taylor’s
expansion [Sun 1996; Suchomel et al. 1998a] such that a chosen dispersion is produced. Lim-
itation of such approach is that it assumes the concentration function continuous, which is not
the case on the microscopic (pore) scale [Suchomel et al. 1998a; Bruderer and Bernabé 2001;
Park et al. 2001] where pore-scale concentration function is strongly periodic and intermittent
in the transversal direction (because of figuring [Valocchi 1989]). Because of such limitations,
MCM has sometimes been argued as being “without foundation” [Gunn and Pryce 1969].

Statistical modeling, which is an alternative way of determiningDL originates from the
Einstein’s dispersion theory and the theory of Brownian motion [Chandrasekhar 1943]. In this
approach, random walkers that represent the tracer particles are allowed to describe Brownian
and advective displacement within the chosen porous medium [Saffman 1959; Sahimi et al.
1986; Uffink 1988; Sorbie and Clifford 1991]. By tracking the paths of these particles the
Spatial Positions Distribution (SPD) for particles is found from which the dispersion tensor
is derived [Chandrasekhar 1943]. Alternatively, First-arrival Times Distribution (FTD) at the
outlet face of the soil-column (or network) is used to deriveDL [Sahimi et al. 1986; Sorbie and
Clifford 1991]. Only a few attempts have been made to upscale Brownian motion and advective
displacement from the pore scale to the network scale [Mohanty and Salter 1982; Sahimi and
Imdakm 1988; Sorbie and Clifford 1991; Acharya et al. 2004b], as this method requires a huge
size of the domain and needs small time steps for every Brownian jump. Hence, it requires
large simulation time [Uffink 1988; Acharya et al. 2004b], which makes this approach com-
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putationally unattractive. Despite being free of numerical dispersion, which makes it attractive
[Uffink 1988], this approach is not easily adopted for computing more complex transport, such
as non-linearly adsorbing reactive transport [Bosma and Van der Zee 1995].

As dispersion depends on micro- as well macro-scale heterogeneities, a rigorous study of
dispersion at the laboratory- or at the field-scale is resource intensive. Alternatively, pore-
network models have emerged as a modeling tool for upscaling physical processes from the
pore-scale to the continuum scale [Celia et al. 1995] and steps have already been taken for
upscaling many processes such as permeability, wettability, formation factor and dispersion
[Payatakes et al. 1973; Koplik 1982; Blunt and King 1991; Bryant et al. 1993b; Ioannidis et
al. 1993; Reeves 1997; Tsakiroglou and Payatakes 2000; Bruderer and Bernabé 2001; Øren
and Bakke 2002; Acharya et al. 2004a]. Likewise, the representative size of pore-networks
for different processes have also been established such as for permeability in 2D pore-network
35 × 35 nodes are needed [Koplik 1982], whereas for a 3D pore-network25 × 15 × 15 nodes
are required [Acharya et al. 2004a]. It was also shown that the size of network for dispersion
with random walk depends on the magnitude of the average velocity in the mean flow direction
[Sahimi et al. 1986; Verlaan 2001; Acharya et al. 2004b]. However, the size of pore-networks to
obtain an asymptotic value of dispersion through MCM has not yet been studied. Additionally,
whereas dispersion depends on heterogeneity, studies to assess a systematic relation between
dispersion and pore-size heterogeneity were limited to very simple cases. Furthermore, it is not
yet clear how big effect in transport is produced by the numerical dispersion.

The purpose of this study is to find a representative size of the pore-network that can pro-
duce an asymptotic hydrodynamic (numerical) longitudinal-dispersivity (αL) in a MCM, derive
αL-pore-size heterogeneity relations, verify thus obtainedαL with larger networks and assess
whether there is an agreement between MCM and BPTM.

4.2 Mathematical formulation of problem

Models describing transport of non-reactive tracer on the continuum scale usually employ the
convection-dispersion equation [Bear 1972; Hassanizadeh 1996]. Assuming a column of ho-
mogeneous and isotropic porous medium of lengthL at the macroscopic level, the 1D formu-
lation of the CDE for the concentrationC

∂C

∂t
+ v

∂C

∂X
= DL

∂2C

∂X2
(4.1)

can be used, which involves the mean flow velocityv and the longitudinal macroscopic disper-
sion coefficientDL. As is seen from the equation, concentration functionC can be plotted as
an function of space (t = const) that yields concentration profile (orisochrone) or as a function
of time (X = const) that yields a breakthrough curve (BTC).

The macroscopic intrinsic (pore water) mean velocityv is determined with the Dupuit-
Forcheimer equation

v =
QL

Vf

, (4.2)

whereQ is the macroscopic discharge across the pore-network andVf is its fluid volume
[Acharya et al. 2004a], i.e. the subscriptf denotes the fluid phase.
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In dimensionless formDL is expressed through the macroscopic Peclet number

PeL =
vL

DL

. (4.3)

Traditionally,DL has been based on empirical relations such as

DL = Dm/ζ + Dh, (4.4)

whereζ denotes tortuosity, whileDm andDh denote molecular diffusion and mechanical dis-
persion, respectively [Bear 1972]. In this paper, we aim to find the macroscopic dispersion
coefficientDL directly either by using MCM or by using BPTM (i.e. tracking the paths of par-
ticles in the flow field in a 3D pore network of lengthWX = L, width WY and heightWZ).
Note that, although the macroscopic porous medium can be assumed homogeneous and 1D, we
use a 3D network to include microscale heterogeneities by randomly distributing the pore sizes.
The resulting (longitudinal) dispersion coefficient in the mean flow direction of the network is
identified with the macroscopicDL and the length of the network withL. In the case of BPTM,
DL (or PeL) is determined as a function of the characteristic Peclet numberPe`

Pe` =
v`

Dm

, (4.5)

where` denotes the mean pore length (the lattice constant in pore-network), and` ¿ L,
` ¿ WY and` ¿ WZ .

In the case of MCM, assuming thatDL is linearly related to velocity, i.e.DL ∼ αLv, in a
pore-network ofNX nodes in the mean flow direction (aligned withX), the relation ofPeL to
dispersivity (αL) is written as

αL =
(NX − 1)`

PeL

, (4.6)

whereL is replaced with(NX − 1)`. For convenience, we use dimensionless dispersivity, i.e.
α̃L = αL/`.

By considering a non-reactive tracer through a column (pore-network) under the boundary
and initial conditions given by:

C(X > 0, t = 0) = Cin; C(0, t ≥ 0) = C0;
∂C

∂X
|(0,t>0)= 0;

∂C

∂X
|(L,t≥0)= 0, (4.7)

and withC0 > Cin, the convection-dispersion equation is solved. In Eq (4.7),C0 denotes the
concentration of the continuously injected influent andCin is the concentration of the solute
in the fluid of the column at timet = 0. By fitting the solution of the convection-dispersion
equation (4.1) [Van Genuchten and Alves 1982] to the effluent concentration in time (BTC at
the outlet face of the network), i.e.

C̃(X̃, T̃ ) =
1

2

{
erfc

[ X̃ − T̃

2

√
α̃L

˜̀T̃

]
+ exp

( X̃

α̃L
˜̀
)

erfc
[ X̃ + T̃

2

√
α̃L

˜̀T̃

]}
(4.8)

α̃L is determined (andDL = α̃Lv`). The dimensionless quantities are:C̃ = (C − Cin)/(C0 −
Cin), Cin = 0, ˜̀ = `/L, X̃ = X/L and T̃ = vt/L. α̃L is found with the method of least
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squares. In particle tracking methods (e.g. BPTM),αL can be obtained with the methods of
moments [Sahimi et al. 1986]. As̃C(X, t) can be interpreted as a probability function, its first
derivative with respect toX is used to produce the probability density function (PDF,f(X))
[Bosma and Van der Zee 1993; Keijzer et al. 2000] according to

f(X) = − ∂C̃

∂X
. (4.9)

Then, Eq (4.9) is used to determine the second central momentM c
2 and thenDL follows from

the Einstein’s relation [Chandrasekhar 1943]:

M c
2 = 2DLt. (4.10)

In Brownian particle tracking model Eq (4.10) is used for determiningDL from SPD or Eq
(4.8) is used to fit the FTD of Brownian particles [Bruderer and Bernabé 2001].

4.3 Models

We represent a macroscopic porous medium with a cubic network of pores as shown in Figure
4.1. The dimensions of the network are: length (in the main flow directionX, L À `), width
(WY À `) and height(WZ À `). For the same flow conditions and the same porosity the
chosen porous medium can be modeled in various ways. For example, Figure 4.1a represents
the HYPON model reported earlier [Acharya et al. 2004a]. This network uses a realistic ge-
ometry with bonds of converging-diverging architecture (see Figure 4.2) and the porebodies
possess volume, whereas the network shown in Figure 4.1b is a simplified traditional construct
of cylindrical bonds (see Figure 4.3) without any porebodies [Van Dijke and Sorbie 2002]. The
first network is more appropriate for describing a mixing cell model, whereas the second net-
work is good for particle tracking, as the geometry of the first network makes particle tracking
very cumbersome. Because both pore-networks model the same porous media and the flow
conditions, the results of mixing cell model (MCM) on the first network and the particle track-
ing model (BPTM) on the second network are comparable. In the following we briefly describe
the both models.

4.3.1 Mixing cell model (MCM)

The pore-units are assumed perfectly mixed [De Josselin de Jong 1958]. We ignore the con-
tribution of diffusion (Dm) to transport by assuming that advection dominates the transport.
Particle-tracking experiments on pore-network showed that this assumption is appropriate for
characteristic Peclet numbers approximately between ten and 104 [Acharya et al. 2004b]. Hence,
the equation of the mixing cell model for a pore-unit (PU) of Figure 4.2a is given by

VPU
∂c

∂t
+∇ · (qc) = 0, (4.11)

wheret is time, VPU is the fluid volume of the pore-unit andc is the volume averaged con-
centration of the solute in the pore-unit. The symbolq denotes the discharge vector [L3T−1]
through bonds similar to that shown in Figure 4.2b. For each bond connected to two nodes,
discharge can be computed with Hagen-Poiseuille equation

qi,j =
g

ν
`3Gi,j(hi − hj), (4.12)



4.3. Models 61

a. b.

Figure 4.1: Sketches of two different versions of network architecture with similar mi-
cro/macroscopic flow and porosity characteristics: a. HYPON: an assembly of converging-
diverging bonds with spherical porebodies (is used for MCM) and b. Simplified pore-network
version of “a” with volume less porebodies [Van Dijke and Sorbie 2002] (is used for BPTM).

a. b.

Figure 4.2: Basic elements of HYPON: a. the pore-unit (the porebody is marked with the dark
color) and b. the Biconical abscissa-Asymmetric CONcentric (BACON) bond [Acharya et al.
2004a].

where subscriptsi and j are the addresses of nodes (fluid flows fromi to j). Gi,j denotes
the dimensionless bond conductance derived earlier [Acharya et al. 2004a] in which both the
longitudinal as well as cross sectional shapes of bond are taken into account [Reeves and Celia
1996]. The size of the bond along` is derived considering the porebody radii of the adjacent
porebodies and the curvature parametern. The constantg is the magnitude of acceleration
due to gravity andν denotes the kinematic viscosity of water. The symbolshi andhj are the
hydraulic heads at the pore-unit centersi andj. Note that the pore geometry is expressed in
terms of pore-to-pore spacing (`), i.e. geometric lengths are scaled by`. Equation (4.12) is valid
for laminar flow in a wide range of the Reynolds number and is appropriate for describing flow
in the pores [Bear 1972]. For steady state flow, the divergence of discharges at nodes (pore-
units) equals to zero [Acharya et al. 2004a] and that leads to a system of algebraic equations,
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i.e.
β∑
j

qi,j = 0, j = 1, 2, . . . β, (4.13)

whereβ is the coordination number (we fix it at 6),j is the index of the adjacent pore-units.
The finite difference scheme for Eq (4.11) is written as

c(i, t + ∆t) = c(i, t) +
∆t

VPU

( ∑
j

c(j, t)qj,i − c(i, t)(qPU)i

)

︸ ︷︷ ︸
∆c(i,t)AD

, (4.14)

where the indexj is chosen such thathj > hi. Additionally, from the boundary and initial
conditions it follows that0 ≤ ∆c(i, t)AD < (C0 − Cin). The node discharge(qPU)i is the sum
of the flows entering or leaving the nodei, i.e.

(qPU)i =
∑

j

|qj,i|, hj > hi, j = 1, 2, 3 . . . β. (4.15)

For the stability of the scheme, the minimum time step is chosen on the basis of pore-unit
residence times [Sun 1996; Suchomel et al. 1998a], i.e.

2∆t ≤ min
{

[VPU ][q−1
PU ]

}
= min{TPU} (4.16)

In Eq (4.16),VPU andqPU are the matrix vectors of pore-unit volumes and total (absolute)
discharges from (or into) the pore-units [Acharya et al. 2004a] respectively, andTPU is the
matrix vector of pore-unit residence times. Alternatively, we have investigated the effect of
time step by fixing∆t according to the bond residence times, i.e.

2∆t ≤ min
{

[Vb][q
−1
b ]

}
= min{Tb}, (4.17)

where subscriptb denotes bond,qb is the matrix vector of discharges through the bonds given
by Eq (4.12). Similarly,Vb andTb denote volume and time matrices pertaining to the bonds,
whereVb = volume of bond +1

6
porebody volume (i) +1

6
porebody volume (j) (see [Acharya

et al. 2004a]). Average concentration for each pore-unit is updated at the end of each∆t.
At designated time steps (À ∆t), the concentrations of pore-units that belong to a particular
tier of the pore-network are averaged. The tiers are defined as the group of pore-units which
possess the sameX-coordinate. For averaging, the discharges from the PU (or into the PU)
are used as the weighting factors of the corresponding PU concentrations. Hence, the resulting
dimensionless concentration functioñC(X, t) for a 1D column (at the network scale) is written
as

C̃(X, t) =

[∑Nt

i c(i, t)(|qPU |)i∑Nt

i (|qPU |)i

− Cin

]
1

C0 − Cin

, i = 1, 2, 3 . . . Nt, (4.18)

where the symbolNt denotes the total number of pore-units that are indexed withi and that
possess the same coordinateX. The subscriptt denotes tier. TheX-coordinate is chosen
at an interval of̀ , i.e. X = 0, 1̀ , 2̀ , . . . L. Further, this concentration is plotted against
space (X−coordinate) to get concentration profiles (isochrones) at different times. The BTC
is obtained by plotting̃C(X = L, t) as a function of time. Equation (4.8) is fitted to this BTC
and a value of dispersivitỹαL is obtained. In Section 4.4 we will discuss the results.



4.3. Models 63

4.3.2 Brownian particle tracking model (BPTM)

In our random walk model, it is assumed that particles describe displacement due to diffusive
and advective forces [Acharya et al. 2004b]. Within the bond of radiusRb the particle experi-
ences a sudden jump from the origin (where it resides at that time) of the spherical coordinate-
systemr = (r, ϕ, θ) (Brownian motion or molecular diffusion) and the particle moves with
the fluid velocity profile of the bond (convection) in the local cylindrical coordinate system
(x, y), wherex indicates the (local) flow direction (0 ≤ x ≤ `) andy is the distance of the
particle’s position from the axis of the cylindrical bond (0 ≤ y ≤ Rb). Additionally, at nodes
(intersection of bonds) the particle jumps from one bond to the next, based on a probabilistic
approach, which also depends on both diffusive and convective forces, described later. In the
following we briefly introduce the equations we need for upscaling the Brownian and advective
displacements to the network-scale dispersion coefficient in the longitudinal direction (DL).

The convective motion of the particle occurs according to the fluid velocity profile, which
we assume to be parabolic or plug-like described by the Hagen-Poiseuille equation [Sahimi et
al. 1986; Bruderer and Bernabé 2001]. Hence, as envisaged in Figure 4.3, the displacement of
a particle for a time-step∆t is given by

∆x = uf(λ)∆t + ∆r cos ϕ, ∆r ≥ 0, (4.19)

whereu is the mean velocity in the bonds andλ is the relative radial position of the particle, i.e.,
λ = y/Rb andf(λ) = 2(1− λ2) for a parabolic velocity profile andf(λ) = 1 for a simplified
plug-like velocity profile.∆r denotes the length of the radius vector described by the Brownian
particle in the Lagrangian coordinate system and the symbolϕ denotes polar angle [Sorbie and
Clifford 1991; Damion et al. 2000].

∆r ∆r

Figure 4.3: A 2D sketch of two different intra-bond velocity profiles (parabolic and plug-like)
and Brownian particle displacement.∆r denotes the radius of Brownian jump and the solid
circles denote a non-reactive tracer particle.

The omni-directional displacement∆r around the mean position of a particle at the fluid
streamlines follows from a probability function that is obtained by integrating the Green’s prop-
agator [Chandrasekhar 1943; Sorbie and Clifford 1991; Damion et al. 2000]

φ(∆r) = (4πDm∆t)−3/2 exp
[
− ∆r2

4Dm∆t

]
, (4.20)

whereφ(∆r) can also be called the volumetric probability density function for 3D Brownian
motion. The radial displacement∆λ = ∆r sin ϕ cos θ/Rb, whereθ denotes azimuthal angle
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[Damion et al. 2000]. DL is obtained through two approaches, namely the SPD and FTD
[Acharya et al. 2004b] as described in Chapter 3.

Further, we model a porous medium by a 3D cubic network (Figure 4.1b) with the bonds
of fixed length̀ and circular cross-section. To have a plausible comparison of two models, we
assume that the bond residence times in HYPON (Figure 4.1a) and in the simplified (Figure
4.1b) network are exactly the same. From this follows that discharges through the bonds that
are calculated for MCM can be used for BPTM. Then the bond radiiRb, hence the equivalent
bond aspect ratios̃Rb, are derived from the BACON bond volumeVb (i.e. R̃b =

√
Vb/π`3).

This also eases the computation of particle tracking in BPTM. In earlier work [Acharya et al.
2004b], theR̃b was chosen from a random distribution.

The intersection of the elementary bonds is assumed to be volumeless, i.e. all bond volume
is assigned to the bonds. From this assumption a subtle problem arises, i.e. the dispersion
function becomes discontinuous [Park et al. 2001]. A particle that emerges at a node from
one bond may enter another bond with drastically different hydraulic and diffusive regimes.
This problem has been tackled in different ways. For example, Sorbie and Clifford [Sorbie and
Clifford 1991] proposed a general algorithm for the jump of a particle from one bond to the
next at a node. In this algorithm the probability density function for the transition of a particle
from nodei into bondj is given by Acharya et al. [2004b].

p(i, j) =
[(fi,j(qi,j + $i,jDm)(1−H)) + ((1− fi,j)$i,jDmH)]∑βi

j=1 [(fi,j(qi,j + $i,jDm)(1−H)) + ((1− fi,j)$i,jDmH)]
, (4.21)

whereH is the Heaviside function, defined as

H =

{
0 if qi,j ≥ 0

1 if qi,j < 0.
(4.22)

The flow rate (discharge)qi,j is taken positive for fluid leaving the node.βi is the (local)
coordination number at nodei. Equation (4.22) reflects that in general the nodal transition
depends only on the flow rate, but also on molecular diffusion, represented by the term$i,jDm.
The term$i,j is a geometrical factor that is assumed to be equal to(a×(Rb)

2
j/`), wherea× is

a shape factor (e.g. for circular bond cross-sectionsa× = π). fi,j is the fraction of particles
leaving the node and entering bondj in the direction of flow. For non-zero values of$i,j

and fi,j < 1, particles may jump opposite to the flow direction. However, in the simplest
assumption of ideal fully-mixed and advection dominated transport the transition occurs only
downstream, i.e.fi,j = 1 and, additionally,$i,j = 0. Although the assumption$i,j = 0 and
fi,j = 1 showed high dispersion for the lowPe`, this assumption does not produce much effect
for Pe` considered here. Indeed the assumption in MCM that$i,j = 0 andfi,j = 1 applies.
We will consider plug-like and parabolic intra-velocity profiles given byf(λ). For accurate
description of BPTM,fi,j should vary from 0.5 to 1.0 [Sorbie and Clifford 1991] according to

fi,j =

{
0.5 if Peb ≤ Peref

1 if Peb > Peref ,
(4.23)

wherePeref ≈ 0.40 [Sorbie and Clifford 1991].
After the transition of a particle from one bond to the next, we assume that the radial

position of the particle is preserved. In other words, in the new bond the particle starts at
the same value of the dimensionless local radial coordinateλ at which it left the previous bond
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[Sorbie and Clifford 1991; Damion et al. 2000]. Considering the global initial conditions, we
distribute the particles at the inlet face proportional to the flow rate of the inlet bonds [Sorbie
and Clifford 1991; Damion et al. 2000], i.e. the probabilityp(inlet, j) for a particle to enter the
system through bondj at the inlet is given by

p(inlet, j) =
qinlet,j

Q
, (4.24)

whereqinlet,j is the bond-discharge at the inlet face. Similarly att = 0, the probabilityp(λ0)
for a particle to enter at radial positionλ is proportional to the flow rate in the tube, i.e.

p(λ) = 4λ(1− λ2). (4.25)

Earlier work [Acharya et al. 2004b] showed that both FTD and SPD may be used for simulating
the dispersion in a pore-network. Because SPD is computationally demanding and less accurate
for advection dominated regimes [Acharya et al. 2004b], we use FTD. For this we inject 10000
particles from the inlet face according to Eqs (4.24) and (4.25) and produce them at the outlet
face.
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Figure 4.4: Relation of dispersivity to microscopic heterogeneity (∆t from Eq 4.17) a. Dis-
persivity as a function of standard deviation of porebody radii distribution. Each curve is as-
sociated with a particular mean porebody radius〈R̃pb〉 as shown in the figure; b. Dispersivity
as a function of coefficient of variation of porebody radii. Solid lines are the regression lines,
whereas the open circles are the data obtained from numerical simulations (MCM).

4.4 Results

Earlier work [Acharya et al. 2004b] showed that the magnitude ofDL depends on the pore-size
heterogeneity of the network. BecauseDL is the most important parameter in the CDE, it is
essential to define it correctly according to the pore-size heterogeneity. As the particle tracking
models are computationally demanding, we chose mixing cell model to produce the relation
of DL to pore-size statistics. However, we assess our results by comparing BTCs from both
MCM and BPTM results. Our preliminary simulations showed that for this purpose at least a
33× 23× 23 network is needed. We used the same architecture as shown in Figure 4.1a (with
converging-diverging pores). We generated 209 pore networks with gradually varying〈R̃pb〉
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andσ̃pb. By imposing a hydraulic head difference (0.07 m) across the network and assuming
the no-flow boundaries on the lateral sides we obtain a 1D column, for which we solve the
mixing cell model to produce BTCs for a continuously injected influent of concentrationC0,
whereasCin = 0. These BTCs are fitted with the solution of CDE (4.8) and the values ofα̃L

are computed with the method of least squares [Van Genuchten and Alves 1982]. Further we
plot α̃L as a function of̃σpb as shown in Figure 4.4a.

From the figure it is seen that the dispersivityα̃L for each〈R̃pb〉 is a function ofσ̃pb and
therefore the simulated data can be fitted with a regression equation of type

α̃L(〈R̃pb〉)= B1σ̃
2
pb+B2σ̃pb + α̃0, (4.26)

where fitting constant̃α0 is the same for every〈R̃pb〉. However, parametersB1 andB2 differ
according to〈R̃pb〉 and are listed in Table 4.1. Eq (4.26) is valid for0 ≤ σ̃pb ≤ σmax

〈R̃pb〉.

Table 4.1: Parameters for the dispersivity function (Eq (4.26)) based on∆t of Eq (4.17)

〈R̃pb〉 A〈R̃pb〉 B〈R̃pb〉 α̃0 σmax
〈R̃pb〉 <2

0.050 455.00 7.654 0.4323 0.0276 1.0000

0.075 164.31 9.131 0.4182 0.0422 0.9641

0.100 157.25 3.985 0.4259 0.0567 0.9935

0.125 99.76 2.851 0.4314 0.0715 0.9973

0.150 85.62 2.069 0.4291 0.0865 0.9917

0.175 70.49 1.804 0.4246 0.1003 0.9857

0.200 58.92 1.334 0.4299 0.1147 0.9942

0.225 54.43 0.644 0.4402 0.1295 0.9974

0.250 52.75 -0.030 0.4523 0.1362 0.9941

0.275 39.42 0.639 0.4420 0.1307 0.9986

0.300 32.11 1.072 0.4344 0.1162 0.9994

0.325 25.25 1.479 0.4312 0.1013 0.9993

0.350 22.82 1.447 0.4316 0.0872 0.9968

0.375 19.52 1.519 0.4317 0.0727 0.9982

0.400 19.14 1.474 0.4314 0.0582 0.9979

0.425 9.15 1.887 0.4300 0.0434 0.9975

0.450 19.36 1.614 0.4307 0.0292 0.9971

Alternatively α̃L can also be plotted as a function of coefficient of variation of porebody
radii (ηpb) as shown in Figure 4.4b and fitted with another regression equation of type

α̃L = 1.53η2
pb + 0.683ηpb + α̃0, α̃0 = 0.43, (4.27)

where all parameters are uniquely defined. This relation is theoretically appealing and is
equally good for lowηpb. However, for higherηpb, Eq (4.26) gives better fitting. Note that
Eq (4.27) is based on the time step criteria of Eq (4.17). However, Eq (4.17) is not only com-
putationally demanding than criteria of Eq (4.16) but also it is known that small time-step
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produces more numerical dispersion [Sun 1996; Suchomel et al. 1998b]. To verify this we
used Eq (4.16) and simulated dispersion for 151 network with〈R̃pb〉 ≥ 0.17. The results are
shown in Figure 4.5 and the parameters are listed in Table 4.2. In Figure 4.5a,α̃L is shown as
a function ofσ̃pb whereas in Figure 4.5b dispersivitỹαL is a function ofηpb. For which another
regression equation of type

α̃L = 0.9537η2
pb + 1.45ηpb + α̃0, α̃0 = 0.25, (4.28)

can be fitted. Compared to Eq (4.27) the constantα̃0 differs. The figure reveals that the disper-
sivity for largerσ̃pb are similar to that of Figure 4.4 but the differences are significant for small
σ̃pb. Hence, a proper assessment of time criteria is required which we will do shortly.
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Figure 4.5: Relation of dispersivity to microscopic heterogeneity (∆t from Eq 4.16).

Although at the first glance Eq (4.16) seems correct, a careful analysis shows that it is less
correct when a major part of the fluid in a pore-unit is immobile. For example, in a homogenous
network (equal sized pores) only one third volume is mobile which means in fact in that case
Eq (4.17) is more relevant which can be obtained by considering only the mobile volume in the
Eq (4.16). In that case Eq (4.16) reduces to Eq (4.17). This indicates that the best reliable∆t
should be chosen based on the bond residence times given by Eq (4.17).

To verify the reliability of dispersivity-heterogeneity relation and to assess the∆t criteria
we use many other networks on which we apply both models MCM and BPTM. From MCM
model, we produce dimensionless BTCs, whereas from Brownian particle tracking model FTDs
are obtained. Although preliminary simulations of mixing cell model suggested that a33 ×
23× 23 network is sufficient to produce a consistent (an asymptotic)α̃L, we used much larger
networks of size301 × 61 × 61 as the particle tracking model requires a larger size [Sahimi
and Imdakm 1988; Verlaan 2001; Acharya et al. 2004b]. To capture the effects of microscopic
heterogeneity on dispersion, five systematic cases (S000, S030, S060, S086 and S115) that are
listed in Table 4.3 were considered. For the mixing cell model, the pore-units were constructed
with the curvature parameter (n) equal to one and the ensemble of dimensionless porebody
radii (R̃pb, i.e. R̃pb = Rpb/`) taken from a random uniform distribution [Acharya et al. 2004a].
Assuming the bond residence times (Tb) in both models the same, for the particle tracking
model (BPTM), we assign all volume to the bonds such that nodes are volumeless and the
bonds are simplified cylindrical tubes with some equivalent radii (

√
Vb/a×`). Our particle

tracking results for a one dimensional periodically converging-diverging tube of large length
showed that this simplification does not affect the long-term second central spatial moments.
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Figure 4.6: BTCs and FTDs at the outlet face of 4 networks (S030, S060, S086 and S115)
of different degree of heterogeneity and uniform intra-bond velocity profile in BPTM. MCM
(open circles) indicates the results from (Eq (4.18)), BPTM (solid lines) indicates the results
from the BPTM model (Eq (4.19)) [Acharya et al. 2004b], CDE (dashed lines) indicates the
results withα̃L in Eq (4.8) (see Table 4.3).

Additionally, the lattice constant̀= 250× 10−6 m, Dm = 8× 10−10 m2/s [Taylor 1953], and
the hydraulic head difference between inlet and outlet faces was fixed at 0.07 m. We solve both
types of models on the same sized networks (note that the network for BPTM is simplified)
and compare the MCM breakthrough curves of dimensionless concentration with the FTDs of
BPTM. The results reveal that the BTCs and FTDs agree quite well, which can be seen from
Figure 4.6.

From the figure it is seen that BTCs and FTDs at the outlet face of the network agree quite
well. However, it is important to setf(λ) = 1 for BPTM and for MCM the iteration time
step∆t should be taken from Eq (4.17). Additionally, the pores should be variedly sized. For
these conditions, the numerical dispersion produced in MCM mimics the physical dispersion
and agrees with the results from BPTM. However, if equal sized pores (in our cubic network)
are considered, with the same criteria of∆t for MCM, then MCM produces more dispersion
than the BPTM model, because withf(λ) = 1, BPTM is able to produce only themolecu-
lar diffusion not thehydrodynamicdispersion (see Figure 4.7a) for the macroscopic domain.
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Figure 4.7: BTCs and FTDs at the outlet face of network S000 (equal-sized pores); a. uniform
intra-bond velocity profile; b. parabolic intra-bond velocity profile in BPTM. For legends see
4.6.

However, with the same conditions butf(λ) = 2(1 − λ2) the results from the both models
agree (see Figure 4.7b). If parabolic intra-bond velocity profile is used in heterogeneous pore-
networks, then the FTDs become much flatter than the BTCs of MCM for the same∆t criteria
of Eq (4.17). The FTDs shown in Figure 4.8 with intra-bond parabolic profile for two different
networks: S086 and S115, systematically deviate from the BTCs. From this we can conclude
that∆t criteria proposed here (i.e. Eq (4.17)) is just sufficient to producehydrodynamicdisper-
sion in microscopically heterogeneous medium with an assumption that velocity is plug-like
which is less than the actual dispersion because the actual lamilar velocity profile in the bonds
is parabolic.

Table 4.2: Parameters for the dispersivity function (Eq (4.26)) based on∆t of Eq (4.16)

〈R̃pb〉 A〈R̃pb〉 B〈R̃pb〉 α̃0 σmax
〈R̃pb〉 <2

0.1750 39.1597 5.8855 0.2500 0.1003 0.9972

0.2000 49.2539 3.9843 0.2500 0.1142 0.9965

0.2250 40.6840 3.6135 0.2500 0.1286 0.9979

0.2500 21.3078 4.7342 0.2500 0.1294 0.9994

0.2750 27.4419 3.3769 0.2500 0.1309 0.9987

0.3000 19.7721 3.8083 0.2500 0.1162 0.9978

0.3250 10.0178 4.4823 0.2500 0.1013 0.9997

0.3500 2.2837 4.6758 0.2500 0.0872 0.9968

0.3750 -5.5367 4.9701 0.2500 0.0726 0.9994

0.4000 -4.3661 4.7532 0.2500 0.0582 0.9983

0.4250 -10.0605 4.9588 0.2500 0.0434 0.9999

0.4500 -22.6439 5.3028 0.2500 0.0292 1.0000
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4.5 Summary and discussion

In the theory of transport, two types of models are commonly used: mixing-cell models (e.g. the
MCM considered here) and random walk models (e.g. the BPTM considered here). The first
are argued to be subjected to numerical dispersion and dispersion in general depends on the
choice of time step for iteration. The time step is usually derived by fitting the finite difference
scheme into the Taylor’s expansion. The limitation of such approach is that it is correct when
concentration function is both locally and globally continuous. However, in a pore network
model it is not the case because the pore-scale concentration function is strongly periodic in
the transversal directions and may locally be periodic even in the mean flow direction due
to transversal mass-transfer. This leads to the discontinuity (change of sign) of the first or
higher-order derivatives of the pore scale concentration function (c). In such cases the best
way for assessing a∆t of iteration is particle tracking. Also, particle tracking models cannot
provide a unique solution as the dispersion in these models depends on the assumption of intra-
bond velocity profiles. In earlier work [Acharya et al. 2004b] it was shown that the parabolic
intra-bond velocity profile systematically produces higher dispersion than the plug-like profile.
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Figure 4.8: BTCs and FTDs at the outlet face of two-different heterogeneous pore-networks:
S086 (left) and S115 (right) with parabolic intra-bond velocity profile in BPTM (compare with
Figure 4.6).

Table 4.3: Microscopic and macroscopic input parameters for the numerical experiments

Networks S000 S030 S060 S086 S115

min {R̃pb} 0.300 0.248 0.204 0.152 0.100

max{R̃pb} 0.300 0.352 0.412 0.450 0.500

σ̃pb 0.000 0.030 0.060 0.086 0.115

σ̃b 0.00 0.011 0.022 0.033 0.043

Porosity 0.240 0.243 0.265 0.267 0.285

min {R̃b} 0.159 0.133 0.111 0.082 0.054

max{R̃b} 0.159 0.186 0.215 0.233 0.255

Pe` 384 386 430 405 420

σ̃b is the standard deviation of aspect ratios (R̃b).
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Theoretically dispersion in MCM is a function of∆t and therefore may be adjusted at any
desired value, but what a plausible criteria for∆t is, was the point of departure of this work.
We proposed two distinct criteria for the choice of∆t (i.e. Eqs (4.16) and (4.17)), and pursued
preliminary simulations for finding a minimal size of the pore-network that can produce an
asymptotic value of dispersivitỹαL, which delivered a size of33 × 23 × 23 pore-units. Then
we made extensive simulations for̃αL on that size and covered a wide range of ensemble
averages and variances of porebody radii. Thus based on that data we could derive dispersivity-
heterogeneity relations for MCM. With large networks of size301 × 61 × 61 pore-units we
verified whether newly derived relations are asymptotic. These simulations conformed thatα̃L

obtained from33 × 23 × 23 network is indeed asymptotic. Further, we verified∆t criteria
for MCM with the help of BPTM model with two different assumptions of intra-tube velocity
profile. BPTM simulations revealed that time step criteria given by Eq (4.17) is indeed the
best criteria to produce a comparable dispersion in a MCM. However, it appeared that MCM
with these criteria produces the same dispersion as the one produced by BPTM with plug-like
intra-bond velocity profile on networks with̃σpb > 0 and with parabolic intra-bond velocity
profile on networks with̃σpb = 0.

From this study we can conclude that for deriving an asymptotic numerical dispersion at
least a33× 23× 23 network is required. The numerical dispersivity in MCM is systematic and
can be related to the porebody size variance. A family of such relations (i.e. Eq (4.25)) is found
through regression and we recommend∆t from Eq (4.17) for which fitting parameters are
recommended from Table 4.1. Hence, while considering a reactive transport analytically, there
is no need of routing a non-reactive tracer just for determining the hydrodynamic (numerical)
dispersion. The numerical dispersion for the proposed∆t of MCM can mimic the dispersion
produced by a BPTM with plug-like intra-tube velocity profile. However, for the case ofσ̃pb =
0 the numerical dispersion of MCM mimics the dispersion of BPTM with parabolic intra-tube
velocity profile. Forσ̃pb > 0 the dispersion produced by BPTM is larger than the numerical
dispersion of MCM with the∆t proposed here. Hence, although MCM was assessed as a
“without foundation” model [Gunn and Pryce 1969], this study revealed that MCM is a flexible
model and numerical dispersion can be well controlled by∆t. Because of this ability, MCM
can be used for upscaling reactive and non-reactive transport in porous media. Additionally,
MCM is more appealing than the BPTM because MCM consumes much less computation time
than the BPTM. For example, for the simulations reported here MCM on network S060 takes
6:10 CPU hrs, whereas for the same case BPTM takes 21:65 CPU hrs on 2.6 GHz machine
with 500 MB RAM. Linearly and non-linearly reactive transport can easily be modeled with
MCM, whereas BPTM has not yet been able to reveal any convincing results. However, so
far MCM is applied only on HYPON [Acharya et al. 2004a] which has more realistic pore-unit
architecture, but no studies is made whether MCM can produce the similar results if some other
simplified networks are used is a question for further research.
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Chapter 5

Transport modeling of nonlinearly
adsorbing solutes in physically
heterogeneous pore-networks∗

Abstract

The purpose of this study is to up-scale non-linearly reactive transport from the pore scale to
a heterogeneous porous medium with the aid of an adequately large 3D pore-network model.
We consider a porous medium that is physically heterogeneous, i.e. with spatially variable pore
size. Our numerical experiments are aimed at the assessment whether traveling wave (TW)
behavior develops, which also requires getting an impression how large the network should
be to allow our conclusions. This study revealed that for this purpose network should include
more than a million pore-units and this size can vary with the degree of heterogeneity. This
assessment is based on changes of the moments of a migrating plume of non-linearly adsorbing
solutes. In networks of equal sized pores, TW behavior occurs, and wave concentration distri-
butions can be predicted by an available analytical solution. It is shown that with the increase
of physical heterogeneity, the balance between the dispersive and adsorptive forces remains
absent because the second central moment continues to grow as a function of time, whereas
the moment growth rate appeared to be a function of pore-scale heterogeneity. To capture an
asymptotic moment-growth rate a sufficiently large network is required.
KEYWORDS: reactive transport; dispersion; pore-network; non-linear adsorption; groundwa-
ter; upscaling; scale; traveling wave.

5.1 Introduction

Both from the need to understand natural (subsoil) systems and because of contamination prob-
lems of soil and groundwater, the transport of solutes in porous media has become an important
issue. Solute transport is affected by intrinsic structure and texture of the porous medium. Ad-
ditionally, solutes generally are not inert, but react with each other, with the solid phase, and
with biota present in the porous medium. Such reactions may have a large effect on transport,
and for this reason, much effort is being addressed to understanding and quantification of this

* by Ram C Acharya, Sjoerd EATM van der Zee and Anton Leijnse,Water Resour Res, 2004, in press.
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List of symbols and notations
〈.〉 Ensemble average
c, C Microscopic and macroscopic concentration [ML−3]
BPTM Brownian Particle Tracking Model
CDE Convection Dispersion Equation
BACON Biconical abscissa-Asymmetric CONcentric
∆cAD Microscopic concentration increment [ML−3]
C0, Cin Influent and initial effluent concentrations [ML−3]
Dm , DL Molecular diffusion and longitudinal dispersion coefficients [L2T−1]
Gi,j Dimensionless conductance [-]
HYPON HYdraulic POre Network
hi, hj hydraulic heads [L]
k Microscopic sorption coefficient [(ML−3)/(ML−3)p]
KF Macroscopic sorption coefficient [(MM−1)/(ML−3)p]
`, L Node-to-node (bond) and the network lengths [L]
˜̀ Scaling factor(`/L) [-]
M1, Mn First [L] and nth spatial moments [Ln]
M c

2 , b, b̂ Second-central momentb̂ = M c
2(t = ttr) andb ∼ b̂ [Ln]

min, max minimum and maximum
Nt Total number of pore-units included in the inner core of the chosen tier
NX , NXY Number of nodes alongX andXY plane
PDF Probability Density Function
Pe`, αL Characteristic Peclet number (v`/Dm) and dispersivity (DL/v) [-]
PU Pore Unit
q, qi,j, Q Discharges: vector, through bondi, j and through porenetwork [L3T−1]
R Retardation factor [-]
Rpb, R̃pb Dimensionfull [L] and dimensionless [-] porebody radius (R̃pb = Rpb/`)
s Microscopic sorption, mass absorbed per unit volume of flume [ML−3]
S Macroscopic sorption (mass of solute absorbed/mass of solid phase) [MM−1]
t, ttr, ∆t Time, transition time and time step of iteration [T]
T Residence time vector [T]
TW Traveling Wave
v Mean intrinsic velocity along the principle flow direction in the pore network [LT−1]
VPU , Vf Pore-unit and total fluid phase volumes [L3]
x, X Local (along bond0 ≤ x ≤ `) and global (along network0 ≤ X ≤ L) axis
αres, α̂res M c

2 growth rates with respect toM1 after transition times [L]
γ, κ Coefficients of skewness and kurtosis [-]
ε Porosity [-]
µk Mean adsorption coefficient
ν Coefficient of kinematic viscosity [L2T−1]
σ̃2

pb Variance of dimensionless porebody radiiR̃pb [-]
(i,j), L, m, pb, PU n, tr, t Subscripts indicate the indices of nodes, Longitudinal, molecular,

porebody, Pore Unit, nth, transition and tier (respectively).
c Superscript indicates central
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effect. Because of the limitations with respect to scale and frequency of observations, exper-
iments alone cannot provide this qualitative and quantitative understanding of transport, and
mathematical modeling is needed.

Modeling is a scale dependent process, where smaller scale properties result in larger
scale mass balance equations that contain effective coefficients [Bear 1972]. The convection-
dispersion equation (CDE) [Whitaker 1969; Bear 1972] is an example of this kind. Basically
such coefficients require explicit up-scaling [Whitaker 1969; Hassanizadeh and Gray 1979a],
i.e. deriving upper scale definitions based on the lower scale quantities through mathematical
operations. For porous media, up-scaling starts at the pore scale, where pore-scale geometry
and other properties affect the macroscopic description of transport, i.e. both types of equations
and their parameters. For this reason, pore-network models may be regarded as elementary
tools for up-scaling studies [Fatt 1956a], because of their ability to develop understanding of
the quantitative and qualitative effects of pore-scale heterogeneity [Celia et al. 1995].

It has been established that CDE is valid for porous media and analytical solutions have
been provided for simplified cases such as mono-component, non-reactive or linearly adsorbing
solutes transport in one or more-dimensional domains [Van Genuchten and Wierenga 1976; Van
Genuchten and Alves 1982; Chrysikopoulos et al. 1990]. In agreement with the complexity of
biogeochemical reactions [Bolt 1982], non-linear adsorbing solute transport in porous media
has been considered [Van der Zee 1990; 1991]. To our best knowledge, the upscaling step
from individual and networks of pores to the continuum scale of a porous medium has not yet
been studied for nonlinearly reactive solute transport. Hence, it is not yet justified that the
extension of the CDE with (non-linear) reaction terms is appropriate. Such a step has been
made for multiphase transport [Mohanty and Salter 1982; Reeves and Celia 1996; Dahle and
Celia 1999; Held and Celia 2001; Blunt et al. 2002]. Because of the flexibility for up-scaling
[De Josselin de Jong 1958], pore-network models have already been applied for up-scaling
a number of phenomena [Van Brakel 1975] such as multiphase flow dynamics [Celia et al.
1995; Reeves and Celia 1996; Gielen et al. 2002; Hassanizadeh et al. 2002], porosimetry,
hysteresis, diffusion, dispersion, and (relative) permeability [Mohanty and Salter 1982; Sahimi
et al. 1986; Dullien 1991; Ioannidis and Chatzis 1993; Tsakiroglou and Payatakes 2000; Blunt
et al. 2002; Acharya et al. 2004b]. Although (non)-reactive transport in fractures and capillaries
has been studied for quite a long time [Taylor 1953; Aris 1956; Berkowitz and Zhou 1996],
little attention is paid to explicitly address the non-linearly adsorbing miscible transport in
more complex pore geometry such as that of a 3D pore-network model [Reeves and Celia
1996; Acharya et al. 2004a; Acharya et al. 2004b]. The biofilm growth study in a simplified 2D
pore-network [Suchomel et al. 1998a] and 2D pore-network analysis of non-ideal breakthrough
curve (BTC) [Sugita and Gillham 1995b] are examples that have been considered. Suchomel
et al. [Suchomel et al. 1998a] clearly showed that biofilms can have an considerable impact
on permeability, without quantifying this impact. We expect that only the 3D pore-network
geometry may allow us to integrate the three dimensional micro-structural effects and more-
complex biogeochemical reactions into a transport model [Celia et al. 1995]. However, such
networks have not yet been used for up-scaling the transport of non-linearly reactive solutes in
heterogeneous porous media.

One of the most important issues in upscaling is the length-scale of the small process-scale
(`) and that of the large system-scale (i.e. representative volume) (L), as the theory on volume
averaging requires that` ¿ L [Whitaker 1969; Bear 1972; Hassanizadeh and Gray 1979a].
Only for proper scaling factors(˜̀, i.e. ˜̀ = `/L) statistically stable and stationary effective
parameters result. The appropriate scaling factor(˜̀) depends not only on the discretization of
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space but also on the type of process (or effective parameters) under consideration. For exam-
ple, Koplik [Koplik 1982] showed that a 2D pore-network should comprise at least35 × 35
nodes in order to produce an asymptotically effective hydraulic permeability (conductivity),
whereas for a 3D pore-network it can be as small as25× 15× 15 nodes [Acharya et al. 2004a].
However, if the attention is turned to a different process like dispersion, these size constraints
may not apply any more [Verlaan 2001]. Particle tracking studies that take diffusion (Dm) into
account showed that a consistent size for dispersion coefficient depends on the characteristic
Peclet number (v`/Dm, with v, the average velocity across the network) [Sahimi et al. 1986;
Acharya et al. 2004b]. Also at the capillary scale, Taylor-Aris theory suggests that the hydro-
dynamic dispersion depends on aspect-ratio and the capillary-Peclet number [Taylor 1953; Aris
1956]. Hence, the minimum scaling factor(˜̀) and the minimal ergodic size of the pore-network
needed for studying non-linearly reactive transport is an important issue to investigate.

The purpose of this paper is to apply a 3D pore-network model for up-scaling non-linear
reactive transport from the pore scale to a physically heterogeneous porous medium. Our nu-
merical experiments are aimed at the assessment of whether the Traveling Wave (TW) behavior
actually develops that is expected for non-linearly adsorbing reactive transport if the CDE is
extended with a nonlinear reaction term. For this aim we quantify the development of the spa-
tial moments of the migrating plume of non-linearly adsorbing solutes. We also investigate the
minimal ergodic size of the pore-network such that we can draw quantitative and qualitative
conclusions.

5.2 Mathematical formulation

We consider two scales, i.e. the microscopic or pore-scale, and the macroscopic or the continuum-
scale, e.g. many thousand pores. Our pore-network is a cubic lattice with a coordination num-
berβ equal to six, and is comprised of pore-units (PUs). The centers of these pore-units are
placed at a regular grid length, i.e. the lattice constant` and` ¿ L. The symbolL denotes
the length of the network. Each pore-unit is composed of a porebody (large void) of radiusRpb

(i.e. Rpb = R̃pb` and0 < R̃pb ≤ 0.5, whereR̃pb is the dimensionless porebody radius) and
six converging cones (small voids) of different lengths (measured from the pore-unit center).
The cones from each two adjacent porebodies form a converging-diverging Biconical abscissa-
Asymmetric CONcentric bond (BACON bond). Hence, the size of the BACON bond along
` is varying and follows from the simple power functions (f(Rpb)) given in our earlier work
[Acharya et al. 2004a]. Depending on the wall curvature (n), the BACON bonds are the union
of two hyperbolic, parabolic or straight cones and hence possess a narrowest section (i.e.the
throat), which is fixed by the intersection of two power functions that originate from the centers
of the adjacent porebodies. For illustration a typical pore-unit is shown in Figure 5.1a, a typical
BACON bond is shown in Figure 5.1b and a typical network is shown in Figure 5.2. Such
a network mimics a porous medium, at least hydraulically [Van Brakel 1975; Acharya et al.
2004a]. The construction of such a pore-network is discussed by Acharya et al. [Acharya et al.
2004a] and therefore, would not be repeated here. In the following we introduce the equations
of transport both in a pore and in a pore-network.
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a. b.

Figure 5.1: Basic elements of HYdraulic Pore Network (HYPON): a. the pore-unit (the pore-
body is marked with the dark color) and b. the Biconical abscissa Asymmetric CONcentric
(BACON) bond [Acharya et al. 2004a].

a. b.

Figure 5.2: 3D Pore-network construction: a. Pore-network as an aggregate of pore-units b.
A typical connectivity scheme for a cubic lattice with pores of circular cross section shape
[Acharya et al. 2004a]. The symbolsX, Y , andZ denote coordinate axes, whereasN is the
number of pore-units as specified by the subscripts:NX alongX, NXY in theXY plane andι
is the index of the pore-unit.

5.2.1 Flow and transport equations at pore-scale

We represent a macroscopic porous medium with a cubic network of elementary pore-units
as shown in Figure 5.1a. Such units may be assumed to be perfectly mixed [De Josselin de
Jong 1958]. We ignore the contribution of diffusion (Dm) to transport by assuming that advec-
tion dominates the transport. Particle-tracking experiments on pore-network showed that this
assumption is appropriate for characteristic Peclet numbers (Pe` = v`/Dm approximately be-
tween ten and 104 [Acharya et al. 2004b]. Hence, the equation of transport in a PU of HYPON
is given by

VPU

(∂c

∂t
+

∂s

∂t

)
+∇ · (qc) = 0, (5.1)
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whereVPU (seethe list of symbols and notations) is the fluid volume of the pore-unit. We
assume that sorptions (mass per fluid phase volume) is given by the Freundlich isotherm

s = kcp, (5.2)

wherek is the Freundlich coefficient of adsorption andp is a parameter (0 < p < 1).
The symbolq denotes the discharge vector [L3T−1] through bonds similar to that shown in
Figure 5.1b. For each bond connected to two nodes, discharge can be computed with Hagen-
Poiseuille equation

qi,j =
g

ν
`3Gi,j(hi − hj), (5.3)

where subscriptsi andj are the addresses of nodes (fluid flows fromi to j). Gi,j denotes the
dimensionless bond conductance derived by Acharya et al. [Acharya et al. 2004a] in which both
the longitudinal as well as cross sectional shapes of bond are taken into account [Reeves and
Celia 1996]. The size of the BACON bond along` is derived considering the porebody radii
of the adjacent porebodies and the curvature parametern. The constantg is the magnitude of
acceleration due to gravity andν is the kinematic viscosity of water. The symbolshi andhj are
the hydraulic heads at the pore-unit centersi andj. Note that the pore geometry is expressed in
terms of pore-to-pore spacing (`), i.e. geometric lengths are scaled by`. Equation (5.3) is valid
for laminar flow in a wide range of the Reynolds number and is appropriate for describing flow
in the pores [Bear 1972]. For steady state flow, the divergence of discharges at nodes (pore-
units) equals to zero [Acharya et al. 2004a] and that leads to a system of algebraic equations,
i.e.

β∑
j

qi,j = 0, j = 1, 2, . . . β, (5.4)

wherej is the index of the adjacent pore-units.

5.2.2 Transport equations on macroscopic scale

Assuming no-flow boundaries at the lateral sides of the pore-network and introducing a flow
from the left to the right macroscopically, a 1D-column is obtained. For such a column the
mass balance equation is given by the CDE,

ε
∂C

∂t
+ (1− ε)ρs

∂S

∂t
+ εv

∂C

∂X
= εDL

∂2C

∂X2
, (5.5)

whereS is the adsorbed mass per unit mass of the solid phase [MM−1], usually expressed in
moles of adsorbate per kilogram of dry soil (with a density ofρs). The adsorption equation is
given by the Freundlich isotherm,

S = KF Cp, (5.6)

whereKF is the Freundlich adsorption coefficient andC is the concentration [ML−3] expressed
in terms of mass per unit volume of fluid. After replacing the expression ofS in Eq (5.5) and
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dividing both sides of Eq (5.5) by porosity(ε), an average adsorption coefficient for the fluid-
phase can be expressed as

µk = KF (1− ε)ρs/ε. (5.7)

For a chosen value ofKF , the average coefficientµk is computed on the basis ofρs andε or
vice versa. As a simplest choice, we takek of Eq (5.2) to equalµk andk is the same in every
pore unit. The longitudinal dispersion coefficient (DL) follows from upscaling pore-scale non-
reactive transport [Acharya et al. 2004b]. Based on our numerical experiments, it was found
thatDL can be estimated on the basis of pore size statistics and therefore, there is no need of
routing non-reactive solute for the purpose of only determiningαL [Van der Zee et al. 2004a].
The dimensionless dispersivity (i.e.α̃L = αL/`) can be estimated as a function of standard
deviation (̃σpb) of the dimensionless porebody radii (R̃pb = Rpb/`) according to

α̃L(〈R̃pb〉)= B1σ̃
2
pb+B2σ̃pb+α̃0, (5.8)

whereα̃L is valid for a chosen ensemble average porebody radius (〈R̃pb〉), becauseB1 andB2

are the fitting coefficients for the chosen〈R̃pb〉. Symbolα̃0 is a constant (intercept) (see Table
5.1). Numerical study of Eq (5.8) is described in Chapter 4.

We use the fitted coefficients of Eq (5.8) and not a simpler relation ofα̃L that can also be
derived as a function of coefficient of variation,

α̃L = 1.53η2
pb + 0.683ηpb + α̃0, (5.9)

whereηpb is the coefficient of variation of porebody radii (i.e.ηpb = 〈R̃pb〉/σ̃pb). Compared to
Eq (5.8) this equation has a less accurate fitting variance for which reason we ignore it in this
paper. Since Eq (5.9) holds for different mean porebody radii (which is not the case forB1 and
B2 values), Eq (5.9) is theoretically more appealing. It was shown that the values estimated
by the above two equations are in good agreement [Van der Zee et al. 2004a] with the results
obtained from particle tracking [Acharya et al. 2004b], which is a more robust method for
determining the dispersion coefficient. In Section 5.4, we will also check the results of particle
tracking with the results obtained through the mixing cell model (Eq (5.1)).

The macroscopic intrinsic (pore water) velocityv is determined with the Dupuit-Forcheimer
equation

v =
QL

Vf

, (5.10)

whereQ is the macroscopic discharge across the pore-network andVf is its fluid volume
[Acharya et al. 2004a], i.e. the subscriptf denotes the fluid phase.

We prescribe the initial and boundary conditions given by:

C(X > 0, t = 0) = Cin; C(0, t ≥ 0) = C0;
∂C

∂X
|(0,t>0)= 0;

∂C

∂X
|(L,t≥0)= 0, (5.11)

with C0 > Cin. Under these boundary and initial conditions for timest −→ ∞, Eq (5.5) and
Eq (5.6) with0 < p < 1 lead to the following relations to hold [Van Duijn and Knabner 1990]:

S ′ > 0, S ′′ < 0, (5.12)

whereS ′ = dS(C)/dC andS ′′ = d2S(C)/dC2 are the first and second derivatives of sorption
with respect to concentration.
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5.2.3 Analytical solutions

In a homogeneous porous medium, Eq (5.5) and Eq (5.6) subject to the boundary and initial
conditions Eq (5.11) lead to a traveling wave [Van der Zee 1990; 1991; Knabner and Van Duijn
1992; Bosma and Van der Zee 1993]. The non-linearity of adsorption causes lower concen-
trations to experience a larger retardation than the higher concentrations, which opposes the
Fickian spreading of front. Consequently, the concentration distributionC(X, t) approaches
a limiting TW front, i.e. theC-front approaches a time-invariant shape and a constant travel
velocity. Assuming that the Local Equilibrium Assumption (LEA) is valid and performing a
Lagrangian transformation given by

η = X − vt/R (5.13)

with corresponding boundary and initial conditions for the new coordinate system an analytical
solution can be obtained [Van der Zee 1990; 1991; Bosma and Van der Zee 1993], that is given
by

C̃(η) =

{ {
1− exp

[
v(η − η∗)(1− p)(R− 1)(RDL)−1

]}m

if (η − η∗) ≤ 0

0 otherwise,
(5.14)

where the dimensionless concentrationC̃(η) = (C(η) − Cin)/(C0 − Cin), the parameterm
equals to1/(1− p) and the retardation factor (R) is given by

R = 1 +
ρs(1− ε)

ε

∆S(C)

∆C
. (5.15)

In Eq (5.15),∆C = C0−Cin and∆S(C) is the corresponding change in the adsorbed amount.
The reference valueη∗ is a constant [Van der Zee 1990; Bosma and Van der Zee 1993]. Note
that C0 andCin are respectively the concentration of the injected influent and initial (back-
ground) concentration of the solute in the considered system,C is the time-space concentration
function [ML−3]. As was mentioned earlier,DL is obtained by routing the non-reactive tracer
through a column (pore-network) under the same boundary and initial conditions (given by Eq
(5.11)). In that case,DL is obtained by fitting the well known error function (i.e. the solution
of CDE withk = 0), given by [Van Genuchten and Alves 1982],

C̃(X̃, T̃ ) =
1

2

{
erfc

[ X̃ − T̃

2

√
α̃L

˜̀T̃

]
+ exp

( X̃

α̃L
˜̀
)

erfc
[ X̃ + T̃

2

√
α̃L

˜̀T̃

]}
. (5.16)

In Eq (5.16) it is assumed thatDL ∼ αLv, which is a plausible assumption for the characteristic
Peclet numbers considered in our simulations [Acharya et al. 2004b]. The dimensionless quan-
tities are:˜̀= `/L, X̃ = X/L andT̃ = vt/L. While fitting this equation to a BTC at the outlet
face of the pore-network,̃X is fixed at 1.0, theñαL is found with the method of least squares.
In particle tracking methodsαL can be obtained with the methods of moments [Sahimi et al.
1986]. AsC̃(X, t) can be interpreted as a probability function, its first derivative with respect
to X is used to produce the probability density function (PDF,f(X)) [Bosma and Van der Zee
1993; Keijzer et al. 2000] according to

f(X) = − ∂C̃

∂X
. (5.17)
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5.2.4 Spatial moments for non-linear adsorption and transport

Since it has been shown that the validity of Eq (5.14) can be evaluated more accurately with
the second central spatial moment (M c

2) than by comparing front shapes ofC(X, t), we use
the expression forM c

2 derived by Bosma and Van der Zee [Bosma and Van der Zee 1993].
AssumingDL = vαL and introducing

η̃ = (η − η∗) ≤ 0, P =
R− 1

mRαL

with m > 1, (5.18)

the dimensionless concentration profile can be written as

C̃(η̃) =
C(η̃)− Cin

C0 − Cin

= 1 +
m∑

i=1

χi exp (Piη̃), χi = (−1)i m!

(m− i)!i!
, (5.19)

for i = 0, 1, 2, 3, . . . m andm is an integer.C̃(η̃) for non-integer values ofm are obtained
graphically through interpolation.

As is seen from Eq (5.19),̃C varies from zero to one and has the properties of a probability
function. Using first derivative of̃C(X, t) (i.e. Eq (5.17)) spatial moments of all orders are
computed:

M c
n(t) =

∫∞
−∞[X −M1(t)]

nf(X)dX∫∞
−∞ f(X)dX

, M1(t) =

∫∞
−∞ Xf(X)dX∫∞
−∞ f(X)dX

, n = 2, 3, . . . (5.20)

γ =
M c

3√
(M c

2)
3
, κ =

M c
4

(M c
2)

2
, (5.21)

where subscriptn denotes the order of spatial moments and the superscriptc indicates “central”,
e.g.M1(t) is the first spatial moment at timet. Symbolγ denotes the coefficient of skewness or
the measure of symmetry, whereasκ is the coefficient of kurtosis or the measure of peakedness
or flatness. For a normal distributionγ = 0 andκ = 3.0. The distribution withγ < 0 not equal
to zero is called skewed distribution. The distribution having aκ > 3 is called leptokurtic,
whereas the one with aκ less than three is called platykurtic. For the case of non-reactive
tracer transport, by assumingDL ∼ αLv, the dispersivity (αL) can be expressed in terms of the
Einstein’s relation [Chandrasekhar 1943], i.e.

αL = 0.5
M c

2(t2)−M c
2(t1)

M1(t2)−M1(t1)
, (5.22)

wheret1 andt2 are the times. Equation (5.22) shows thatαL is the half-slope of the second
central spatial moment to the first spatial moment (M1). For a TW, the second central moment
(M c

2), i.e. the spatial variance of the front, approaches a fixed value asymptotically given by

M c
2 = − 1

P 2

[
2

m∑
i=1

χi

i2
+

( m∑
i=1

χi

i

)2]
, i ≥ 1 (5.23)

and so do the higher order spatial moments [Bosma and Van der Zee 1993; Keijzer et al. 2000].
Rearranging Eq (5.23) yields

M c
2

α2
L

= −
( mR

R− 1

)2[
2

m∑
i=1

χi

i2
+

( m∑
i=1

χi

i

)2]
. (5.24)
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Equation (5.24) is shown graphically in Figure 5.3. The figure reveals that second central mo-
ment of TW explicitly depends on retardation factor, non-linearity of adsorption and dispersion.
Figure 5.3 shows that second central moment of the traveling front is not sensitive toR for large
retardation factors, but is influenced mainly by the degree of non-linearity (p) of adsorption (i.e.
parameterm andm > 1).
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Figure 5.3: Asymptotic non-dimensionalized second central moment of the TW front (Eq
(5.19)) as a function of parameter (m) and retardation factor (R) [Bosma et al.].

5.3 Numerical procedure

Imposing a hydraulic head difference across the pore-network in theX-direction, Eq (5.4) is
solved for hydraulic heads and subsequently the discharges through the bonds (i.e. Eq (5.3))
are calculated. The computation of transport in pore-units, i.e. Eq (5.1) depends on these dis-
charges. At the network scale, we can use the analytical solution (Eq (5.14)) to predict the
concentration profiles along the mean flow direction, becausev, DL andR are known [Bosma
and Van der Zee 1992].
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5.3.1 Numerical scheme for microscopic approximation

Under initial and boundary conditions given by Eq (5.11) the numerical scheme for the com-
putation of transport in a pore-unit can be written as

c(i, t + ∆t)− c(i, t) + k[c(i, t + ∆t)]p − k[c(i, t)]p =

∆t

VPU

[∑
j

c(j, t)qj,i − c(i, t)(qPU)i

]

︸ ︷︷ ︸
∆c(i,t)AD

, (5.25)

where the indexj is chosen such thathj > hi. The node discharge(qPU)i is the sum of the
flows entering or leaving the nodei, i.e.

(qPU)i =
∑

j

|qj,i|, hj > hi, j = 1, 2, 3 . . . β. (5.26)

Rewriting Eq (5.25) as

c(i, t + ∆t) + k[c(i, t + ∆t)]p = ∆c(i, t)AD + k[c(i, t)]p + c(i, t) = B(i, t + ∆t),(5.27)

the resulting Eq (5.27) can be solved using an optimization technique, such as Newton-Raphson
[Sun 1996]. For the stability of the scheme, the minimum time step is chosen on the basis of
bond residence times, i.e.

2∆t ≤ min
{

[Vb][q
−1
b ]

}
= min{Tb}, (5.28)

where subscriptb denotes bond,qb is the matrix vector of discharges through the bonds given
by Eq (5.3). Similarly,Vb andTb denote volume and time matrices pertaining to the bonds,
whereVb = volume of bond +1

6
porebody volume (i) +1

6
porebody volume (j) (see [Acharya

et al. 2004a]). Average concentration for each pore-unit is updated at the end of each∆t.

5.3.2 Numerical scheme for macroscopic approximation: Averaging

At designated time steps (À ∆t), the concentrations of pore-units that belong to a particular
tier of the pore-network are averaged. The tiers are defined as the group of pore-units which
possess the sameX-coordinate. To avoid boundary effects, we consider the pore-units of the
inner core only [Reeves and Celia 1996; Held and Celia 2001], i.e. the network volume left
after the exclusion of a chosen volume at the no-flow boundaries. The excluded volume at each
no-flow boundary is chosen to be5` thick. For averaging, the discharges from the PU (or into
the PU) are used as the weighting factors of the corresponding PU concentrations. Hence, the
resulting dimensionless concentration functionC̃(X, t) for a 1D column (at the network scale)
is written as

C̃(X, t) =

[∑Nt

i c(i, t)(|qPU |)i∑Nt

i (|qPU |)i

− Cin

]
1

C0 − Cin

, i = 1, 2, 3 . . . Nt, (5.29)

where the symbolNt denotes the total number of pore-units that are indexed withi and that
possess the same coordinateX. The subscriptt denotes tier. TheX-coordinate is chosen



84 Chapter 5. Transport modeling of nonlinearly adsorbing solutes I

at an interval of̀ , i.e. X = 0, 1̀ , 2̀ , . . . L. Further, this concentration is plotted against
space (X−coordinate) to get concentration profiles (isochrones) at different times. The BTC
is obtained by plotting̃C(X = L, t) as a function of time. The PDF (5.17) is discretized by
choosing∂X ≈ `, i.e

f(X +
1

2
`, t) = −C̃(X + `, t)− C̃(X, t)

`
. (5.30)

5.4 Simulation cases

Preliminary simulations suggested that at least a million (106) pore-units are required to achieve
the asymptotic growth rates of second central moments of non-linearly adsorbing solute migra-
tion in a microscopically heterogeneous medium. Hence, we use a cubic pore-network of size
301 × 61 × 61 pores for the reported simulations. To capture effects of microscopic hetero-
geneity on transport, five systematic cases (S000, S030, S060, S086 and S115) that are listed
in Table 5.1 were considered. The pore-units are constructed with the curvature parameter (n)
equal to one and the ensemble of dimensionless porebody radii (R̃pb, i.e. R̃pb = Rpb/`) taken
from a uniform distribution [Acharya et al. 2004a].

Table 5.1 reveals that Case S000 represents a homogeneous medium, whereas the other
cases represent physically heterogeneous media. In all cases, we fixed the mean (〈R̃pb〉) of the
porebody radii at 0.30, and for each case we generated a pore-network with a chosen standard
deviation (̃σpb) of R̃pb that varies from zero (Case S000) to 0.115 (Case S115). In all cases
the macroscopic hydraulic head drop across the network was fixed at 0.07 m. Additionally,
` = 0.25 × 10−3 m andDm = 8.0 × 10−10 m2/sec (Taylor’s data, [Taylor 1953]) are used
for the Brownian particle tracking model [Acharya et al. 2004b]). As Table 5.1 reveals, each

Table 5.1: Microscopic and macroscopic input parameters for the numerical experiments

Cases S000 S030 S060 S086 S115

min R̃pb 0.300 0.248 0.204 0.152 0.100

maxR̃pb 0.300 0.352 0.412 0.450 0.500

σ̃pb 0.000 0.030 0.060 0.086 0.115

ε 0.240 0.243 0.265 0.267 0.285

µk 8.11 7.96 7.09 6.88 6.39

R 9.11 8.96 8.09 7.88 7.39

α̃L 0.434 0.496 0.614 0.764 0.982

Pe` 384 386 430 405 420

Coefficientµk is computed based on fixedKF , the density of the solid phase(ρs) and the
porosity(ε) of modeled porous medium.̃αL|〈R̃pb〉=0.30 = 32.11̃σ2

pb + 1.072̃σpb + 0.4344 (see Eq
(5.8)).

case has a different porosity (ε) of the network. Consequently, although we choose the same
influent of unit concentration (C0 = 1 g/m3) for injection and same value ofKF , the value
of adsorption coefficientµk (and alsok = µk) differs from case to case. The reason of such
difference follows from Eq (5.7), as it depends on density of the solid phase and the porosity of
porous medium. The values ofµk presented in the table are calculated on the basis ofρs = 2.6



5.4. Simulation cases 85

Mg/m3, KF = 0.982 × 10−3 (Mg/Mg)/(1 g/m3)p and the corresponding porosity(ε). The
parameterp is fixed at 0.667 andCin = 0. Further we assumek to be constant over the whole
network, i.e.k in each pore-unit is constant in space and time. The retardation factorR is
calculated with Eq (5.15).

In Table 5.1,α̃L was calculated with Eq (5.8). A cross-check was made for Cases S086
and S115 by routing a non-reactive tracer (i.e.KF = 0) with two methods: mixing cell model
(MCM) and Brownian particle tracking model (BPTM) [Acharya et al. 2004b]. The BTCs at
the outlet face of the networks from both methods are displayed in Figure 5.4. Also the BTC
computed with Eq (5.16) by using̃αL is shown in the same figure. The slight difference between
BPTM and MCM results because in MCM (see Eq (5.1))Dm is not included whereas in BPTM
Dm is included. The small differences indicate that contribution ofDm is not important. Figure
5.4 reveals that the BTC from BPTM is more dispersed than the one from MCM, which is
theoretically correct. However, it is worth to note that in Case S115 slightly larger deviation is
evident than in Case S086. That can be the effect of large aspect ratios (bond radius to` ratio),
where particle tracking models are quite sensitive [Sorbie and Clifford 1991]. Furthermore, we
expect that the non-linearity of adsorption decreases the diffusion within individual pores (see
Section 5.2.4). Hence, the results obtained with MCM are expected to be valid and the values
of α̃L given in Table 5.1 are reasonable approximations.
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Figure 5.4: BTCs at the outlet face of the network a. Case S086 b. Case S115. MCM (open
circles) indicates the results of numerical simulations from pore-network model HYPON (Eq
(5.29)), BPTM (solid lines) indicates the results from the simplified network in which Brownian
particle tracking procedure is applied [Acharya et al. 2004b], CDE (dashed lines) indicates the
results from Eq (5.16) with̃αL of Table 5.1 (and as displayed in the figure).

In addition, one control Case S086∗ (a separate realization with the same statistics as of
S086) was proposed for the consistency test, i.e. to assess whether the used size is ergodic. A
second verifying Case S086∗∗ is proposed for verifying the moment-growth rate and pore radii
statistics relations. This case is distinguished with〈R̃pb〉 = 0.25, σ̃pb = 0.086, ε = 0.194 and
µk = 10.57 (g/m3)(1−p). Discussion on these additional cases is deferred in the latter sections.



86 Chapter 5. Transport modeling of nonlinearly adsorbing solutes I

5.5 Results

The primary output of the numerical simulations are the concentration profiles at different times
(see Eq (5.29)).

5.5.1 Concentration profiles

In Figure 5.5a, the dimensionless (numerical) concentration profiles for Case S000 are shown.
On the network scale, TW solution (i.e. Eq (5.14)) is used with upscaled adsorption coefficient
(Eq (5.7)) to predict the concentration profiles analytically. These predicted dimensionless
profiles are also shown in the same figure.
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Figure 5.5: Dimensionless concentration profiles at different times as a function of fraction
of column length (̃X = X/L) a. Case S000 b. Case S115. HYPON (dashed lines with
open circles) indicates the results of numerical simulations from pore-network model HYPON
(Eq (5.29)), TW (solid lines) indicates the analytical TW solution (Eq (5.14)) with the same
adsorption coefficient (see also Table 5.1). The labels of curves indicate the times, i.e. the pore
volumes of effluent discharged from the network.

Figure 5.5 shows that numerical and analytical profiles agree excellently at larger times.
Such an agreement is an indicator that in a microscopically homogeneous medium TW occurs,
i.e. numerical front shape and front velocity become invariant in time. A similar comparison
is shown in Figure 5.5b for Case S115, which case represents a microscopically heterogeneous
medium. Unlike in the previous case, a perfect agreement does not develop in this case. Slight
differences are found particularly for small concentrations.

5.5.2 Second central moment

For better comparison of analytical and numerical results, spatial moments [Bosma and Van
der Zee 1993; Keijzer et al. 2000] are computed. For such a computation a PDF is required
which is obtained with Eq (5.30). Figure 5.6a gives an impression of the PDF produced by
Case S000, whereas Figure 5.6b represents the PDF of Case S115.

Figure 5.6 reveals that for these two cases the behavior of the fronts is not the same. In
the first case the front is more sharper than in Case S115. Common in both is that bothM1 of
both PDFs are skewed indicating to a non-Fickian behavior. To gain a better insight, the second
central moments for all cases for different times are plotted against the first spatial moment as
shown in Figure 5.7.
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Figure 5.6: Typical PDFs (f(X)`) of concentration profiles in a pore-network. a. Case S000.
b. Case S115. Shown are the PDFs (solid lines) and concentration profile (dash-dotted lines) at
the chosen times (PV ) as shown in the figure, i.e. number of pore volumes(PV ) discharged
from the network. The values of 2

√
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2 at timesT̃ = PV are shown.

S115

S086

S060

S030
S000

Control Case (S086∗)

M1/ℓ

M
c 2
/
ℓ
2

HYPON data
Fitted lines

0 50 100 150 200 250 300 350
0

5

10

15

20

25
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2/`
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2, Eq

(5.31)) for cases as identified at the lines. With open circlesM c
2 of the control Case S086∗ are

indicated.

Figure 5.7 reveals that for Case S000 convergence occurs to the TW, because after some
transition lengthM c

2 acquires an asymptotic value [Van der Zee 1990; 1991; Bosma and Van
der Zee 1993]. Because of the asymptotic behavior after a transition time,M c

2 has no slope
(αres = 0) as a function of time, i.e. a time-invariant spreading and self-sharpening of the front.
Similar plots for the other cases show a gradual increase of slopes of the fitted lines (M̂ c

2) which
increases with an increase of heterogeneity (see Table 5.1). Also the intercept (b) increases as
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Figure 5.8: Slopes and intercepts a. Slopes (αres) and intercepts (b) of M̂ c
2 as a function of

standard deviation (̃σpb) of porebody radii. The solid line (fitted,̂b) and the solid circles (b)
indicate intercepts; the dashed line (fitted,α̂res) and the open circles (αres) indicate the slopes
(see Table 5.2, Eq (5.33) and Eq (5.34)). b. Slopes (αres) and intercepts (b) of M̂ c

2 as a function
of coefficient of variation of porebody radii (ηpb = σ̃pb/〈R̃pb〉). The solid line (fitted,̂b) and
the solid circles (b) indicate intercepts; the dashed line (fitted,α̂res) and the open circles (αres)
indicate the slopes. The solid diamond indicates the intercept and the open diamond indicates
the slopeαres of the verifying Case S086∗∗ (see Table 5.2, Eq (5.33) and Eq (5.34)).

heterogeneity increases. The fitted lines follow the regression equation forM̂ c
2 given by

M̂ c
2(t) = αres[M1(t)−M1(ttr)] + b, t > ttr, (5.31)

whereαres is the slope which is valid for the long run after the transition time (ttr). At time t =
ttr second central moment reaches a valueb, which we call intercept of fitting. In analogy with
Eq (5.22), 1

2
αres can be seen as the reduced dispersivity of non-linearly adsorbing transport.

Both αres andb are presented in Table 5.2. The coefficients of correlation (<2) of M c
2 andM̂ c

2

are also listed in the same table.

Table 5.2: Parameters of linear-equation fitting to the numerical second central moments

Cases S000 S030 S060 S086 S115

αres/` [-] 0.0000 0.0011 0.0028 0.0070 0.0099

b/`2 [-] 2.7760 4.0046 6.0957 9.7764 16.6647

<2 [-] 0.9999 0.7739 0.9021 0.9312 0.7695

See Figure 5.7.

Figure 5.7 clearly shows that the goodness of fitting of the regression equations also varies.
The Case S000 shows a perfect agreement with the numerical data. Cases S030 and S060
also show a good agreement. In Case S086 individual deviations are noticeable. However,
the statistical stability of the used size cannot be questioned, because the control Case S086∗

perfectly match the base Case S086. That affirms the sufficiency and ergodicity of the pore-
network of size301 × 61 × 61 (at least for the chosen data set). That indicates that Monte
Carlo simulations are not necessary to reach robust conclusions. Unfortunately, in Case S115,
the deviations are the largest. That indicates that the chosen network might still be small to
accommodate the chosen pore size statistics of this case. For ergodic reasons, larger than the
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size301 × 61 × 61 could not be simulated. Nevertheless, considering the fitness (which is
fair) into account, it can be argued that Monte Carlo simulations are not needed in this case
either but larger network size would be recommendable. As we can see, in sufficiently large
networks, the first derivative of second central moment with respect to the first spatial moment
becomes positive and the second derivative approaches to zero, i.e.

dM c
2

dM1

≥ 0,
d2M c

2

dM2
1

→ 0. (5.32)

In Figure 5.8a, the slopes (αres) and intercepts (b) of M̂ c
2 (see Table 5.2) are plotted as a function

of standard deviation of porebody radii (see Table 5.1). Subsequently, the data pertaining to
αres are regressed witĥαres whereas the intercepts are fitted withb̂. Both for the slopêαres

and for the intercept̂b, quadratic regression equations of the standard deviation of porebody
radii were fitted to the numerical results. In terms of standard deviation of porebody radii, the
equation of̂αres for the slope is given by

α̂res = (0.588σ̃2
pb + 0.0212σ̃pb)` (5.33)

andb̂ for the intercept is described with

b̂ = (1057.3σ̃2
pb − 4.8965σ̃pb + 2.7760)`2, (5.34)

These relations demonstrate the functional link between the pore size heterogeneity and the
plume spreading. Note that these relations are valid for a particular mean porebody radii
(〈R̃pb〉 = 0.30). For other mean radii, more simulations have to be pursued and empirical
relations need to be deduced. Unfortunately, the simulations are quite excessive with respect
to the CPU times and memory requirements for which reason we did not pursue this in the
present paper. Alternatively, the equation ofα̂res for the slope can also be expressed in terms
of coefficient of variation of the porebody radii, i.e.

α̂res = (0.532η2
pb + 0.0063ηpb)` (5.35)

andb̂ for the intercept is given according to

b̂ =
(
11.66η2

pb + 1.67ηpb +
√

2.776
)2

`2. (5.36)

In Figure 5.8bαres andb are plotted as a function ofηpb. Also the fitted functionŝαres and b̂
are shown in the same figure. Figure 5.8b reveals a good agreement of the fitted functions with
the numerical data. To verify the validity of Eqs (5.35) and (5.36) for other ensemble averages
(〈R̃pb〉), the values ofαres andb of the verifying Case S086∗∗ are also shown in the same figure
but with different symbols (see figure). Figure 5.8b reveals that although the values of Case
S086∗∗ do not fall on the regression line, the relations ofα̂res and b̂ as a function ofηpb are
theoretically appealing.
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Figure 5.9: Macroscopic spatial first moment, skewness(γ) and kurtosis(κ) of plume (Table
5.1) as a function of pore volume of the effluent: a. Case S000; b. Case S115. The legends are
shown in the figure.

5.5.3 First and higher-order spatial moments

The higher-order spatial central moments are the quantitative measure of spread (M c
2), symme-

try (γ) and peakedness (κ) of concentration distribution function (see section 5.2.4), whereas
the first spatial moment shows the location of front in space. In Figure 5.9a first spatial moment
(M1) and other higher order spatial moments, namely skewness (γ) and kurtosis (κ) for Case
S000 are shown.

Figure 5.9 shows that the growth ofM1 is constant as a function of time, which is necessary
as the transport velocity is based directly on the mass balance (the injection rate of solute is
constant). After a transition timettr, both skewness (γ) and kurtosis (κ) become asymptotic
and stable for S000. The value ofγ indicates that the wave shape is skewed negatively, and note
γ = 0 as for normal distribution. The kurtosis shows a relative measure in relation to the normal
distribution function, for which its value is 3. The normal Gaussian function is characteristic
of Fickian transport. The higher value means that the front shape is more peaked (leptokurtic)
and narrower than the normal distribution function. Bothγ andκ indicate that the transport
is non-Fickian. Although similar characteristics are seen also in Case S115 (see Figure 5.9a),
the higher order moments for this case are not stable along the column length. The decrease of
stability of higher order moments is known to be a first indication of the need to increase the
domain size. However, at this stage it is not possible to check whether this instability is only
caused by the restricted size of the pore-network, as the larger pore-networks are costly with
respect to the simulation times and the memory requirements. For example, the CPU time for
the used size of Case S115 is 147 CPU hours on a Pentium 4 (2.6 GHz) machine with a RAM
of 1 GB. The most important fact of this analysis is thatγ 6= 0 andκ > 3 indicates that the
error equation of type

C̃ =
1

2
erfc

[
X − vt

2
√

DLt

]
(5.37)

may hardly represent the macroscopic front in physically heterogeneous media, with sorption
given by Eq (5.2) at the pore level.
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5.6 Conclusions

We modeled five cases of macroscopically homogeneous and isotropic medium with the aid of
a pore-network. Each of these cases was constructed with different variances of porebody radii
but the mean size was the same. Thus, pore-networks were obtained ranging from microscop-
ically homogeneous (̃σpb = 0) to microscopically heterogeneous (σ̃pb > 0). It was found that
to capture an asymptotic growth rate of second central moments a large size of pore-network
is required for which no recommendation was found in the literature. Considering the compu-
tational costs and the current CPU capacity, a trial and error approach was used to determine
an ergodic size of the 3D pore-network. Therefore, for the simulations reported here a size of
301 × 61 × 61 nodes was accepted as a minimum size for the study of non-linearly adsorbing
solute transport. This size was checked for an average case by using two different realization
of pore-networks (i.e. Case S086 and Case S086∗) with the same statistics of the porebody
radii. As the agreement between the two cases was perfect, the size was accepted. Hence, it
can be argued that the statistics of the moments does not vary from realization to realization of
a specific pore-network. However, a larger size might be required for a smaller values ofµk

and/or smaller values of excess concentration (i.e.C0 − Cin), as Figure 5.3 suggests that for
higher values of retardation factor (R) second central spatial moments are dictated by the non-
linearity of adsorption (p), at least in physically homogeneous medium. This may not apply to
all cases of heterogeneity but it may apply to the magnitude of the intercepts(b) we computed
in the previous section and of course it may apply to the size of the transition time and transient
length.

Further, concentration profiles along the mean flow direction of the network were obtained
through averaging the concentrations of the pore-units. Our numerical experiments were in-
terpreted with the TW solution that describes the non-linearly adsorbing transport in a porous
medium. Hence, analytical equations were compared with the network results at the macro-
scopic level. For the microscopically homogeneous case, the results show that the numerical
concentration profiles perfectly match the TW profiles predicted by the TW equation [Van der
Zee 1990; 1991; Bosma and Van der Zee 1993]. The TW front for a homogeneous domain is
shown in the 2D-snapshot of Figure 5.10a.

With the growth of heterogeneity the disagreement between the predicted and numerical
concentration distributions grows. Analysis with the method of moments showed that in such
conditions the reactive transport is non-Fickian [Van der Zee 1990]. Numerically up scaled
results suggested that an asymptotic value for second-order central moments does not occur in
a heterogeneous medium. Because in such media hydrodynamic dispersion is not adequately
counterbalanced by adsorption (i.e. no or littleself-sharpeingof the front), this results in steady
growth of second central moments as a function of time. It was found that the growth rate of
moment is constant at least after the transtion times (t → ∞). A distinct inflexion ofM c

2 at
the end of transition time is characteristic in all cases. After the transition timeM c

2 grows with
a rate equal toαres, which is determined by the pore size statistics (e.g. Eq (5.33)). Thus, the
steady growth of second central moments can be accurately quantified with the help of pore
size statistics. Equations (5.33)-(5.36) are the examples of the functional relation of pore size
statistics to the growth rates of second central moments. However, to extrapolate these relations
to wider range of pore size statistics and wider range of retardation factors more simulations
are required. It is indeed computationally costly work, as one such simulation on Pentium 4
(2.6 GHz) processor takes 147 CPU hours.

The steady growth of second central moments is attributed to the fact that the lateral pores



92 Chapter 5. Transport modeling of nonlinearly adsorbing solutes I

a. b.

Figure 5.10: 2D-snapshots of non-linearly adsorbing plume-migration in chemically homoge-
neous porous media. a. in physically homogeneous pore-network; b. in physically heteroge-
neous pore-network. The front is progressing from the left to the right.

(⊥ to the mean flow direction) experience local gradient of concentration, which creates a
suitable environment for the lateral mass-transfer. The laterally transported mass may increase
the concentration, as a result the incoming mass may move forward with less retardation. As a
result along the front concentration distribution may not be homogeneous. Because during non-
linear adsorption the lower concentrations are retarded more than the higher ones, the solute-
molecules from higher concentration regions move faster and from the lower concentration-
regions creep slower to the longitudinal direction. This would lead to a favourable condition
for fingering. That causes an unequal displacement (and wider spread) of the front in the
longitudinal direction. Subsequently, the fingering process leads to the spreading of front as a
function of time. The 2D-snapshot displayed in Figure 5.10b suggests the same. The snapshot
gives only a preliminary impression, because the size of pore-network for this visualization is
just101× 47× 47 nodes, which is not enough for quantitative analyses.

In quantitative terms1
2
αres can be seen as the reduced dispersivity during non-linearly ad-

sorbing transport and fairly compared withαL. It was found that1
2
αres ¿ αL. Although 1

2
αres

can be estimated quite accurately based on the statistics of pore sizes and the properties of
adsorbing solutes, the challenge for analytically solving the transport problem arises, because
the numerical computation of transport, although transparent, is cumbersome and costly. As is
seen from the statistics of the front of non-linearly adsorbing solutes thatγ 6= 0 andκ > 0 in-
dicating that Fickian solution may not represent the front and efforts are needed for alternative
solutions [Keijzer et al. 2000].
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Chapter 6

Transport modeling of nonlinearly
adsorbing solutes in physically and
chemically heterogeneous pore-networks∗

Abstract

The purpose of this study is to up-scale non-linearly reactive transport from the pore scale
to a physically and chemically heterogeneous porous domain with the aid of an adequately
large (more than a million pore-units) 3D pore-network model. We study the development
of spatial moments in physically and chemically heterogeneous networks. It is shown that
with the increase of either physical or chemical heterogeneity, the counterbalance between the
dispersive and adsorptive forces weakens and hence the second central moment continues to
grow as a function of time. The growth rates of second-order spatial moments are derived and
related to the heterogeneity-parameters.
KEYWORDS: reactive transport; dispersion; mass transfer; non-linear adsorption; groundwater;
upscaling; scale.

6.1 Introduction

The front behavior of reactive solute transport has become a prime concern in the recent years.
Experimental evidence suggests that transport of such solutes in natural formations is domi-
nated by the spatial variations of physical and chemical properties [Bolt 1982; De Haan et al.
1987; Bellin et al. 1993; Bosma et al. 1993; Rusch et al. 1997] such as the hydraulic conductiv-
ity and sorption coefficients [Dagan 1989]. Moreover, ubiquitous kinetics of biogeochemical
reactions adds to the complexity. The sorption process is site-specific and therefore may vary
in every pore of a porous domain. In other words, sorption and reactive solute transport are
affected by intrinsic structure, texture and pore-scale chemical properties of porous medium.
These processes are mainly governed by site-specific sorption rates and retardation factors that
differ from pore to pore [Sugita and Gillham 1995a; Serrano 2003].

* by Ram C Acharya, Sjoerd EATM van der Zee and Anton Leijnse, submission in preparation.
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List of symbols and notations
〈.〉 Ensemble average
c, C Microscopic and macroscopic concentration [ML−3]
BPTM Brownian Particle Tracking Model
CDE Convection Dispersion Equation
BACON Biconical abscissa-Asymmetric CONcentric
∆cAD Microscopic concentration increment [ML−3]
C0, Cin Influent and initial effluent concentrations [ML−3]
Dm , DL Molecular diffusion and longitudinal dispersion coefficients [L2T−1]
Gi,j Dimensionless conductance [-]
HYPON HYdraulic POre Network
hi, hj hydraulic heads [L]
k Microscopic sorption coefficient [(ML−3)/(ML−3)p]
KF Macroscopic sorption coefficient [(MM−1)/(ML−3)p]
`, L Node-to-node (bond) and the network lengths [L]
˜̀ Scaling factor(`/L) [-]
M1, Mn First [L] and nth spatial moments [Ln]
M c

2 , b, b̂ Second-central momentb̂ = M c
2(t = ttr) andb ∼ b̂ [Ln]

min, max minimum and maximum
Nt Total number of pore-units included in the inner core of the chosen tier
NX , NXY Number of nodes alongX andXY plane
PDF Probability Density Function
Pe`, αL Characteristic Peclet number (v`/Dm) and dispersivity (DL/v) [-]
PU Pore Unit
q, qi,j, Q Discharges: vector, through bondi, j and through porenetwork [L3T−1]
R Retardation factor [-]
Rpb, R̃pb Dimensionfull [L] and dimensionless [-] porebody radius (R̃pb = Rpb/`)
s Microscopic sorption, mass absorbed per unit volume of flume [ML−3]
S Macroscopic sorption (mass of solute absorbed/mass of solid phase) [MM−1]
t, ttr, ∆t Time, transition time and time step of iteration [T]
T Residence time vector [T]
TW Traveling Wave
v Mean intrinsic velocity along the principle flow direction in the pore network [LT−1]
VPU , Vf Pore-unit and total fluid phase volumes [L3]
x, X Local (along bond0 ≤ x ≤ `) and global (along network0 ≤ X ≤ L) axis
αres, α̂res M c

2 growth rates with respect toM1 after transition times [L]
γ, κ Coefficients of skewness and kurtosis [-]
ε Porosity [-]
µk Mean adsorption coefficient
ν Coefficient of kinematic viscosity [L2T−1]
σ̃2

pb Variance of dimensionless porebody radiiR̃pb [-]
(i,j), L, m, pb, PU n, tr, t Subscripts indicate the indices of nodes, Longitudinal, molecular,

porebody, Pore Unit, nth, transition and tier (respectively).
c Superscript indicates central
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A useful tool for studying upscaling is the network of pores, i.e. an aggregate of elementary
pore-units (PUs) [Fatt 1956a; Acharya et al. 2004a]. The behavior of reactive and non-reactive
transport in elementary pore-units such as fractures and capillaries (hereafter called bonds) has
been studied for quite a long time [Taylor 1953; Aris 1956; Berkowitz and Zhou 1996; Park
and Lee 1999; Tsang and Doughty 2003]. Although multi-dimensional pore-networks have
been applied for studying and upscaling quite a number of phenomena [Van Brakel 1975],
e.g. multiphase flow dynamics [Celia et al. 1995; Reeves and Celia 1996; Gielen et al. 2002;
Hassanizadeh et al. 2002], porosimetry, hysteresis, diffusion, dispersion, and (relative) perme-
ability [Mohanty and Salter 1982; Sahimi et al. 1986; Dullien 1991; Ioannidis and Chatzis
1993; Reeves and Celia 1996; Suchomel et al. 1998a; Dahle and Celia 1999; Tsakiroglou and
Payatakes 2000; Held and Celia 2001; Verlaan 2001; Blunt et al. 2002; Acharya et al. 2004b],
little attention is paid to explicitly address the non-linearly adsorbing miscible transport. We
are aware of only a few examples where pore-networks were used to study reactive transport,
such as the impact of bacterial growth on the response of the porosity-permeability functions
[Suchomel et al. 1998b], how pore-scale retardation factors affect breakthrough curves (BTCs)
[Sugita and Gillham 1995a] and the effect of non-linear adsorption on transport in a pore-
network model [Van der Zee et al. 2004a]. The latter revealed that pore-scale physical hetero-
geneity causes a steady growth of second-order central spatial moment (M c

2) confirming that
the counterbalance between adsorptive and dispersive forces weakens during reactive transport
of non-linearly adsorbing solutes. However, transport of non-linearly adsorbing solutes in both
chemically and physically heterogeneous pore-networks has not yet been studied.

It has been established that the convection-dispersion equation (CDE) is valid to describe
transport for porous media and analytical solutions have been provided for simplified cases
such as mono-component, non-reactive or linearly adsorbing solutes transport in one or more-
dimensional domains [Van Genuchten and Wierenga 1976; Van Genuchten and Alves 1982;
Chrysikopoulos et al. 1990]. In agreement with the complexity of biogeochemical reactions
[Bolt 1982], non-linearly adsorbing solute transport in porous media has been considered [Van
der Zee 1990; 1991]. To our best knowledge, the upscaling step from individual and networks
of pores to the continuum scale of a porous medium has not yet been studied for nonlinearly
reactive solute transport. Hence, it is not yet justified that the extension of the CDE with (non-
linear) reaction terms is appropriate for tackling the reactive transport problems of non-linearly
adsorbing solutes in physically and chemically heterogeneous porous medium.

The purpose of this paper is to use a 3D pore-network model for up-scaling non-linearly
reactive transport from the pore scale to a physically and chemically heterogeneous porous
medium. Using the minimal ergodic size (> 106 pore-units), we focus our numerical exper-
iments on the assessment of how the growth rates of spatial moments of a migrating plume
of non-linearly adsorbing solutes can be related to the chemical and physical heterogeneity
of pore-networks. We also aim at assessing whether the Traveling Wave (TW) that occurs in
physically homogeneous network still develops in case of chemical heterogeneity.

6.2 The model

We consider two scales, i.e. the microscopic or pore-scale, and the macroscopic or the continuum-
scale, e.g. many thousand pores. Our pore-network is a cubic lattice with a coordination number
β equal to six, and is comprised of pore-units with pore-to-pore varying chemical properties.
The centers of these pore-units are placed at a regular grid length, i.e. the lattice constant`,
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a. b.

Figure 6.1: Basic elements of HYdraulic Pore Network (HYPON): a. the pore-unit (the pore-
body is marked with the dark color) and b. the Biconical abscissa-Asymmetric CONcentric
(BACON) bond [Acharya et al. 2004a].

where` ¿ L, ` ¿ Wb and` ¿ Wh. The symbolsL, Wb andWh denote the length, width and
the height of the Euclidian space occupied by the pore-network. Each pore-unit is composed
of a porebody (large void) of radiusRpb (i.e. Rpb = R̃pb` and0 < R̃pb ≤ 0.5, R̃pb - is the
dimensionless radius) and six converging cones (small voids) of different lengths (measured
from the pore-unit center). The cones from each two adjacent porebodies form a converging-
diverging Biconical abscissa-Asymmetric CONcentric bond (BACON bond). Hence, the size
of the BACON bond along̀ is varying and follows from the simple power functions of pore-
body radii (f(Rpb)) developed earlier [Acharya et al. 2004a]. Depending on the wall curvature
(n), the BACON bonds are the union of two hyperbolic, parabolic or straight cones and hence
possess a narrowest section (i.e.the throat), which is fixed by the intersection of two power
functions that originate from the centers of the adjacent porebodies. For illustration a typi-
cal pore-unit is shown in Figure 6.1a, a typical BACON bond is shown in Figure 6.1b and a
typical network is shown in Figure 6.2. Such a network mimics a porous medium, at least hy-
draulically [Scheidegger 1960; Van Brakel 1975; Acharya et al. 2004a]. For the construction
of such a pore-network an ensemble ofR̃pb is required which has a mean〈R̃pb〉 and a variance
σ̃2

pb [Acharya et al. 2004a]. In the following we introduce the equations of transport both in a
pore-unit and in a pore-network.

6.2.1 Pore-unit scale flow and transport equations

We represent a macroscopic porous medium by a cubic network of elementary pore-units as
shown in Figure 6.1a. Such units may be assumed to be perfectly mixed [De Josselin de Jong
1958]. We ignore the contribution of diffusion (Dm) to transport by assuming that advec-
tion dominates the transport [Van Genuchten and Alves 1982]. Particle-tracking experiments
on pore-network confirmed the validity of this assumption for characteristic Peclet numbers
(Pe` = v`/Dm) approximately between 10 and 104 [Acharya et al. 2004b]. Hence, the equa-
tion for a pore-unit of HYPON is given by

VPU

(∂c

∂t
+

∂s

∂t

)
+∇ · (qc) = 0, (6.1)
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a. b.

Figure 6.2: A 3D Pore-network (a) and a typical connectivity scheme for a cubic lattice with
pores of circular cross section shape (b). The symbolsX, Y , andZ denote coordinate axes,
whereasN is the number of pore-units as specified by the subscripts:NX alongX, NXY in the
XY plane andι is the index of the pore-unit (from [Acharya et al. 2004a]).

whereVPU (seethe list of symbols and notations) is the fluid volume of the pore-unit andc is
the concentration. We assume that sorptions (mass of solute per fluid phase volume) is given
by the Freundlich isotherm

s = kcp, (6.2)

wherek is the Freundlich coefficient (a space function) of adsorption that varies from pore-unit
to pore-unit, i.e.k = k(X, Y, Z). The values ofk are sampled from a random distribution that
has a meanµk and varianceσ2

k [Rusch et al. 1997]. The exponentp is a parameter (0 < p < 1).
A dimensionless indicator of chemical heterogeneity is given by

ηk =
σk

µk

, (6.3)

whereηk is the coefficient of variation ofk. In Eq (6.1), the symbolq denotes the discharge
vector [L3T−1] through bonds similar to that shown in Figure 6.1b. For each bond connected
to two nodes, discharge can be computed with the Hagen-Poiseuille equation

qi,j =
g

ν
`3Gi,j(hi − hj), (6.4)

where subscriptsi andj denote the addresses of nodes (fluid flows fromi to j). Gi,j denotes
the dimensionless bond conductance derived earlier [Acharya et al. 2004a] in which both the
longitudinal as well as cross sectional shapes of bond are taken into account. The size of the
BACON bond along̀ is derived considering the porebody radii of the adjacent porebodies and
the curvature parametern. The constantg is the magnitude of acceleration due to gravity andν
denotes the kinematic viscosity of water. The symbolshi andhj denote the hydraulic heads at
the pore-unit centersi andj. Note that the pore geometry is expressed in terms of pore-to-pore
spacing (̀), i.e. geometric lengths are scaled by`. Equation (6.4) is valid for laminar flow in
a wide range of the Reynolds number and is appropriate for describing flow in the pores [Bear
1972]. For steady state flow, the divergence of discharges at nodes (pore-units) is zero [Acharya
et al. 2004a], which leads to a system of algebraic equations, i.e.

β∑
j

qi,j = 0, j = 1, 2, . . . β, (6.5)

wherej is the index of the adjacent pore-units.
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6.2.2 Network scale transport equations

A pore-network with no-flow lateral boundaries under a constant pressure difference between
inlet and outlet faces yields a 1D-column macroscopically. For such a column the mass balance
equation is given by the CDE,

ε
∂C

∂t
+ (1− ε)ρs

∂S

∂t
+ εv

∂C

∂X
= εDL

∂2C

∂X2
, (6.6)

whereC is the concentration [ML−3] expressed in terms of mass of solute per unit volume of
fluid. DL andε respectively denote the coefficient of longitudinal dispersion and porosity. The
symbolS denotes the adsorbed mass of solute per unit mass of the solid phase [MM−1], usually
expressed in moles of adsorbate per kilogram of dry soil (with a density ofρs). S is obtained by
integratings (Eq (6.2)) over fluid phase volume (Vf ) of the network and dividing by the solid
phase mass, i.e.

S =

∫
Vf

s dVf

Vsρs

, (6.7)

whereVs denotes the solid phase volume, i.e.Vs = (1− ε)V . The symbolV denotes the total
volume of the Euclidian space occupied by the network. The subscriptss andf denote solid
and fluid phases respectively. The adsorption equation is given by the Freundlich isotherm

S = KF Cp, (6.8)

whereKF is the Freundlich adsorption coefficient. After replacing the expression ofS in Eq
(6.6) and dividing both sides of Eq (6.6) by porosity(ε), an average adsorption coefficient for
the fluid-phase can be expressed as

µk = KF (1− ε)ρs/ε. (6.9)

For a chosen value ofKF , the coefficientµk is computed on the basis ofρs andε or vice versa.
For simulations, we generate random distribution ofk (i.e. k1, k2, k3. . .kN ) that has a mean
µk and varianceσ2

k. Further we assign aki to the ith pore-unit and thus we use Eq (6.2) to
calculate sorption in each pore-unit.

The longitudinal dispersion coefficient (DL) follows from pore-scale modeling of non-
reactive transport [Acharya et al. 2004b]. It was found that the dispersivity (αL ∼ DL/v)
can be estimated based on the pore size statistics and therefore, there is no need to consider
non-reactive solute for the purpose of determiningαL [Legatski and Katz 1967; Detwiler et al.
2000]. For a network used here, the dimensionless dispersivity (i.e.α̃L = αL/`) for a particular
〈R̃pb〉 can be estimated as a function ofσ̃pb according to

α̃L(〈R̃pb〉)= B1σ̃
2
pb+B2σ̃pb+α̃0, (6.10)

whereα̃L is valid for a chosen〈R̃pb〉 for which the fitting parameters (B1 andB2) are obtained.
Symbolα̃0 denotes a constant (see Table 6.1). However, the value obtained from Eq (6.10) was
checked by considering a non-reactive transport (i.e.KF = 0) case and thus̃αL was verified
numerically. In addition, these values were further compared withα̃L obtained from particle
tracking results [Acharya et al. 2004b] and therefore, the reliability of Eq (6.10) was affirmed.
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The macroscopic intrinsic (pore water) velocityv is determined with the Dupuit-Forcheimer
equation

v =
QL

Vf

, (6.11)

whereQ is the macroscopic discharge across the pore-network [Acharya et al. 2004a].
We prescribe the initial and boundary conditions given by:

C(X > 0, t = 0) = Cin; C(0, t ≥ 0) = C0;
∂C

∂X
|(0,t>0)= 0;

∂C

∂X
|(L,t≥0)= 0, (6.12)

with C0 > Cin. Under these boundary and initial conditions for timest −→ ∞, Eq (6.6) and
Eq (6.8) with0 < p < 1 lead to the following relations to hold [Van Duijn and Knabner 1990]:

dS(C)

dC
> 0,

d2S(C)

dC2
< 0. (6.13)

6.2.3 Analytical solution

In a physically homogeneous porous medium, Eq (6.6) and Eq (6.8) subject to the boundary
and initial conditions Eq (6.12) lead to a TW [Van der Zee 1990; 1991; Knabner and Van Duijn
1992; Bosma and Van der Zee 1993; Oya and Valocchi 1997]. The non-linearity of adsorption
causes lower concentrations to experience a larger retardation than the higher concentrations,
which opposes the Fickian spreading of front. Consequently, the concentration distribution
C(X, t) approaches a limiting TW front, i.e. theC-front approaches a time-invariant shape and
a constant travel velocity. The TW equation is obtained by assuming that the Local Equilibrium
Assumption (LEA) is valid and performing a Lagrangian transformation given by

η = X − vt/R, (6.14)

where the retardation factor (R) is

R = 1 +
ρs(1− ε)

ε

∆S(C)

∆C
. (6.15)

In Eq (6.15),∆C = C0−Cin and∆S(C) is the corresponding change in the adsorbed amount.
The dimensionless concentration function in the Lagrangian coordinate systemC̃(η) was ob-
tained analytically [Van der Zee 1990; 1991; Bosma and Van der Zee 1993] and reads

C̃(η) =

{ {
1− exp

[
v(η − η∗)(1− p)(R− 1)(RDL)−1

]}m

if (η − η∗) ≤ 0

0 otherwise,
(6.16)

whereC̃ = (C − Cin)/(C0 − Cin) and the parameterm equals to1/(1 − p). The reference
valueη∗ is a constant [Van der Zee 1990; Bosma and Van der Zee 1993].

For non-reactive tracer,DL is obtained by fitting the solution of CDE withKF = 0, given
by [Van Genuchten and Alves 1982],

C̃(X̃, T̃ ) =
1

2

{
erfc

[ X̃ − T̃

2

√
α̃L

˜̀T̃

]
+ exp

( X̃

α̃L
˜̀
)

erfc
[ X̃ + T̃

2

√
α̃L

˜̀T̃

]}
. (6.17)
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In Eq (6.17) it is assumed thatDL ∼ αLv and this assumption is valid for the characteristic
Peclet numbers considered in our simulations [Acharya et al. 2004b]. Further,˜̀= `/L, X̃ =

X/L andT̃ = vt/L. Fitting Eq (6.17) to a breakthrough curve at the outlet face of the pore-
network (X̃ = 1) is done by minimizing the least square differences. In random-walk particle
tracking methodsαL can be obtained with the methods of moments [Sahimi et al. 1986]. The
first derivative ofC̃(X, t) with respect toX gives the probability density function (PDF,f(X))
[Bosma and Van der Zee 1993; Keijzer et al. 2000], i.e.

f(X) = − ∂C̃

∂X
. (6.18)

6.2.4 Equations for spatial moments

Since it has been shown that the validity of Eq (6.16) can be evaluated more accurately with the
method of moments than by comparing front shapes ofC̃, we compute central spatial moments
(M c

n) with the procedure given by Bosma and Van der Zee [Bosma and Van der Zee 1993;
Keijzer et al. 2000]:

M c
n(t) =

∫∞
−∞[X −M1(t)]

nf(X)dX∫∞
−∞ f(X)dX

, M1(t) =

∫∞
−∞ Xf(X)dX∫∞
−∞ f(X)dX

, n = 2, 3 . . . (6.19)

γ =
M c

3√
(M c

2)
3
, κ =

M c
4

(M c
2)

2
, (6.20)

whereM1(t) is the first spatial moment at timet, subscriptn denotes the order of moment,
superscriptc denotes “central”,γ is the coefficient of skewness or the measure of symmetry,
whereasκ is the coefficient of kurtosis or the measure of peakedness or flatness. For a normal
distribution and Fickian-type displacementγ is zero andκ is three. Non-Fickian type plumes
produceγ andκ other than respectively zero and three. For the case of non-reactive tracer
transport (DL ∼ αLv), the moments and the dispersivity (αL) are related according to the
Einstein’s relation [Chandrasekhar 1943], i.e.

αL = 0.5
M c

2(t2)−M c
2(t1)

M1(t2)−M1(t1)
, (6.21)

wheret1 and t2 are the times. For a TW, the second central moment (M c
2), i.e. the spatial

variance of the front, approaches a fixed value asymptotically [Van der Zee 1990; Van Duijn
and Knabner 1990; Van der Zee 1991; Bosma and Van der Zee 1992; Van Duijn et al. 1996;
Oya and Valocchi 1997], which depends on retardation factor, non-linearity of adsorption and
dispersivity.

6.3 Numerical experiments

Imposing a hydraulic head difference across the pore-network in theX-direction, Eq (6.5) is
solved for hydraulic heads and subsequently the discharges through the bonds (i.e. Eq (6.4))
are calculated. The computation of transport in pore-units, i.e. Eq (6.1) depends on these dis-
charges. At the network scale, we can use (wherever applicable) the analytical solution (i.e. Eq
(6.16)) to predict the concentration profiles along the mean flow direction, becausev, DL and
R are known [Bosma and Van der Zee 1992].
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6.3.1 Numerical scheme for transport in pore-units

Under initial and boundary conditions given by Eq (6.12) the numerical scheme for the com-
putation of transport in a pore-unit can be written as

c(i, t + ∆t)− c(i, t) + k[c(i, t + ∆t)]p − k[c(i, t)]p =

∆t

VPU

[∑
j

c(j, t)qj,i − c(i, t)(qPU)i

]

︸ ︷︷ ︸
∆c(i,t)AD

, (6.22)

where the indexj is chosen such thathj > hi. Note thatk = k(i) andk is specific to pore-unit
i. The concentration increment∆c(i, t)AD should be zero or more. The node discharge(qPU)i

is the sum of the flows entering or leaving the nodei, i.e.

(qPU)i =
∑

j

|qj,i|, hj > hi, j = 1, 2, 3 . . . β. (6.23)

Rewriting Eq (6.22) as

c(i, t + ∆t) + k[c(i, t + ∆t)]p = ∆c(i, t)AD + k[c(i, t)]p + c(i, t) = B(i, t + ∆t),(6.24)

the resulting Eq (6.24) is solved with an optimization technique, such as Newton-Raphson [Sun
1996]. For the stability of the scheme, the minimum time step is chosen on the basis of bond
residence times, i.e.

2∆t ≤ min
{

[Vb][q
−1
b ]

}
= min{Tb}, (6.25)

where subscriptb denotes bond,qb is the matrix vector of discharges through the bonds given
by Eq (6.4). Similarly,Vb andTb denote volume and time matrices pertaining to the bonds,
whereVb = volume of bond +1

6
porebody volume (i) +1

6
porebody volume (j) (see [Acharya

et al. 2004a]). Average concentration for each pore-unit is updated at the end of each∆t.

6.3.2 Average concentration function

At designated time steps (À ∆t), the concentrations of pore-units that belong to a particular tier
(at X) of the pore-network are averaged to obtain a flux-averaged dimensionless macroscopic
concentrationC̃(X, t). The tiers are defined as the group of pore-units which possess equal
X-coordinates. To avoid boundary effects, we consider the pore-units of the inner core only
[Reeves and Celia 1996; Held and Celia 2001], i.e. we exclude a 5` thick layer at the no-flow
boundaries. Hence,̃C(X, t) is given by

C̃(X, t) =

[∑Nt

i c(i, t)(|qPU |)i∑Nt

i (|qPU |)i

− Cin

]
1

C0 − Cin

, i = 1, 2, 3 . . . Nt, (6.26)

whereNt denotes the total number of pore-units at the sameX-coordinates. These PUs are
indexed withi. The subscriptt denotes tier. TheX-coordinate is chosen at an interval of`, i.e.
X = 0, 1̀ , 2`, . . . L. The Eq (6.18) is discretized by choosing∂X ≈ `, i.e.

f(X +
1

2
`, t) = −C̃(X + `, t)− C̃(X, t)

`
. (6.27)
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6.4 Simulation cases

We used the same cubic pore-network of size301×61×61 pores that was used earlier to study
the effect of physical heterogeneity on reactive transport of non-linearly adsorbing solutes [Van
der Zee et al. 2004a; Van der Zee et al. 2004b]. With an aim of capturing effects of microscopic
heterogeneity on transport, 15 systematic cases with five different pore-network realizations (as
identified in Table 6.1) of gradually varying physical heterogeneity (S000, S030, S060, S086
and S115) with three different loads of chemical heterogeneity (ηk = 0, ηk = 0.29 andηk =
0.43) were considered. The pore-units were constructed with the curvature parameter (n) equal
to one and the ensemble of dimensionless porebody radii (R̃pb, i.e.R̃pb = Rpb/` [Acharya et al.
2004a]) taken from a random uniform distribution. We introduced a spatially variablek over
the network domain andk is also sampled from a random uniform distribution. Note thatRpb

andk are uncorrelated.
Table 6.1 reveals that network S000 represents a physically homogeneous medium, whereas

the other networks represent physically heterogeneous media. In all networks,〈R̃pb〉 is 0.30,
whereas the standard deviation (σ̃pb) varies from zero (network S000) to 0.115 (network S115).
We compute the coefficient of variationηpb as the ratio of̃σpb to 〈R̃pb〉 (i.e. ηpb = σ̃pb/〈R̃pb〉).
In all cases the macroscopic hydraulic head drop across the network was fixed at 0.07 m. Addi-
tionally, ` = 0.25× 10−3 m andDm = 8.0× 10−10 m2/sec (Taylor’s data, [Taylor 1953]) were
used for Brownian particle tracking model [Acharya et al. 2004b].

Table 6.1: Microscopic and macroscopic input parameters for the numerical experiments

Networks S000 S030 S060 S086 S115

min R̃pb 0.300 0.248 0.204 0.152 0.100

maxR̃pb 0.300 0.352 0.412 0.450 0.500

σ̃pb 0.000 0.030 0.060 0.086 0.115

ηpb 0.000 0.100 0.200 0.287 0.383

ε 0.240 0.243 0.265 0.267 0.285

α̃L 0.434 0.496 0.614 0.764 0.982

µk 8.11 7.96 7.09 6.88 6.39

R 9.11 8.96 8.09 7.88 7.39

Pe` 384 386 430 405 420

Coefficientµk is computed based on fixedKF , the density of the solid phase(ρs) and the
porosity(ε) of the modeled porous medium.α̃L|〈R̃pb〉=0.30 = 32.11̃σ2

pb + 1.072̃σpb + 0.4344 (see
Eq (6.10)).

As Table 6.1 reveals, each network has a different porosity (ε). Consequently, although we
choose the same influent of unit concentration (C0 = 1 g/m3) for injection and same value of
KF , the value of adsorption coefficientµk differs from case to case (Eq (6.9)). The values of
µk presented in the table are calculated on the basis ofρs = 2.6 Mg/m3, KF = 0.982 × 10−3

(Mg/Mg)/(1 g/m3)p and the corresponding porosity(ε). The parameterp is fixed at 0.667.
Further we assumek(X, Y, Z) to be varying over the network, i.e.k differs from pore-unit to
pore-unit but is constant in time. At the network scale, the retardation factorR is calculated
with Eq (6.15). In Table 6.1,̃αL was calculated with Eq (6.10). We also made a cross-check
for two networks (S060 and S086) by routing a non-reactive tracer (i.e.k = µk = 0) with
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two methods: mixing cell model (MCM) and the Brownian particle tracking model (BPTM)
[Acharya et al. 2004b]. Only a slight difference between BPTM and MCM resulted. Hence, the
results obtained with MCM are expected to be valid and the values ofα̃L given in Table 6.1 are
plausible approximations. Additional four networks (S001 (σ̃pb = 0.001), S002 (̃σpb = 0.002),
S003 (̃σpb = 0.003) and S011 (̃σpb = 0.011)) were considered withηk = 0.43 to obtain a
smooth growth rate to porebody heterogeneity relation.

6.5 Results

The primary output of the numerical simulations are the concentration profiles at different times
(see Eq (6.26)). From the concentration profiles we derive PDFs and subsequently compute the
spatial moments of the plume.

6.5.1 Concentration profiles

For illustration we show the dimensionless (numerical) concentration profiles for networks
S000 (ηpb = 0) and S115 (ηpb = 0.383) with different chemical heterogeneity (see Figure
6.3). For predicting concentration profiles for the network, the TW solution (6.16) is used with
upscaled adsorption coefficient given by Eq (6.9). These analytically predicted dimensionless
profiles are also shown in the same figure.

The homogeneous case (ηk = 0 andηpb = 0) of Figure 6.3a shows that the numerical and
analytical profiles agree excellently at larger times, which implies that a TW occurs, i.e. the
numerical front shape and the front velocity become invariant in time. A similar comparison is
shown in Figure 6.3b forηk = 0 andηpb = 0.383, i.e., a physically heterogeneous medium with
homogeneous chemical properties. Unlike in the previous case, slight differences are observed
particularly for small concentrations.

If ηk is fixed at 0.29 for both networks, the figures reveal that the introduced heterogeneity
has more impact on network S000 than that on network S115. This indicates that the presence
of chemical heterogeneity in a physically homogeneous network leads to less favorable condi-
tions for the development of TWs. By further increasing the heterogeneity toηk = 0.43, we
observe a distinct disagreement between the TW equation predictions and the numerical fronts.
The chemical heterogeneity sorts remarkably small effects in a physically heterogeneous net-
work.

6.5.2 Second central moments

For a robust comparison of analytical and numerical results, spatial moments of the migrating
plume are computed [Bosma and Van der Zee 1993; Oya and Valocchi 1997; Keijzer et al.
2000]. For such a computation PDFs are required which are obtained with Eq (6.27). For
illustration, PDFs for two networks (S000 and S115) are shown in Figure 6.4. Figure 6.4
reveals that the introduction of chemical heterogeneity increases the front width in a physically
homogeneous pore-network, whereas the effect of chemical heterogeneity does not produce
significant changes in the results of network S115. Compared to the front spread (2

√
M c

2) for
ηk = 0, the increase in2

√
M c

2 for network S115 (withηk = 0.43) is only 12%, whereas2
√

M c
2

is more than a four fold larger in the network S000 for the same chemical heterogeneity. Figure
6.4 not only indicates that chemical heterogeneity has most effect on a homogeneous network
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Figure 6.3: Dimensionless concentration profiles at different times as a function of fraction
of column length (̃X = X/L) of a pore-network with three different chemical heterogeneity:
ηk = 0 (top row), ηk = 0.29 (middle row) andηk = 0.43 (bottom row) a. network S000
(ηpb = 0) b. network S115 (ηpb = 0.383). HYPON (dashed lines with open circles) indi-
cates the results of numerical simulations from pore-network model HYPON (Eq (6.26)), TW
(solid lines) indicates the analytical TW solution (6.16) with the sameKF (see also Table 6.1).
The labels of curves indicate the times, i.e. the pore volumes of effluent discharged from the
network.
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but also shows more symmetry of the PDF for this case. Furthermore the fluctuations for S000
andηk = 0.43 reveal that the network may be of too small size for adequately representing the
PDF.
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Figure 6.4: Typical PDFs (f(X).`) of concentration profiles in a pore-network with three dif-
ferent chemical heterogeneities:ηk = 0 (top), ηk = 0.29 (middle) andηk = 0.43 (bottom).
a. network S000. b. network S115. Shown are the PDFs (solid lines) and concentration pro-
files (dash-dotted lines) at the chosen times (PV ) as shown in the subplots, i.e. the number of
pore volumes(PV ) discharged from the network. The values of 2

√
M c

2 at timeT̃ = PV are
indicated in the figure.

For a better insight, the second central moments for all cases for different times are shown
as a function of first spatial moment in Figure 6.5. Figure 6.5a reveals that for network S000
with ηk = 0 convergence occurs to the TW, because after some transition lengthM c

2 acquires
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an asymptotic value (b, see Eq (6.28)) [Van der Zee 1990; 1991; Bosma and Van der Zee 1993].
Similar plots for the other networks show a fast increase ofM c

2 which after a transition time
(ttr) is followed by a linear increase. Hence, for larger times the numerically obtained front
variance can be fitted with
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Figure 6.5: Dimensionless second central moments (M c
2/`

2) and fitted lines. Second central
moments (dotted lines) and the fitted lines (solid lines,M̂ c

2/`
2, Eq (6.28)) as a function of

M1/` for three different chemical variation coefficients: a.ηk = 0, b. ηk = 0.29, c. (and
d). ηk = 0.43. The networks are identified with symbols that correspond to Table 6.1. The
networks S001, S002, S003 and S011 haveηk = 0.43 (see Section 6.4).

M̂ c
2(t) = αres[M1(t)−M1(ttr)] + b, t > ttr, (6.28)

whereM̂ c
2(t) is the fitted second central spatial moment at timet that is larger than transition

time (ttr) andαres is the slope. In analogy with Eq (6.21),1
2
αres can be seen as the reduced

dispersivity of non-linearly adsorbing transport,b is the magnitude ofM c
2 at the end of the

transition time (ttr) which we call transition variance or intercept.M1(ttr) is the magnitude of
the first moment at the end of the transition time. Table 6.2 givesαres, b and the coefficients
of correlation (<2) of M c

2 andM̂ c
2 . The table shows that an increase ofαres andb of the fitted

lines M̂ c
2 corresponds to the increase of physical heterogeneity (at constantηk) or chemical

heterogeneity (at constantηpb with some exceptions for smallηk).
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Table 6.2: Parameters of linear-equation fitting to the numerical second central moments

Cases S000 S030 S060 S086 S115

ηk = 0.00

αres/` [-] 0.0000 0.0011 0.0028 0.0070 0.0099

b/`2 [-] 2.7760 4.0046 6.0957 9.7764 16.6647

<2 [-] 0.9999 0.7739 0.9021 0.9312 0.7695

ηk = 0.29

αres/` [-] 0.0788 0.0013 0.0039 0.0076 0.0131

b/`2 [-] 5.2786 5.1949 7.2323 11.1934 18.4815

<2 [-] 0.9919 0.7578 0.9384 0.9211 0.8138

ηk = 0.43

αres/` [-] 0.2103 0.0021 0.0047 0.0085 0.0163

b/`2 [-] 9.1493 6.7939 8.7416 13.0132 20.7906

<2 [-] 0.9717 0.8141 0.9327 0.9178 0.8348

Table 6.3: Parameters of linear-equation fitting for additional networks with chemical variation
coefficientηk = 0.43

Cases S000 S001 S002 S003 S011

αres/` [-] 0.2103 0.0244 0.0148 0.0060 0.0016

b/`2 [-] 9.1493 6.3760 6.1934 5.5854 4.7538

<2 [-] 0.9717 0.9635 0.9314 0.8846 0.8367

See Figure 6.5d.

Additionally, the fitting parameters for S001, S002, S003, and S011 are listed in Table 6.3.
Figure 6.5a shows that the goodness of fitting of the regression equations is acceptable. In

sufficiently large networks, the first derivative of second central moment with respect to the
first spatial moment becomes positive and the second derivative approaches to zero, i.e.

dM c
2

dM1

≥ 0,
d2M c

2

dM2
1

−→ 0. (6.29)

The results forηk = 0.29 in Figure 6.5b, show a large effect of chemical heterogeneity for
the physically homogeneous network. The cases forηk = 0.29 reveal two striking features.
For network S000,M c

2 increases linearly fort > ttr and in view of the symmetry of the PDF,
behavior is Fickian. Furthermore, chemical heterogeneity only slightly affects the trend of
M c

2 for the physically heterogeneous networks. The same observations are made forηk =
0.43. In addition we observe significant fluctuations for S000 (with increasedηk) and also for
increasingηpb. We attribute these fluctuations to an inadequate network size. For the S000-
case, this was also apparent from Figure 6.4. The remarkable dissimilarity between S000 and
the other cases was the motivation for closer consideration of the effect of decreasingηpb-values
(cases of Table 6.3). In Figure 6.5d and Table 6.3 we observe thatαres andb systematically
decrease as the physical heterogeneity increases, until physical heterogeneity prevails. That
means a slight perturbation in physical homogeneity induces a major change in the behavior
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of displacement, i.e. growth rate ofM c
2 decreases immensely. The reason for such a reduction

can be the transversal advection. The parametersαres andb of M̂ c
2 with corresponding<2 for

all three chemical heterogeneities are listed in Table 6.2 and 6.3. From the values of<2 we can
conclude that the results of fitting are quite good.
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Figure 6.6: Slopes (αres/`) and intercepts (transition spatial variance,b/`2) as a function of
the coefficient of variation (ηpb) of porebody radii. Dashed lines forηk = 0 solid lines for
ηk = 0.29, and dash-dotted lines forηk = 0.43 according to Eq (6.30) and Tables 6.4 - 6.5

In Figure 6.6 we showαres andb as a function of physical heterogeneity. A completely dif-
ferent behavior for small and largeηpb is apparent. Also shown in Figure 6.6 are the regression
lines (as a quadratic function ofηpb) according to

ŷ = B1η
2
pb + B2ηpb + B3, (6.30)

where parameters of fitting (B1, B2 andB3) and coefficient of correlation (<2) for both ŷ =
α̂res/` andŷ = b̂/`2 are given in Tables 6.4 and 6.5 respectively.

Table 6.4: Fitting parameters for the growth rate functionŷ = α̂res/` in Equation (6.30)

ηk B1 B2 B3 <2

0.00 0.0529 0.0063 0.0000 0.9937

0.29 0.0836 0.0013 0.0003 1.0000

0.43 0.1349 -0.0150 0.0021 0.9983

See Figure 6.6a.

Equation (6.30) reveals functional relationships between pore size heterogeneity, chemical het-
erogeneity and the macroscopic front spreading. Note that these relations are valid for a par-
ticular mean porebody radii (〈R̃pb〉 = 0.3) and particular chemical heterogeneities (ηk = 0,
ηk = 0.29 andηk = 0.43 with a constantKF ). For the extrapolation of these results more
simulations are needed to firmly base the relations. Unfortunately, the simulations are quite
excessive with respect to the CPU times and memory requirements for which reason we did not
pursue this in the present paper.
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Table 6.5: Fitting parameters for the interception functionŷ = b̂/`2 in Equation (6.30)

ηk B1 B2 B3 <2

0.00 101.2500 -3.1602 2.776 0.9959

0.29 101.3200 -5.1128 4.000 0.9838

0.43 109.1000 -1.4842 5.000 0.9719

See Figure 6.6b.

6.5.3 Higher-order spatial moments

The higher-order spatial central moments are the quantitative measure of spread (M c
2), symme-

try (γ) and peakedness (κ) of concentration distribution function (see section 6.2.4), whereas
the first spatial moment shows the location of front in space. In Figure 6.7 shown are the
third- and fourth-order central moments (i.e. skewness (γ) and kurtosis (κ)) as a function of
dimensionless time, which are commonly used to evaluate the behavior of a migrating plume.

Forηk = 0 with S000, the occurrence of a TW is confirmed with the asymptotic and stable
skewness (γ < 0) and kurtosis (κ > 3) that deviate from Fickian values. As we increase
the chemical heterogeneity (i.e.ηk > 0) with the same network,γ andκ change indicating
to the deviation ofC̃ front from the TW. Thus,γ changes from a negative value to positive
values close to zero andκ fluctuates at values close to three. Because of these fluctuations, it is
difficult to ascertain whether Fickian displacement develops. The fluctuations indicate that the
network size should be increased which, however, was not pursued as a single simulation takes
more than 197 CPU hours on a Pentium 4 (2.6 GHz) machine with 1 GB RAM.

We notice that the influence of chemical heterogeneity has negligible effects on skewness
and kurtosis of the fronts that migrate in physically heterogeneous pore-networks. The concen-
tration front responds with only slight changes to the increase of chemical heterogeneity. The
major conclusion for the physically heterogeneous media (ηpb > 0) is that transport remains
non-Fickian. Hence, we question whether the error equation of type

C̃ =
1

2
erfc

(
X − vt

2
√

DLt

)
(6.31)

is still valid for casesγ 6= 0 andκ 6= 3 with sorption given by Eq (6.2) at the pore level and we
question whether the attempts to extend this equation to describe biogeochemical reactions are
in the right direction or should any other formalization be sought.

6.6 Discussion and conclusions

With the aid of a simple cubic pore-network, we designed 15 cases of transport of non-linearly
adsorbing solutes in porous media. We considered five networks with different physical het-
erogeneity (0 ≤ ηpb ≤ 0.383). For each network, we used three different levels of chemical
heterogeneity (0 ≤ ηk ≤ 0.430). We fixed parameters such as〈R̃pb〉, p, ρs, KF and the hy-
draulic head difference between the outlet and inlet faces of the network. Thus we had a variety
of cases ranging from the chemically and physically homogeneous (ηk = 0 andηpb = 0) to cou-
pled uncorrelated heterogeneous (ηk > 0 andηpb > 0). For a non-linearly adsorbing solute,
the concentration profiles along the mean flow direction of the network were obtained through
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Figure 6.7: Skewness(γ) and kurtosis(κ) of plume as a function of pore volume of the effluent:
a. network S000 (left column); b. network S115 (right column);ηk = 0 (top row),ηk = 0.29
(middle row) andηk = 0.43 (bottom row)
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averaging the concentrations of the pore-units. Our numerical experiments were interpreted
with the TW solution that describes the non-linearly adsorbing transport in porous media, by
comparison with the network results at the macroscopic level. For the homogeneous case (i.e.
ηpb = 0 andηk = 0), the results show that the numerical concentration profiles perfectly match
the profiles predicted by the TW equation [Van der Zee 1990; 1991; Bosma and Van der Zee
1993].

With the growth of either physical or chemical heterogeneity the disagreement between
TW-behavior and numerical concentration distributions becomes distinct. The effect of chem-
ical heterogeneity on a physically homogeneous medium appeared to be more dramatic than
that on the physically heterogeneous medium. With the increase of chemical heterogeneity in a
physically homogeneous medium the difference compared with the TW increases. The contin-
uous growth of the second central moment and the fluctuations ofγ close to zero andκ close
to three may imply that the transport is Fickian.

The case of coupled heterogeneity (ηpb > 0 andηk > 0) also causes that the TW-behavior
does not develop as in this caseM c

2 grows as a function of time with a rate that increases asηpb

increases. This case has stable higher-order moments, i.e.γ < 0 andκ > 3 andγ that are not
much affected byηk. That means that the transport in a physically heterogeneous medium is
always non-Fickian.

a. b.

Figure 6.8: 2D-snapshots of non-linearly adsorbing plume-migration in chemically heteroge-
neous porous media. a. in physically homogeneous pore-network; b. in physically heteroge-
neous pore-network. The front is progressing from the left to the right.

With the introduction of heterogeneity, transversal mass transfer occurs. This leads to the
reduction of displacement velocities in the longitudinal direction [Sahimi and Imdakm 1988].
Due to transversal mass loss, fast moving fingers become slower as sorption is non-linear
whereas at slower fingures, transversal gain of mass will make them faster. Also in the case
whenηk > 0 andηpb = 0 andDm = 0 we observe fingering (see the 2D-snapshot in Figure
6.8a) and the growth rate (αres) of M c

2 is large.
Obviously, fingering developed here is due to the “clutch and release” effect, i.e. the pore-

units along the flow axis impose randomly high or low retardation depending on the value ofk.
In the pore-units with lowk the dispersion prevails whereas in the pore-units with highk front
gets acutely retarded. Because of this each row of pore-units along the flow axis shows a dif-
ferent position of the first spatial moment in the 2D plane. Hence, although the front is locally
narrow the macroscopicM c

2 is large because of large variations in the first spatial moments
of individual rows of pore-units in the mean flow direction. Now question arises whether this
phenomenon is realistic in porous media. For that purpose we used our additional experiments
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on networks: S001 (̃σ = 0.001), S002 (̃σ = 0.002), S003 (̃σ = 0.003) and S011 (̃σ = 0.011)
with ηk = 0.43. With a slight perturbation (saỹσ = 0.001) the slopeαres was reduced ten fold
from 0.2103̀ to 0.0244̀ (see Table 6.3). The reason of such a change is that by introducing
heterogeneity we enhance the transversal mass transfer that causes a reduction in the growth
of M c

2 . From this we can understand that transversal dispersion is crucial. A pore-network
of equal sized pore-units acts as a bundle of hydraulically non-interacting parallel tubes with
periodically (randomly along the flow axis) chemical properties (i.e.k) where a “clutch and re-
lease” effect is produced because of which theM c

2 manifests large growth. This manifestation
is the price we pay for our assumption thatDm is zero and the porous medium is composed of
same sized pores. From this it is clear that without considering transversal dispersion a real-
istic impression of the spread of the front spreading in a homogeneous idealization of porous
media is impossible. Fortunately, real porous media including bed of uniform beads are made
of differently sized pores [Yanuka et al. 1986] and the pore-networks are the model of such
beds. IgnoringDm in such pore networks, the transversal advection is compensated, as the
physicochemical heterogeneity (ηpb > 0 andηk > 0) does not produce essential different ef-
fects compared to those ofηpb > 0 andηk = 0. The combination of physical and chemical
heterogeneity has little effects as is seen in the snapshot shown in Figure 6.8b. This snapshot
is very similar to a case of physically heterogeneous medium withηk = 0 shown in Figure
5.10b. A quantitative analysis cannot be done based on this snapshot as it was produced for a
pore-network of size101× 47× 47 which is too small.

We conclude that fingering process is an unavoidable process and this process enhances the
migration of solutes both in transversal and longitudinal directions. Hence, transversal disper-
sion cannot be ignored [Van der Zee et al. 2004a; Van der Zee et al. 2004b]. In combination
with non-linear sorption, an essential new displacement behavior develops. The transport be-
havior of non-linearly adsorbing solutes in heterogeneous media, reveals a linear growth ofM c

2

as a function of time after a short transition period. Typical of this behavior is that it is neither
according to a TW nor is it Fickian. Consequently, no analytical solutions are yet available,
whereas at the same time it is questionable to describe non-linear transport using a CDE with a
non-linear sorption term.
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Chapter 7

General conclusions

7.1 Upscaling permeability

In Chapter 2, we developed a new technique for discretization of continuum space into a hy-
draulic pore-network (HYPON). This technique revealed that regardless of the type of pore-
body size distribution the throat size of the bonds obeys a Gamma-type distribution, which
indeed was an experimentally observed pore-size distribution. Also other morphological prop-
erties of HYPON are similar to those of the physically based network models. The study of
diagenesiswith HYPON revealed non-unique porosity-permeability relations, which are af-
fected by the location of filling or scouring in the pore space. It provided insight how the
simulated flow field should be handled if biogeochemical interactions affect the pore size (due
to dissolution or clogging). For example, if interactions affect the porebody sizes then the sen-
sitivity of permeability is secondary to porosity. The practical implication is that there is no
need of updating the pressure field frequently in case of e.g. a gradually dissolving solid matrix.
On the other hand, in case of clogging in the bonds, the sensitivity of porosity is secondary to
permeability. In this case it is necessary to update the pressure field frequently. Additionally,
the representative size of the pore-network that produces an asymptotic permeability is also de-
termined. For the systems considered here, the network should comprise of at least25×15×15
pore-units.

7.2 Upscaling dispersion

Modeling with the Brownian Particle Tracking Model (BPTM) revealed that our particle track-
ing algorithm matches the experimentally found single tube dispersion coefficient, provided
that the same method is used to process First-arrival Times Distribution (FTD) data (Chapter
3). The study also revealed the limitations of different methods for temporal and spatial data
processing. In general, we conclude that the presented network model with particle tracking
is a robust tool for calculating the macroscopic longitudinal dispersion coefficient. We have
introduced a new method to determine longitudinal dispersion coefficient from FTDs. The new
method works for the full range of characteristic Peclet numbers (Pe`), provided that for large
Peclet number a sufficiently large number of particles is used. Nodal jump conditions should
include molecular diffusion and allow jumps in the upstream direction, and a parabolic velocity
profile in the tubes should be implemented. Then, good agreement with experimental evidence
is found for the full range ofPe`, including increasedDL for increased porous medium hetero-
geneity. However, BPTM is computationally not attractive.
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Alternatively modeling with the Mixing Cell Model (MCM) revealed that for numerically
deriving an asymptotic dispersivity (∼ (dispersion coefficient)/velocity) at least a33× 23× 23
network is required. The dispersivity in MCM is systematic and can be related to the porebody
size heterogeneity. A family of such relations is found through regression and we recommend
choose the iteration time step as described in Chapter 4. Hence, while considering to reactive
transport analytically, there is no need of routing a non-reactive tracer just for determining the
hydrodynamic (numerical) dispersion. The numerical dispersion with an iteration time step
used here, MCM can mimic the dispersion produced by a BPTM with the plug-like intra-
pore velocity profile, which is still smaller than the actual dispersion with parabolic intra-pore
velocity profile. In BPTM the “so-called” microscopically homogeneous medium cannot be
treated with plug-like intra-tube velocity profile as it leads to onlydiffusionnot tohydrodynamic
dispersion. In general, MCM proves to be a flexible model and numerical dispersion can be
well controlled with iteration time step. Additionally, MCM is much more attractive with
respect to simulation times and can take linearly or non-linearly reactive solutes transport into
account.

7.3 Upscaling reactive transport

The network modeling of non-linearly adsorbing solutes transport revealed that to capture an
asymptotic growth rate of second central moment at least a million pore units are required.
Hence, our numerical experiments that base on301 × 61 × 61 sized network reveal that non-
linearly adsorbing transport fronts in homogeneous media approach traveling waves, which
indeed is theoretically expected. With the growth of heterogeneity the disagreement between
the traveling waves and numerical concentration distributions becomes noticeable and can be
better quantified with the method of moments. Although, a steady growth of second central
moments was observed in response to the increase of pore-size heterogeneity, the higher-order
moments indicate that the front is non-Fickian/non-Gaussian. The growth rate of second central
moments is a quadratic function of the standard deviation of pore-sizes and therefore, it can be
systematically estimated. A few relations have been derived in Chapter 5.

The results of modeling of non-linearly adsorbing solutes transport in both physically and
chemically (uncorrelated) heterogeneous media (Chapter 6) revealed that with the growth of ei-
ther physical or chemical heterogeneity the disagreement between traveling wave behavior and
numerical concentration distributions becomes distinct. The effect of chemical heterogene-
ity on a physically homogeneous medium appears more dramatic than that on the physically
heterogeneous medium. With the increase of chemical heterogeneity in a physically homo-
geneous medium the difference compared with the traveling wave increases. The continuous
growth of the second central moment and the fluctuations of skewness coefficient close to zero
and kurtosis-coefficient close to three may imply that the transport is Fickian. Also for the
case with physically and chemically heterogeneous media, traveling wave behavior does not
develop as in this case the second central moment grows as a function of time with a rate that
increases as pore-size heterogeneity increases. This case seems to obey the non-Fickian/non-
Gaussian regime. Hence, in both cases fingering occurs but the impact of the fingering differs.
For example, with a heterogeneous chemistry in a physically homogenous medium the front
is locally narrow and sharp, whereas in comparison in the physically heterogeneous medium it
is wider. That indicates that transversal dispersion is crucial. A pore-network of equal sized
pore-units acts as a bundle of hydraulically non-interacting parallel tubes with periodically
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(randomly along the flow axis) chemical properties where a “clutch and release” effect is pro-
duced because of which the second central moment manifests large growth. This manifestation
is the price we pay for our assumption that molecular diffusion is zero and the porous medium
is composed of equal sized pores. From this it is clear that without considering transversal dis-
persion a realistic impression of the size of the front spreading in a homogeneous idealization
of porous media is impossible.

For a non-linearly adsorbing solute transport, we can conclude that the combination of
uncorrelatedphysical and chemical heterogeneity has little effects compared with the effects
of a single heterogeneity. Fingering of plumes originates from heterogeneity and is therefore an
unavoidable process that enhances the migration of solutes both in transversal and longitudinal
directions. Hence, transversal dispersion should not be ignored while simulating transport. In
combination with non-linear sorption, an essential new displacement behavior develops. The
transport behavior of non-linearly adsorbing solutes in heterogeneous medium reveals a linear
growth of second central moment as a function of time after a short transition period. Typical of
this behavior is that it is neither according to a traveling wave nor is it Fickian. Consequently,
no analytical solutions are yet available, whereas at the same time it is questionable to describe
non-linear transport using a convection-dispersion equation with a non-linear sorption term.
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Summary

The problem of contaminants in the sub-soils (porous media) has been a widely spoken issue in
the recent years. Thebiogeochemicalreactions that take place in porous media and the trans-
port of solutes are very complex processes that we wish to understand. This thesis makes a
contribution to the understanding of the complexities of these processes. The thesis describes a
rigorous numerical technique for upscaling the flow and transport from individual pores to the
core scale. In this thesis, geometric properties of pores are emphasized, the physics and chem-
istry in the pore are described by exact equations and a suitable averaging procedure is applied
to upscale the pore-scale processes to the core-scale. Hydraulic pore-network model HYPON
is used as an elementary tool forupscaling. Throughupscalingthe key macroscopic parame-
ters of the flow and the convection-dispersion equations are deduced and functional relations of
these parameters to the pore-size heterogeneity are explored. The study of concentration front-
behavior is emphasized. This thesis contains seven chapters. The first chapter introduces the
problem, objective and the approach of the research, whereas the last one summarizes the major
findings and the conclusions of the research. The remaining chapters, namely from Chapter 2
through Chapter 6, describe different themes of the research but share a common thread, theup-
scaling. Some overlaps between these five chapters are caused due to the fact that each chapter
is an independently-readable already-published or partially-published article. In the following
the procedure of research is outlined followed by the conclusions.

In Chapter 2, we develop a new technique for the construction of a comparatively realistic
pore-network model. According to this technique, the continuum domain is discretized into a
network of pore-units with converging-diverging architecture. The morphological characteris-
tics of such a network are compared with those of physically based pore-networks. Further,
the porosity-permeability relations of this network are upscaled. Steady-state conditions are
imposed on the network and the Kirchoff problem is solved numerically by using precondi-
tioned conjugate gradients. The solution provides an intrinsic permeability of the network. For
an asymptotic value of intrinsic permeability a representative size of pore network is deduced
by using the Monte Carlo technique and this size is verified with the effective medium theory.
Additionally, the results are verified also with the Carman-Kozeny theory. With several realiza-
tions of pore sizes we derive permeability for realistic porosity ranges reported in the literature.
The non-unique porosity-permeability relations are explored assuming diagenesis either in the
large voids (porebodies) or in the converging-diverging capillary space (bonds). We expect
that that will provide an insight whether it is necessary to periodically update the pressure field
while simulating certain cases of reactive solutes transport.

Chapter 3 and 4 deal with the quantification of local displacements due to Brownian motion
caused by molecular diffusion (Dm) and advection of non-reactive tracer particles and focus on
upscaling such pore-scale displacements to a macroscopic parameter known as the longitudinal
dispersion coefficient (DL) for a core. For this purpose we develop two models: the Brownian
Particle Tracking Model (BPTM) and the Mixing Cell Model (MCM). Chapter 3 describes
the procedure of BPTM development and extensively elucidates the results from this model.
We start with developing BPTM for a Taylor’s capillary tube and verify it by reproducing the
Taylor’s laboratory experiments. Then the model is extended to the network scale. The results
obtained from BPTM for the network are compared with the theoretical model of Saffman
(1960) and with the experimental data compiled by earlier researchers. Different intra-pore
velocity profiles are considered. Different types of jump conditions at the intersections of pores
and different regimes with respect to characteristic Peclet number (Pe` = v`/Dm, where
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` denotes lattice constant (themean pore length), andv denotes the intrinsic velocity in the
mean flow direction) are considered. Also the impact of physical heterogeneity of the pore
sizes on longitudinal dispersion is analyzed numerically. The data are generated with two
approaches: at designated time intervals the positions of the particles are scanned to obtain
a Spatial Positions Distribution (SPD) or alternatively the particles are injected from the inlet
of the network and produced at the outlet to obtain a First-arrival Times Distribution (FTD).
The method of moments is used for processing the BPTM data. A new method for FTD data
processing is introduced to achieve an agreement between the results originated from FTDs and
SPDs.

In Chapter 4, we develop a MCM and use it to obtainDL for HYPON. The starting point is
the determination of the representative size of the pore-network that can produce an asymptotic
magnitude ofdispersivity(αL ∼ DL/v). Then the functional relationship ofαL and the pore-
size heterogeneity is explored. Also, attention is paid on how these relations respond to the
value of the iteration time∆t. Finally, these relations are verified in big pore-networks and
thus, asymptotic magnitudes ofαL are validated. In the next-step we verify whether MCM is
plausible for quantifying dispersivity. For that purpose five large networks of gradually varying
pore-size heterogeneity are considered and the dispersivity with BPTM model was computed,
to compare with MCM results.

The upscaling problem of non-linearly reactive transport is dealt in Chapters 5 and 6. In
Chapter 5, numerical simulations are aimed at whether in physically heterogeneous porous
media (differently sized pores) traveling wave behavior develops. For this purpose, the starting
point is again the determination of a representative size of pore-network. Then several cases
with different pore-size variance are designed and the transport of solutes that obey Freundlich
isotherm is simulated. The network of equal sized pores with homogeneous chemical properties
is a special case of interest because in such a network theoretically a traveling wave behavior
should develop. Additionally, the size of the front spreading for this case can be graphically
determined according to the simplified moment equation of traveling wave developed by Bosma
and Van der Zee (1993). This case is also a reference bench mark for other cases. In addition to
the direct comparison of numerical and theoretical (analytical) fronts, the (dis) agreement of the
two is judged with the method of moments (up to fourth order). Then the functional relations
of the moment growth rates to pore-size statistics are derived.

Chapter 6 elucidates on non-linearly adsorbing solutes transport in porous media of com-
bined heterogeneities: physical (pore size variance≥ 0) as well as chemical (chemical property
of each pore different). We examine how the growth rates of second central spatial moments
respond to the chemical and physical heterogeneities. Efforts are aimed at understanding the
competition of chemical and physical heterogeneities. Attention is paid on exploring when
one or the other heterogeneity prevails in determining the fate of the plume. Additionally, the
reasons of fingering development during non-linearly reactive transport are touched upon.

In Chapter 7 we summarize and generalize the conclusions of the above five chapters. A
short summary of conclusions follows:

The new technique (Chapter 2) for discretization of continuum space into a hydraulic pore-
network (HYPON) revealed that regardless of the type of porebody size distribution the throat
size of the bonds obeys a Gamma-type distribution, which in indeed was an experimentally
observed throat-size distribution. Also other morphological properties of HYPON are similar
to those of the physically based network models. The study ofdiagenesiswith HYPON showed
that non-unique porosity-permeability relations are inevitable and are greatly influenced by
the location of filling or scouring in the pore space. For example, if a solute precipitates in
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large voids (porebodies) then the permeability is less sensitive than the porosity. The practical
implication is that in this case there is no need of updating the flow field frequently. On the other
hand, if the contaminant becomes adsorbed in the capillary space (bonds) then the permeability
is more sensitive than porosity and as a consequence, during transport simulation the flow field
needs to be updated periodically. Additionally, the representative size of the pore-network that
produces an asymptotic permeability is also determined, which, for the system considered here,
needs to comprise of at least25× 15× 15 pore-units.

We conclude that the presented network model with particle tracking is a robust tool for cal-
culating the macroscopic longitudinal dispersion coefficient (Chapter 3). We have found a new
method to determine longitudinal dispersion coefficient from FTDs. The new method works
for the full range of characteristic Peclet numbers (Pe`), provided that for large Peclet numbers
a sufficiently large number of particles is used. Nodal jump conditions should include molecu-
lar diffusion and allow jumps in the upstream direction, and a parabolic velocity profile in the
tubes should be implemented. Then, good agreement with experimental evidence is found for
the full range ofPe`, including increasedDL for increased porous medium heterogeneity. Also
BPTM results match the experimentally found single tube dispersion coefficient, provided that
the same method is used to process FTD data. The limitations of different methods for tem-
poral and spatial data processing are also explored. However, BPTM is computationally not
attractive.

The alternative modeling with the MCM revealed that for deriving an asymptotic disper-
sivity (∼ (dispersion coefficient)/(magnitude of velocity)) at least a33 × 23 × 23 network is
required (Chapter 4). The dispersivity in MCM is systematic and can be related to the pore-
body size statistics. A family of such relations is found through regression. Hence, while
considering a reactive transport analytically, there is no need of routing a non-reactive tracer
just for determining the hydrodynamic dispersion. The dispersion with an iteration time step
used here, mimics the physical dispersion produced by a BPTM with the plug-like intra-pore
velocity profile, which is still smaller than the actual dispersion with parabolic intra-pore veloc-
ity profile. In BPTM the “so-called” microscopically homogeneous medium cannot be treated
with the plug-like intra-tube velocity profile as it leads to onlydiffusionnot tohydrodynamic
dispersion. In general, MCM proves to be a flexible model and numerical dispersion can be
well controlled with iteration time step. Additionally, MCM is more attractive with respect to
simulation times and can take linearly or non-linearly reactive solutes transport into account.

The network modeling of non-linearly adsorbing solutes transport revealed that to capture
an asymptotic growth rate of second central moment at least a million pore units are required
(Chapter 5). Hence, our numerical experiments based on301 × 61 × 61 sized network re-
veal that fronts of the non-linearly adsorbing solute transport in homogeneous media approach
traveling waves, which indeed is theoretically expected. With the growth of heterogeneity the
disagreement between the traveling wave predictions and numerical concentration distributions
becomes noticeable and can be better assessed with the method of moments. Although a steady
growth of second central moments was observed in response to the increase of pore-size het-
erogeneity, the higher-order moments indicate that the front is non-Fickian/non-Gaussian. The
growth rate of second central moments is a quadratic function of the standard deviation of
pore-sizes and therefore, it can be systematically estimated. A few relations have been derived.

The results of modeling of non-linearly adsorbing solutes transport in physically and chem-
ically coupled but uncorrelated heterogeneous media (Chapter 6) revealed that with the growth
of either physical or chemical heterogeneity the disagreement between traveling wave behavior
and numerical concentration distributions becomes distinct. More importantly, the competi-
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tion between the physical and chemical heterogeneities is apparent. With the decrease of one
heterogeneity, another starts to prevail. The effect of chemical heterogeneity on a physically ho-
mogeneous medium appears more dramatic than for a physically heterogeneous medium. With
the increase of chemical heterogeneity in a physically homogeneous medium the difference
compared with the traveling wave increases. Also for the case with physically and chemically
heterogeneous media, traveling wave behavior does not develop as in this case second cen-
tral moment grows as a function of time with a rate that increases as pore-size heterogeneity
increases. This case seems to obey non-Fickian/non-Gaussian regime. Hence, in both cases
fingering appears but impact of the fingering on plume spreading differs. For example, with a
heterogeneous chemistry in a physically homogenous medium the front is locally narrow and
sharp, whereas in the physically heterogeneous medium it is in comparison broader. That in-
dicates that transversal dispersion is crucial. A pore-network of equal sized pore-units acts as
a bundle of hydraulically non-interacting parallel tubes with periodically (randomly along the
flow axis) distributed chemical properties where a “clutch and release” effect is produced be-
cause of which the second central moment manifests large growth, whereas the front is locally
sharp and narrow. From this it is clear that without considering transversal dispersion a realistic
impression of the size and the behavior of the plume-spreading in a homogeneous idealization
of porous media is impossible.

In general, we conclude that in comparison with that of a single heterogeneity, the combina-
tion of uncorrelatedphysical and chemical heterogeneity has little effects. Fingering of plumes
originates from heterogeneity and is therefore an unavoidable process that enhances the migra-
tion of solutes both in transversal and longitudinal directions. Hence, transversal dispersion
should not be ignored while simulating transport. In combination with non-linear sorption, an
essential new displacement behavior develops. The transport behavior of non-linearly adsorb-
ing solutes in heterogeneous medium reveals a linear growth of second central moment as a
function of time after a short transition period. Typical of this behavior is that it is neither
according to a traveling wave nor is it Fickian. Consequently, no analytical solutions are yet
available, whereas at the same time it is disputable to describe non-linear transport using a
convection-dispersion equation with a non-linear sorption term.



Samenvatting

Het probleem van verontreinigingen in de ondergrond (poreuze media) heeft de afgelopen jaren
veel aandacht gekregen. Debiogeochemischereacties die in poreuze media plaatsvinden en het
transport van opgeloste stoffen zijn zeer complexe processen, die wij graag wensen te door-
gronden. Dit proefschrift draagt bij aan het begrijpen van de complexiteit van deze processen.
In het proefschrift wordt een nauwkeurige numerieke methode beschreven voor het opschalen
van de stroming en transport in individuele poriën naar decore scale(letterlijk: de schaal van
boorkernen). In dit proefschrift worden de geometrische eigenschappen van poriën benadrukt,
de fysische en chemische eigenschappen in de porie worden door exacte wiskundige formules
beschreven en wordt een geschikte procedure toegepast voor het uitmiddelen, over decore
scale, van de processen op porieschaal, om zo tot een correcte opschalingsmethode te komen.
Het hydraulische porienetwerkmodel HYPON wordt gebruikt als basisinstrument voor deop-
schaling. Door middel vanopschalingworden de essentiële macroscopische parameters van
de stroming en de convectie-dispersievergelijkingen afgeleid en worden wiskundige relaties
tussen deze parameters en de heterogeniteit in de poriegrootte onderzocht. Extra nadruk wordt
gelegd op het gedrag van de concentratiefronten. Dit proefschrift bevat zeven hoofdstukken.
Het eerste hoofdstuk beschrijft het probleem, het doel en de aanpak van het onderzoek, terwijl
het laatste hoofdstuk de belangrijkste bevindingen en conclusies van het onderzoek samenvat.
In de andere hoofdstukken, met name Hoofdstuk 2 tot en met 6, worden verschillende thema’s
van het onderzoek beschreven, maar hebben als rode draad hetopschalingsproces. Enig overlap
tussen deze vijf hoofdstukken wordt veroorzaakt door het feit dat elk hoofdstuk een onafhanke-
lijk te lezen artikel is dat of in zijn geheel of gedeeltelijk al gepubliceerd is. Hieronder wordt
de gebruikte onderzoeksmethode in grote lijnen aangegeven gevolgd door de conclusies.

In Hoofdstuk 2 ontwikkelen we een nieuwe methode voor de constructie van een relatief
realistisch porienetwerkmodel. Volgens deze methode wordt het continue domein verdeeld in
een netwerk van porie-eenheden met een convergerende-divergerende opbouw. De morfol-
ogische eigenschappen van zo’n netwerk worden vergeleken met die van zogenaamdephysi-
cally based pore-networks. Verder worden de porositeit-doorlatendheid relaties van dit netwerk
opgeschaald. Steady-state condities worden aan het netwerk opgelegd en het Kirchoff probleem
wordt numeriek opgelost door methode vanpreconditioned conjugate gardients. De uitkomst
verschaft een intrinsieke doorlatendheid van het netwerk. Voor een asymptotische waarde van
de intrinsieke doorlatendheid is een representatieve grootte van het porienetwerk afgeleid met
behulp van Monte Carlo methoden, waarbij deze grootte wordt geverifieerd met de theorie van
effectieve media. Bovendien worden de resultaten geverifieerd met de Carman-Kozeny theorie.
Met behulp van verscillende poriegrootterealisaties leiden wij doorlatendheid af voor een realis-
tische range in porositeit, als vermeld in de literatuur. De niet-unieke porositeit-doorlatendheid
relaties worden onderzocht waarbij is aangenomen datdiagenesisofwel plaatsvindt in de grote
leegtes (porielichamen) of in de convergerende-divergerende capillaire ruimtes (bindingen).
Wij verwachten dat dat inzicht zal geven in de relevantie van het periodiek bijwerken van het
drukveld tijdens de simulatie van bepaalde gevallen van reactief transport van opgeloste stof-
fen. Hoofdstuk 3 en 4 behandelen de kwantificering van locale verplaatsingen als gevolg van
Brownian motionveroorzaakt door moleculaire diffusie (Dm) en advectie van nonreactieve
tracerdeeltjes en richten zich op het opschalen van zulke verplaatsingen op de porieschaal naar
een macroscopische parameter, bekend als de longitudinale dispersiecoëfficient (DL) voor een
boorkern. Voor dit doel hebben wij twee modellen ontwikkeld: hetBrownian Particle Tracking
Model (BPTM) en hetMixing Cell Model(MCM). Hoofdstuk 3 beschrijft de procedure van
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de ontwikkeling van BPTM en de resultaten van dit model worden uitgebreid toegelicht. We
beginnen met de ontwikkeling van BPTM voor Taylors capillaire buis en de validatie ervan
door Taylors laboratoriumexperimenten te reproduceren. Vervolgens wordt het model uitge-
breid naar de netwerkschaal. De met BPTM verkregen resultaten voor het netwerk worden
vergeleken met het theoretische model van Saffman (1960) en met de experimentele data bi-
jeengebracht door eerdere onderzoekers. Verschillende intra-porie snelheidsprofielen worden
beschouwd. Verschillende typenjump conditionsworden beschouwd bij het snijpunt van poriën
en verschillende regimes met betrekking tot het karakteristieke peclet getal (Pe` = v`/Dm,
waarin` de roosterconstante (lattice constant) is (degemiddelde porie lengte), env de intrin-
sieke snelheid in de gemiddelde stromingsrichting). Ook wordt de impact van fysieke hetero-
geniteit in de poriegrootte op de longitudinale dispersie numeriek geanalyseerd.

De data worden door twee verschillende aanpakken gegenereerd: in de eerste aanpak wor-
den op gezette tijdsintervallen de posities van de deeltjes gescanned om eenSpatial Positions
Distribution (SPD) te verkrijgen. In de tweede methode worden de deeltjes geı̈njecteerd in
de ingang van het netwerk en opgevangen aan de uitgang om eenFirst-arrival Times Distri-
bution (FTD) te verkrijgen. De methode van momenten wordt gebruikt om de BPTM data
te verwerken. Een nieuwe methode wordt geı̈ntroduceerd om de FTD data te verwerken om
overeenstemming te bereiken tussen de resultaten van FTD en SPD. In Hoofdstuk 4 ontwikke-
len we een MCM en gebruiken dit voor de bepaling vanDL voor HYPON. Het startpunt is de
bepaling van de representatieve grootte van het porienetwerk welke een asymptische waarde
van de dispersiviteit (αL ∼ DL/v) oplevert. Daarna wordt de functionele relatie tussenαL en
de heterogeniteit van de poriegrootte onderzocht. Ook wordt aandacht besteed aan hoe deze
relaties afhangen van de discretisatie in de tijd∆t. Teslotte worden deze relaties geverifieerd in
grote porienetwerken en op die manier worden de asymptotische waarden vanαL gevalideerd.
In een volgende stap controleren we of MCM bruikbaar is voor de kwantificering van de dis-
persiviteit. Voor dit doel worden vijf grote netwerken beschouwd, variërend in de mate van
heterogeneit in de poriegrootte, en wordt de dispersiviteit met een BPTM model berekend, ter
vergelijking met resultaten verkregen met MCM.

Het probleem van het opschalen van niet-lineair reactief transport wordt behandeld in Hoofd-
stukken 5 en 6. In Hoofdstuk 5 worden numerieke berekeningen uitgevoerd om te zien of in
poreuze media met fysische heterogeneniteit (variërende poriegrootte) lopende golven wor-
den gevormd. Weer wordt begonnen met de bepaling van een representatieve grootte van het
porienetwerk. Vervolgens worden een aantal realizaties met verschillende varianties van de
poriegrootte gegenereerd en wordt transport gesimuleerd van verbindingen welke zich gedra-
gen volgens de Freundlich isotherm. Het netwerk met constante poriegrootte en homogene
chemische eigenschappen is van speciaal belang omdat in een dergelijk netwerk theoretisch
gezien lopende golven zouden moeten ontstaan. Ook kan voor dit geval de mate van frontsprei-
ding grafisch worden bepaald volgens de vereenvoudigde momentenvergelijking ontwikkeld
door Bosma en Van der Zee (1993). Bovendien is het homogene geval een referentiepunt voor
de andere gevallen. Naast de directe vergelijking van de numerieke en de theoretische (ana-
lytische) fronten, wordt de mate van overeenstemming tussen de twee beoordeeld met behulp
van de momentenmethode (tot en met de vierde orde). Daarna worden de functionele relaties
tussen de groeisnelheden van de momenten en de statistieken van de poriegrootte afgeleid.

Hoofdstuk 6 gaat in op niet-lineair transport van sorberende verbindingen in poreuze me-
dia met gecombineerde heterogeniteit: zowel fysisch (variantie van de poriegrootte≥ 0) als
chemisch (de chemische eigenschappen van iedere porie verschilt). We onderzoeken hoe de
groeisnelheden van de tweede centrale ruimtelijke momenten afhangen van de fysische en



Samenvatting 133

chemische heterogeniteiten. Ons onderzoek is gericht op het begrijpen van de competitie tussen
de fysische en chemische heterogeniteiten. Aandacht wordt besteed aan wanneer welke vorm
van heterogeniteit van de pluim domineert. Ook worden de oorzaken van de vorming van
“fingers” tijdens niet-lineair transport besproken.

In Hoofdstuk 7 worden de conclusies van de voorgaande vijf hoofdstukken samengevat en
gegeneraliseerd. Een korte samenvatting van de conclusies is als volgt:

De nieuwe techniek (Hoofdstuk 2) voor discretisatie van de continue ruimte tot een hy-
draulisch porienetwerk (HYPON) heeft getoond dat onafhankelijk van het type verdeling van
de grootte van de porielichamen, de halsgrootte van de bindingen een Gamma-type distributie
volgt, wat inderdaad ook een experimenteel waargenomen halsgrootteverdeling is. Ook andere
morfologische eigenschappen van HYPON komen overeen met die van op fysica gebaseerde
netwerkmodellen. Het onderzoek naardiagenesismet HYPON liet zien dat het onvermijdelijk
is dat porositeit-doorlatendheid relaties niet uniek zijn en dat ze in grote mate worden beı̈nvloed
door de locatie van het vullen en leeglopen van de porieruimte. Bijvoorbeeld, als een oploss-
ing neerslaat in grote lege ruimtes (porebodies), dan is de doorlatendheid minder gevoelig dan
de porositeit. De praktische consequentie is dat in dat geval er geen noodzaak is om het stro-
mingsveld frequent opnieuw te berekenen. In het andere geval, als de vervuiling geadsorbeerd
wordt in de capillaire ruimte (bindingen) dan is de doorlatendheid gevoeliger dan de porositeit,
met als gevolg dat gedurende de transportsimulatie het stromingsveld regelmatig opnieuw
moet worden berekend. Daarbij wordt ook de representatieve grootte van het porienetwerk
dat een asymptotische doorlatendheid produceert bepaald, wat, voor het systeem dat we hier
beschouwen, ten minste25× 15× 15 porie-eenheden moet bevatten.

We concluderen dat het gepresenteerde netwerkmodel met “particle tracking” een robuuste
methode is om de macroscopische longitudinale dispersiecoëfficient te berekenen (Hoofdstuk
3). Wij hebben een nieuwe methode gevonden om longitudinale dispersiecoëfficienten van
FTDs te bepalen. De nieuwe methode kan toegepast worden voor de volledige range van
karakteristieke Pecletgetallen (Pe`), onder voorwaarde dat voor de grote Pecletgetallen een
voldoende groot aantal particles wordt gebruikt. “Nodal jump conditions” moeten molecu-
laire diffusie bevatten en sprongen in de stroomopwaartse richting toelaten, en in de buizen
moet een parabolisch snelheidsprofiel geı̈mplementeerd worden. In dat geval is er een goede
overeenstemming met de experimentele uitkomsten voor de volledige range van (Pe), waaron-
der een verhoogdeDL voor een verhoogde heterogeneniteit van het poreuze medium. Ook de
BPTM resultaten komen overeen met de experimenteel gevonden dispersiecoëfficient voor een
enkelvoudige buis, onder voorwaarde dat dezelfde methode wordt gebruikt om de FTD data te
verwerken. De beperkingen van de verschillende methodes voor het verwerken van temporele
en ruimtelijke gegevens worden ook uiteengezet. Echter, BPTM is vanuit rekenkundig oogpunt
niet aantrekkelijk.

Het modelleren met de MCM als alternatief liet zien dat om een asymptotische dispersiviteit
af te leiden (∼ (dispersie cöefficient)/(grootte van de snelheid)) tenminste een33 × 23 × 23
netwerk vereist is (Hoofdstuk 4). De dispersiviteit in MCM is systematisch en kan gerela-
teerd worden aan de statistieken van de grootte van de porielichamen. Een groep van zo-
danige relaties wordt gevonden door regressie. Daarom, wanneer reactief transport analytisch
wordt beschouwd, is het niet nodig om een niet-reactieve tracer tetracken, enkel om de hy-
drodynamische dispersie te bepalen. De dispersie met een herhalende tijdstap die hier gebruikt
wordt, bootst de fysische dispersie na die geproduceerd wordt door een BPTM met het “plug-
like” intra-porie snelheidsprofiel, dat nog steeds kleiner is dan de actuele dispersie met een
parabolisch intra-porie snelheidsprofiel. In BPTM kan het zogenaamde microscopisch homo-
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gene medium niet behandeld worden met het “plug-like” intra-buis snelheidsprofiel, omdat
het alleen leidt tot dispersie en niet tot hydrodynamische dispersie. Over het algemeen blijkt
MCM een flexibel model te zijn en numerieke dispersie kan goed beheersd worden met de ti-
jdsdiscretisatie. Verder is MCM aantrekkelijker met betrekking tot de simulatietijd en kan het
gebruikt worden voor zowel lineair als niet-lineair reactieve oplossingen.

Het modelleren van het transport van niet lineair adsorberende (opgeloste) stoffen met be-
hulp van de netwerken wijst uit dat, om een asymptotische groeisnelheid van het tweede cen-
trale moment te verkrijgen, tenminste een miljoen porie-eenheden vereist zijn (Hoofdstuk 5).
Vandaar dat ons numeriek experiment, gebaseerd op een netwerk ter grootte van301×61×61,
uitwijst dat fronten van het transport van niet lineair adsorberende (opgeloste) stoffen in ho-
mogene media lopende golven benaderen. Dit wordt volgens de theorie ook verwacht. Met
de toename van de heterogeniteit wordt het verschil zichtbaar tussen de voorspellingen van de
lopende golf en de numerieke concentratieverdelingen en kan deze beter worden bepaald met
de methode van momenten. Hoewel een gestage toename van tweede centrale momenten is
waargenomen in antwoord op de toename van de heterogeniteit in de poriegrootte, duiden de
hogere orde momenten op het feit dat het front “non-Fickian/non-Gaussian” is. De groeisnel-
heid van tweede centrale momenten is een kwadratische functie van de standaarddeviatie van
de poriegrootte en daarom kan het systematisch worden geschat. Enkele relaties zijn afgeleid.

De resultaten van het modelleren van het transport van niet-lineair adsorberende (opgeloste)
stoffen in fysisch en chemisch gekoppelde maar niet gecorreleerde heterogene media (Hoofd-
stuk 6) wijst uit dat met de toename van of de fysische of chemische heterogeniteit het verschil
tussen het lopende golf gedrag en de numerieke concentratieverdeling duidelijk wordt. Belan-
grijker is dat de competitie tussen fysische en chemische heterogeniteit duidelijk is. Bij een
afname van een van de heterogeniteiten krijgt de ander de overhand. Het effect van chemis-
che heterogeniteit op een fysische homogeen medium blijkt meer dramatisch dan op een fysisch
heterogeen medium. Bij een toename van de chemische heterogeniteit in een fysisch homogeen
medium neemt het verschil in vergelijking met de lopende golven toe. Ook in het geval van
fysisch en chemisch heterogene media ontwikkelt het lopende golf gedrag niet omdat in dat
geval het tweede centrale moment groeit als functie van de tijd met een snelheid die toeneemt
wanneer de porie-grootte toeneemt. Dit geval lijkt een “non-Fickian/non-Gaussian” regime
te volgen. Vandaar dat in beide gevallen “fingering” ontstaat, maar de impact hiervan op de
spreiding van de pluim kan verschillen. Bijvoorbeeld bij een heterogene chemie in een fysisch
homogeen medium is het front lokaal smal en scherp, terwijl het front in een fysisch hetero-
geen medium breder is. Dit geeft aan dat transversale dispersie cruciaal is. Een porienetwerk
met porie-eenheden van gelijke grootte gedraagt zich als een bundel van hydraulische, niet
op elkaar inwerkende, parallelle buizen met periodieke (willekeurig langs de stromingsas)
verdeelde chemische eigenschappen, waar een “clutch and release” effect wordt geproduceerd,
waardoor het tweede centrale moment grote groei vertoont terwijl het front lokaal scherp en
smal is. Uit dit blijkt dat zonder transversale dispersie te beschouwen een realistische weer-
gave van de grootte en het gedrag van de spreiding van de pluim in een homogene idealisering
van poreuze media niet mogelijk is.

In het algemeen kunnen we concluderen dat in vergelijking met een enkele heterogeniteit,
de combinatie van niet-gecorreleerde fysische en chemische heterogeniteit weinig effect heeft.
“Fingering” van de pluimen komt voort uit heterogeniteit en is daardoor een onvermijdelijk
proces dat de migratie van opgeloste stoffen in zowel transversale als longitidunale richting
versterkt. Vandaar dat transversale dispersie niet genegeerd kan worden bij simulatie van trans-
port. In combinatie met niet-lineaire sorptie ontstaat er een geheel nieuw verplaatsingsgedrag.
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Het transport van niet-lineair adsorberende (opgeloste) stoffen in een heterogeen medium ver-
toont een lineaire groei van het tweede centrale moment als een functie van de tijd na een korte
omschakelingsperiode. Typisch voor dit gedrag is dat het niet volgens een lopende golf is noch
“Fickian” is. Derhalve zijn er op tot op heden geen analytische oplossingen beschikbaar, ter-
wijl het tegelijkertijd betwistbaar is of niet-lineair transport beschreven kan worden met een
convectie-dispersie vergelijking met een niet-lineaire sorptie term.
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Stellingen

1. The type of distribution of pore throats is independent of the type of distribution of pore-
body sizes, although each throat size is derived from the adjacent porebody sizes.

(Chapter 2 of this thesis)

2. The typical behavior of the front for non-linearly adsorbing transport in heterogeneous
pore networks is neither according to the traveling wave nor is it Fickian.

(Chapters 5 and 6 of this thesis)

3. Happiness is something that has to be learnt and practiced by the human himself.

4. For the sustainable management of groundwater, dams for storage of surface water are
needed.

5. Before starting a Ph. D. research, graduate students should undergo an intensive training
on preventive measures against RSI (Repetitive Strain Injury).

6. Environmental problems are nothing but the result of human behavior.

7. Happiness is something that has to be learnt and practiced by the human himself.
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